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Preface to fifth edition

The market penetration of renewable energy-based systems has accelerated during

the years since the Fourth Edition of this book from 2010. Particularly wind power

has established itself as a very competitive solution in offshore or resource-favored

inland locations, relative to fossil and nuclear energy. The technology showing the

most rapid lowering of cost during the period has been solar photovoltaics, that

today approach wind in economic viability at sites with favorable solar radiation

incidence. These developments are presented in quantitative terms through the revi-

sions of Chapter 1.

The physical basis for renewable energy flows, covered in Chapters 2 and 3,

touches upon the climate issue of anthropogenic emissions and other disturbances

of the determinants for climates on the Earth. Here the assessments of scientific lit-

erature by the Intergovernmental Climate Panel, through its most recent publica-

tions, have confirmed the human impacts on climate not only by theoretical models

but by indisputable observations regarding world temperatures, ice melting near

poles, and increased frequencies of extreme events such as storms and flooding.

Details have been added to Chapter 2 and used in an updated discussion if climate

change impacts in Chapter 7.

The engineering aspects of renewable energy conversion devices that form the

subject of Chapter 4, has been modestly updated by some new scientific ideas com-

ing up during the last couple of years. However, precisely the commercial success

of what have now become the “standard” renewable energy technologies is making

it difficult for new ideas to become developed from a scientific idea to a commer-

cial product, unless the advantages are so obvious that industry will risk the associ-

ated investments. The same might be said for the energy storage technologies that

are the subject of Chapter 5, but here, particularly for storage of excess power and

regeneration of electricity, no single preferred solution has yet been identified. The

cost of electrochemical energy storage devices has declined, but other options such

as underground hydrogen stores being charged and discharged with use of fuel cells

or gas turbines may turn out to be the most attractive solution. Storage technologies

cannot be avoided if renewable energy is to become a 100% solution, due to the

variations in resource flow that is obvious for wind and solar radiation, the latter

being particularly uncorrelated with energy demand due to day�night and seasonal

variations, plus the effect of passing cloud cover.

Quite substantial updates and additions are made in Chapter 6, dealing with sce-

narios for supply�demand matching in different parts of the world. New scenarios

has been added, for the North American countries, for Japan and Korea, and partic-

ularly for China, where a model highlighting the continuation of the bold steps



already made over the last decade has been based on dividing China into four parts,

according to resource availability and demand density considerations. This model

determines the requirement for power transmission between regions of China as

well as further energy storage needs, that will allow Chinese energy demands to be

fully covered by renewable resources.

The details of the most recent climate-related impact estimations presented in

Chapter 7 are also used to update the earlier energy system life-cycle analysis

examples and add a few new ones. Finally, Chapter 8 again summarizes the overall

conditions for success of the transition away from fuel-based energy systems,

including getting rid of false economic paradigms and creating a new spirit of

international cooperation based on equity and welfare rather than on the present

exploitation and inequality-creating behavior of international traders and the selfish

politics of many national leaders.

Bent Sørensen

Gilleleje, October 2016

ORCID.org/0000-0002-6724-7396
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Preface to fourth edition

The ongoing commercialization of the most viable renewable energy systems has

led to maturation of these systems that may not have introduced many novel funda-

mental insights, but has streamlined the components in the interest of cost, durabil-

ity, and trouble-free operation. For renewable technologies not competitive yet, the

fact that technologies like wind power have already reached the marketplace seems

to have spurred an enhanced effort to reach the same status. The evidence for this is

a simultaneous focus on lowering cost and on offering smooth integration into

existing or new energy systems. Rapidly developing countries that are attempting to

create a 100-fold increase in average wealth within a few decades are a special mar-

ket focus. It is evidently not possible to realize this growth for nearly half the

world’s population if energy continues to be derived from fossil resources. The

interesting option is then to jump directly to the long-range solution offered by

renewable energy systems, even if the mix of such systems includes some technolo-

gies that are not instantaneously characterized by economic viability but still may

be so in a life-cycle view. The foresight and courage to follow such a path are the

hallmarks of responsible politicians and other decision-makers.

These observations have guided the latest update of this book. Both new technol-

ogy and advances of existing technology are covered in Chapters 4 and 5, and the

system implications are added to Chapters 6 and 7. Chapters 2 and 3 have only

been lightly updated, e.g., by the newest IPCC estimates of climate changes (which

of course may have a direct influence on distribution of renewable energy flows).

The market overview in Chapter 1 has been updated with available production data.

Much of these data are still publicly available, although industry efforts to conceal

cost data have been increasing along with the creation of real (i.e., not government

subsidized) markets. Overall, some of the material in the book has been reorganized

to enhance the use of the book as a textbook. Finally, the publisher has decided to

alter page layout and change the language of this edition from International English

to U.S. English. I apologize for any inconvenience ensuing.

The remarks made in the prefaces to the earlier editions still stand and may

prove useful to guide the reader through the arrangement of the material.

Bent Sørensen

Gilleleje, March 2010



Preface to third edition

The present edition has been updated in a number of renewable energy technology

areas (Chapters 4 and 5), where progress has been made over the recent years. New

solar simulation studies have been added to Chapter 6, and market considerations

have been included in the overview in Chapter 1 and in discussing industry liberal-

ization in Chapter 7. The remarks on advanced subjects made in the preface to the

second edition are still valid. A new growth area is fuel cells for stationary and

mobile uses of hydrogen and other fuels. Only modest updates have been done in

this area, as it is the subject of a new, companion book to be published about a year

after this one (Sørensen: Hydrogen and Fuel Cells, Elsevier/Academic Press). Some

older material has been omitted or tidied up, and maneuvering through the book has

been eased, both for reference and for textbook uses. The following diagrams may

assist in following the tracks of interest through the book:

Topic-Driven Paths

Chapter Wind Solar

Power

Solar

Heat

Biofuels Others

1 1.1 1.1 1.1 1.1 1.1

2 2.3.1 (End),

2.4.1, 2C

2.2.2, 2.4.1 2.2.2, 2.4.1 2.4.1 2.3.2, 2.4.1,

2B, 2D

3 3.2 3.1 3.1 3.6 3.3�3.5, 3.7

4 4.1.4, 4.3 4.1.5, 4.2.3 4.2.1�2, 4.6 4.8 4.1.3, 4.1.6,

4.4�5, 4.7, 4.8

5 5.1.2, 5.2.2 5.1.2, 5.2.2 5.1.1, 5.2.1

6 6.2.5, 6.3.2, 6.4 6.2.4, 6.4 6.3.1, 6.4 6.2.7, 6.4 6.4

7 7.4.12�13, 7.5 7.4.12�13 7.4.12�13

8 8 8 8 8 8



Course Material Uses

Chapter Resource

Studies

Energy

Engineering

Energy

Planning

Energy

Economics

Energy &

Environment

1 1 1 1.1 1.2

2 2 2.4.1

3 3 As needed 3.4.2 (End)

4 4 As needed 4.8 (Start) 4.5

5 5 As needed

6 6 As needed As needed

7 7 7 7.4

8 8 8 8 8 8

Bent Sørensen

Gilleleje, October 2003
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Preface to second edition

When the first edition of Renewable Energy appeared in 1979, it was the first text-

book and research monograph since the 1920s to deal with the renewable energy

sources and systems at a scholarly level. Indeed, it was instrumental in establishing

the now universally used term “renewable energy” for a new area of science, which

emerged under names such as “regenerative energy” in Germany and “solar energy”

in the United States of America. In many countries, renewable energy appeared in

planning documents as “supplementary energy,” based on a conviction by adminis-

trators that this could never become a major source of energy. My suggestion in the

journal Science (Sørensen, 1975b) that renewable energy could potentially become

a 100% solution was regarded as absurd by many. Things have changed today,

where official energy plans of some countries call for over 50% renewable energy

coverage by year 2030 (Danish Department of Environment and Energy, 1996),

where the best renewable energy technologies are already economically competitive

relative to fossil options, and where increased concern over greenhouse warming

effects may well alter the perceived indirect costs of different energy solutions.

The structure of the first edition was determined by the aim of placing renewable

energy on the academic agenda. It was my goal to show young scientists, engineers,

and future planners that renewable energy was at least as interesting and challeng-

ing as nuclear energy, and I tried to do this by showing the depth of problems to be

solved using advanced techniques, shying no complication of quantum mechanics

or nonlinear mathematics. This was seen as positive by reviewers and colleagues,

but may have limited the sales figures for the book! Today, the requirements are

quite different: now many universities and polytechnic institutes have renewable

energy courses in their curriculum, and the task at hand is to provide good teaching

materials for the relevant levels of courses. Therefore, I have thoroughly revised the

content and presentation in the second edition. The main sections of each chapter

are now suited for introductory level study, with only very general prerequisites.

Any topic requiring more background is deferred to special sections marked as

ADVANCED topics at the top corner of each page. They can be added individually

at the choice of the teacher, or they can be left for further study by the user of the

book. My reflections on whether to separate elementary and advanced topics in two

volumes or keep them together are as follows. Needing to go back to a topic for

more detailed study, it is very convenient to be able to find it in a book that you

have already worked with. The style and assumptions are known to you, and first of

all, the book is on your shelf and need not be retrieved from somewhere else.

Against the single-volume solution speaks the book price for those who find it

unlikely that they shall need more than the elementary sections. However, we are



all surprised by the growth of our needs, and the price of this second edition is even

below that of the first edition, thanks to modern preparation and printing methods.

Another issue is the arrangement of material, which I have basically kept as in

the first edition: first describing the origin of renewable energy, then its disposition

and availability at different geographical locations on Earth, then the techniques of

energy conversion systems and systems suitable for each type of renewable energy,

and finally the evaluation of the total system, in terms of economic and environ-

mental impacts. The logic of this sequence is evident, but it means that someone

wanting to know only about wind power will have to jump from chapter to chapter.

This is made much easier in this edition by the addition, on each bottom left page,

of references to previous and following sections dealing with the same form of

renewable energy. As in the first edition, extensive references and an index are

found at the end. The index also serves as a pointer to specialist words and concepts

by giving the page where they are first explained. After the table of contents, a list

of units and abbreviations is given.

The content has been revised in those areas where new advances have been

made, notably in the sections on energy from biomass and on photovoltaic energy

conversion, and in the economic chapter on life-cycle analysis. As in the first edi-

tion, emphasis is on basic principles. Fortunately, they do not wear much with time,

and several sections needed only a light brush-up, sometimes with some tidying

effort to keep the size down. However, new data available today have made it pos-

sible to improve many of the illustrations, notably in the area of global energy

flows. At the end of each chapter, there are topics for discussion, including new

ones. They are basically of two kinds: simple topics for classroom discussion and

mini-project ideas that can serve as a basis for problem-oriented work extending

from a few days to several months in duration. This is a reflection of the different

styles of teaching at different institutions, where small projects are often offered to

individuals or groups of students for credit, with the indicated range of time

devoted to each problem (and a corresponding difference in depth of investigation).

The Danish Energy Agency supported part of the work upon which the second

edition updates are based. The author welcomes comments and suggestions, which

may be addressed as indicated below.

Bent Sørensen

Allerød, 1998

xxiv Preface to second edition



Preface to first edition

Renewable energy is the collective name for a number of energy resources available

to man on Earth. Their conversion has always played an important role for the inha-

bitants of the planet, and apart from a period of negligible length—relative to evo-

lutionary and historical time scales—the renewable energy sources have been the

only ones accessible to mankind.

Yet the study of renewable energy resources, their origin and conversion, may at

present be characterized as an emerging science. During the past fifty years of sci-

entific and technological revolution, much more effort has been devoted to the

extraction and utilization of nonrenewable energy resources (fuels), than to the

renewable ones. Only very recently have funds been made available to re-establish

renewable energy research and development, and it is still unclear whether the tech-

nologies based on renewable energy sources will become able to constitute the

backbone of future energy supply systems.

The purpose of the present book is to provide an incentive as well as a basis of

reference for those working within the field of renewable energy. The discontinuity

between earlier and present work on renewable energy, and the broadness of disci-

plines required for assessing many questions related to the use of renewable energy,

have created a need for a comprehensive reference book, covering methods and

principles, rather than specific engineering prescriptions of passing interest in a rap-

idly developing field.

A survey of renewable energy has to draw upon a large number of individual sci-

entific disciplines, ranging from astrophysics and upper atmospheric science over

meteorology and geology to thermodynamics, fluid mechanics, solid-state physics,

etc. Specialists in each discipline often use a vocabulary recognized only by insi-

ders, and they rarely emphasize the aspects pertinent to renewable energy. I have

attempted to use a common language throughout, and to restrict the prerequisites

for understanding to a fairly elementary level (e.g., basic physics). However, this

does not mean that I have avoided any degree of complication considered relevant,

and the reader must be prepared to face a number of challenges.

I envisage my reader as a research worker or student working somewhere within

the field of renewable energy. Such work is currently undertaken at universities,

engineering schools, and various offices and laboratories in the public or private

sectors. However, since a substantial part of the book deals with energy systems

comprising renewable energy elements, and with the management and economy of

such systems, including environmental and social aspects, then I sincerely hope to

attract also readers in the energy planning and management sectors, whether their



concern is the physical planning and operation of energy supply systems or the

socioeconomic assessment of such systems.

When used as a textbook, particular chapters may be more relevant than others.

Cross-references are included in most cases where definitions or basic concepts

have to be taken from a different chapter. Courses in engineering may place the

emphasis around Chapter 4 (e.g., including Chapters 3�6), courses in “energy phys-

ics” or on energy in general may place more emphasis on Chapters 2 and 3, while

courses on energy planning, systems aspects, and technological or economic assess-

ments may find it natural to shift the emphasis to Chapters 6 and 7.

It should be stressed that the main purpose of the book is to provide general tools

for treating problems relating to renewable energy. This is evident from the

approach to energy conversion in Chapter 4 (stressing principles rather than

describing individual pieces of equipment in detail), and from the treatment of sup-

ply systems in Chapter 6 (which contains no exhaustive reviews of possible system

combinations, but illustrates basic modeling and simulation techniques by use of

just a few, selected system examples). Energy storage and transmission (Chapter 5)

are described in a highly condensed form, with the sole purpose of introducing the

components for use in energy systems like those discussed in Chapter 6.

I have been motivated to engage in work on renewable energy and to see the

possibility of an increasingly important role played by the associated technologies

by reflections that are largely summarized in Chapter 1, and that to some extent lie

behind those amendments to conventional economic theory for application to long-

term energy planning, proposed in Chapter 7. The subjective nature of a number of

interpretations made in these two chapters is recognized, and an effort has been

made to ban such interpretations from the remaining five chapters, so that readers

disagreeing with my interpretations may still find the bulk of the book useful and

stimulating.

I thank the following for reading and commenting on portions of the draft ver-

sion of the manuscript: Niels Balling, Henning Frost Christensen, E. Eliasen, Frede

Hvelplund, Johannes Jensen, Marshal Merriam, B. Maribo Petersen, and Ole

Ulfbeck.

Bent Sørensen

Allerød, January 1979
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Units and conversion factors

Powers of 10

Prefix Symbol Value Prefix Symbol Value

atto a 10218 kilo k 103

femto f 10215 mega M 106

Pico p 10212 giga G 109

Nano n 1029 tera T 1012

Micro μ 1026 peta P 1015

Milli m 1023 exa E 1018

G, T, P, E are called milliard, billion, billiard, trillion in Europe, but
billion, trillion, quadrillion, quintillion in the United States. M is
universally used for million.

SI Units

Basic Unit Name Symbol

Length Meter m

Mass Kilogram kg

Time Second s

Electric current Ampere A

Temperature Kelvin K

Luminous intensity Candela cd

Plane angle Radian rad

Solid angle Steradian sr

Derived Unit Name Symbol Definition

Energy Joule J kg m2 s22

Power Watt W J s21

Force Newton N J m21

Electric charge Coulomb C A s

Potential difference Volt V J A21 s21

Pressure Pascal Pa N m22

Electric resistance Ohm Ω V A21

Electric capacitance Farad F A s V21



Derived Unit Name Symbol Definition

Magnetic flux Weber Wb V s

Inductance Henry H V s A21

Magnetic flux density Tesla T V s m22

Luminous flux Lumen lm cd sr

Illumination Lux lx cd sr m22

Frequency Hertz Hz cycle s21

Conversion Factors

Type Name Symbol Approximate Value

Energy Electron volt eV 1.60213 10219 J

Energy erg erg 1027 J (exact)

Energy Calorie (thermochemical) cal 4.184 J

Energy British thermal unit Btu 1055.06 J

Energy Q Q 1018 Btu (exact)

Energy Quad q 1015 Btu (exact)

Energy Tons oil equivalent toe 4.193 1010 J

Energy Barrels oil equivalent bbl 5.743 109 J

Energy Tons coal equivalent tce 2.933 1010 J

Energy m3 of natural gas 3.43 107 J

Energy kg of methane 6.133 107 J

Energy m3 of biogas 2.33 107 J

Energy Liter of gasoline 3.293 107 J

Energy kg of gasoline 4.383 107 J

Energy Liter of diesel oil 3.593 107 J

Energy kg of diesel oil/gasoil 4.273 107 J

Energy m3 of hydrogen at 1 atm 1.03 107 J

Energy kg of hydrogen 1.23 108 J

Energy Kilowatthour kWh 3.63 106 J

Power Horsepower hp 745.7 W

Power kWh per year kWh y21 0.114 W

Radioactivity Curie Ci 3.73 108 s21

Radioactivity Becqerel Bq 1 s21

Radiation dose rad rad 1022 J kg21

Radiation dose Gray Gy J kg21

Dose equivalent rem rem 1022 J kg21

Dose equivalent Sievert Sv J kg21

Temperature Degree Celsius �C K 2273.15

Temperature Degree Fahrenheit F 9/5 �C + 32

Time Minute m 60 s (exact)

Time Hour h 3600 s (exact)

Time Year y 8760 h

Pressure Atmosphere atm 1.0133 105 Pa

xxviii Units and conversion factors



Type Name Symbol Approximate Value

Pressure Bar bar 105 Pa

Pressure Pounds per square inch psi 6890 Pa

Mass Ton (metric) t 103 kg

Mass Pound lb 0.4536 kg

Mass Ounce oz 0.02835 kg

Length Ångström Å 10210 m

Length Inch in 0.0254 m

Length Foot ft 0.3048 m

Length Yard yd 0.9144 m

Length Mile (statute) mi 1609 m

Volume Liter l 1023 m3

Volume Gallon (US) (gal) 3.7853 1023 m3

xxixUnits and conversion factors



1Perspectives on energy resources

1.1 Current renewable energy market

The penetration of renewable energy into the energy system of human settlements on

Earth has, from one point of view, always been nearly 100%. The energy system

experienced by the inhabitants of the Earth is dominated by the environmental heat

associated with the greenhouse effect, which captures solar energy and stores it

within a surface-near sheet of topsoil and the atmosphere around the Earth. Only

0.02% of this energy system is currently managed by human society, as illustrated in

Fig. 1.1. Within this economically managed part of the energy sector, renewable

energy sources currently provide about 25% of the energy supplied. As the

figure indicates, a large part of this renewable energy is in the form of biomass

energy, either in food crops or in managed forestry providing wood for industrial pur-

poses or for incineration (firewood used for heat and cooking in poor countries or for

mood-setting fireplaces in affluent countries, residue and waste burning in combined

power and heat plants or incinerators). The other sources of renewable energy

exploited include hydro, wind, and solar. Hydropower is a substantial source, but its

use is no longer growing very fast, due to environmental limits identified in many

locations with potential hydro resources. Passive solar heating is a key feature of

building design throughout the world, but active solar heat or power panels are still at

a minute level of penetration, although growing fast. Also, wind has both a passive

and an active role. Passive use of wind energy for ventilation of buildings at least

used to play a significant role, before the advent of super-tight buildings with forced

ventilation, and active power production by wind turbines is today a very rapidly

growing energy technology in many parts of the world. The highest penetration,

exceeding 42% of total electricity provided, is found in Denmark, the country that

pioneered modern wind technology. Additional renewable energy technologies, so far

with fairly modest global penetration, include gaseous or liquid biofuels and geother-

mal power and heat. As indicated in Fig. 1.1, the dominant direct energy sources are

still fossil fuels, despite the fact that they are depletable and a major cause of climate

change, as well as of frequent national conflicts, due to the mismatch between their

particular geographical availability and demand patterns.

From a business point of view, the equipment needed to transform renewable

energy flows into the energy forms demanded is, of course, as interesting as the fuel

energy that can be traded in a market, even if renewable energy flows such as solar

radiation, wind and atmospheric heat themselves are considered as free.� Current

� The cartoon character, Scrooge McDuck, created by Carl Banks and Walt Disney, actually in one comic

strip got away with implementing a charge for breathing air, so perhaps we should not take the notion

of free renewable energy for granted.

Renewable Energy. DOI: http://dx.doi.org/10.1016/B978-0-12-804567-1.00001-3

Copyright © 2017 Elsevier Ltd. All rights reserved.

http://dx.doi.org/10.1016/B978-0-12-804567-1.00001-3


renewable energy markets comprise both consumer markets and markets driven by

government demonstration programs and policies aimed to diminish market distor-

tions. The occasional initial subsidies were part of an industrial policy aimed at help-

ing new industry through market stimulation. Compensation for market distortions

Figure 1.1 Renewable energy in the global energy system (Sørensen, 1992).

4 Renewable Energy



addresses the fact that conventional energy industries are not fully paying for the neg-

ative environmental effects of their products. This is a complex issue, partly because

of the difficulty in exact determination of external costs and partly because most

countries already levy taxes on energy products that may in part be seen as contribut-

ing toward paying for any environmental damage, but often they are just a govern-

ment revenue not specifically used to offset the negative effects associated with using

fossil or nuclear fuels (read more about these issues in Chapter 7).

The current penetration of active use of renewable energy in national energy sys-

tems is rapidly growing, and the values for the year 2000 shown in Table 1.1 may

serve as a reference year for assessing newer data, such as the 2013 data shown in

Table 1.2 (latest global data available 2016, having to go a few years back in order

not to miss data from a considerable number of late reporting countries). All renew-

able energy production levels are given in W/cap., averaged over each country.

Country totals derived by multiplying data with the 2013 country-populations

(shown in Fig. 1.2; cf. Fig. 6.1 showing the population distribution on an area basis)

are given at the end of Table 1.2. The data from Table 1.2 for installed renewable

energy production is showed graphically in Figs. 1.4�1.15, for each technology.

For wind power, also the year 2000 situation is shown in Fig 1.3, exhibiting the

very large growth in produced wind power between 2000 and 2013.

As a comparison of Tables 1.1 and 1.2 shows, the traditional use of biomass for

combustion is still the dominating use of renewable energy, in 2013 at an average

of 190 W/cap., although the efficiency of combustion varies. Most of the biomass

combusted is woodfuel, where the claim of CO2-neutrality made, e.g., by EU coun-

tries and in global climate negotiations is false, because the time between CO2

assimilation by trees and release to the atmosphere is of the order of a hundred

years, implying that current emissions are not necessarily compensated by present

assimilation of CO2. Particularly disturbing is the fact that combustion of wood in

inefficient private burners is rising in the wealthiest countries of Europe, for no

compelling reason other than saving a little money by ignoring environmental

issues (both locally and globally) that are not included in the woodfuel prices, and

sometimes also evading fuel taxes and profits by acquiring the fuelwood from non-

commercial sources. In the poorest countries, wood combustion is declining due to

increasing scarcity of free wood resources, which combined with the increase in the

developed world made the total woodfuel use decline by 15% from year 2000 to

2013. Combustion in large facilities in developed countries largely avoids the pollu-

tion from biomass burning by use of tall stacks and electrostatic filters, but of

course cannot avoid the CO2 emission impacts.

Another large biofuel use (136 W/cap. by 2013, slightly less than in year 2000) is

the use of food energy in biomass of animal or vegetable origin (the nutrient value of

food being, in any case, more than that of the energy it provides). Next comes hydro-

power (50 W/cap.) and then geothermal power, which only in part can be classified

as renewable (as many steam reservoirs are exploited at a rate that will exhaust the

reservoir over periods of decades). In addition to the limited number of sites with

high-temperature steam available, there is a significant possibility for using low-

temperature geothermal heat of widespread occurrence for district heating.

5Perspectives on energy resources
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Afghanistan 17 270 3.6 0 0 0 0 0 0 0 0 0 0 11.67 62.86
Albania 3400 164.13 0 0 0 0 0 0 0 23.45 0 0 37.68 101.02
Algeria 30 400 1.8 0 0 0 0 0 0.04 0 3.5 0 0 14.77 127.85
Andorra 70 0 0 0 0 0 0 0 0 0 0 0 44.41 121.07
Angola 13 100 8.11 0 0 0 0 0 0 0 572.03 0 0 7.65 84.5
Anguilla 10 0 0 0 0 0 0 0 0 0 0 0 12 65
Antarctica 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Antigua Barb. 70 0 0 0 0 0 0 0 0 0 0 0 38.69 77.34
Argentina 37 000 89.05 0.01 0 0 0.22 0 0.13 0 105.93 0 0 48.43 105.62
Armenia 3800 38.46 0 0 0 0 0 0 0 0 0 0 15.01 79.08
Aruba 70 0 0 0 0 0 0 0 0 0 0 0 12 96.85
Australia 19 160 100.06 0 0 0.15 6.8 0 0.47 0 349.36 0 9.57 50.8 102.95
Austria 8110 591.74 0.15 0.82 0.05 7.7 0 2.6 9.34 453.31 2.13 4.75 59.23 122.71
Azerbaijan 8000 21.59 0 0 0 0 0 0.05 0 0 0 0 17.53 101.99
Azores Port. 260 0 0 0 0 0 0 0 0 0 0 0 48.43 121.07
Bahamas 320 0 0 0 0 0 0 0 0 0 0 0 34.43 83.87
Bahrain 700 0 0 0 0 0 0 0 0 0 0 0 38.74 121.07
Bangladesh 131 100 0.81 0 0 0 0 0 0 0 77.02 0 0 3.24 98.55
Barbados 260 0 0 0 0 0 0 0 0 0 0 0 33.95 112.4
Belarus 10 000 0.2 0 0 0 0 0 0.04 0 131.54 0 0 38.79 101.74
Belgium 10 250 5.06 0.01 0.13 0 0.26 0 0.6 15.94 33.96 0 3.89 54.29 124.94
Belize 250 0 0 0 0 0 0 0 0 0 0 0 29.06 110.8
Benin 6300 0 0 0 0 0 0 0 0 375.39 0 0 4.84 119.03
Bermuda 70 0 0 0 0 0 0 0 0 0 0 0 37 110.07
Bhutan 1840 64 0 0 0 0 0 0 0 0 0 0 4.84 96.85
Bolivia 8300 27.21 0 0 0 0 0 0 0 115.26 0 0 17.19 90.27
Bosnia Herzeg 4000 146.15 0.33 0 0 0 0 0 0 59.79 0 0 17.53 111.33
Botswana 1480 0 0 0 0 0 0 0 0 0 0 0 18.11 91.09
Brazil 170 400 204.29 0 0 0 0 0 0.04 0 324.52 52 0 29.78 114.77
Br. Virgin Isl. 30 0 0 0 0 0 0 0 0 0 0 0 24.21 96.85
Brunei Daruss. 300 0 0 0 0 0 0 0 0 88.58 0 0 24.65 112.49
Bulgaria 8200 37.27 0 0 0 0 0 0 0 93.98 0 0 33.41 86
Burkina Faso 11 100 0.7 0 0 0 0 0 0 0 0 0 0 5.62 105.42
Burundi 6030 0 0 0 0 0 0 0 0 0 0 0 1.74 75.98
Cambodia 6820 0.03 0 0 0 0 0 0 0 0 0 0 8.81 91.43
Cameroon 14 900 26.75 0 0 0 0 0 0 0 444.07 0 0 6.44 102.76
Canada 30 750 1331.4 0 0 0.02 0 0.13 1.36 0 484.27 0 0 45.42 108.28
Cape Verde 440 0 0 0 0 0 0 0.1 0 0 0 0 22.37 136.37
Cayman Isl. 30 0 0 0 0 0 0 0 0 0 0 0 24.21 96.85
Cen. African R 2790 1.7 0 0 0 0 0 0 0 0 0 0 9.49 84.7
Chad 6670 0 0 0 0 0 0 0 0 0 0 0 6.92 92.15
Chile 15 200 143.35 0 0 0 0 0 0 0 369.75 0 0 30.22 109.35
China 1 262 500 20.13 0.02 0 0 0 0 0.08 0 225.66 0 5 28.23 118.45
Colombia 42 300 86.69 0 0 0 0 0 0 0 165.22 0 0 20.63 105.18
Comoros 3800 171.33 29.37 0 0 5.59 0 0 0 87.41 0 0 4.46 80.44
Congo 3000 13.29 0 0 0 0 0 0 0 261.3 0 0 6.39 101.26
Cook Islands 20 0 0 0 0 0 0 0 0 0 0 0 24.21 96.85
Costa Rica 2500 74 0 0 0 0 0 6.1 0 0 0 0 25.18 109.64
Croatia 4400 154 0.3 0 0 0 0 0 0 111.73 0 0 24.94 95.3
Cuba 11 200 1.19 0 0 0 0 0 0 0 347.58 0 0 17 107.17
Cyprus 800 0.17 0 0 0 59.79 0 0 0 16.61 0 0 46.15 111.62
Czech R 10 270 19.54 0 0 0 0 0 0.05 0 41.14 5.95 4.66 40.53 109.78
Denmark 5340 0.5 0.02 0 0.03 1.99 0 131.5 145.55 220.94 8.46 17.17 63.24 101.21
Djibouti 70 0 0 0 0 0 0 0 0 0 0 0 12.83 86.44
Dominica 80 21 0 0 0 0 0 0 0 0 0 0 33.41 111.53
Dominican R 8400 11.07 0 0 0 0 0 0 0 215.11 0 0 16.46 96.17
Congo/Zaire 50 900 12.27 0 0 0 0 0 0 0 355.26 0 0 2.28 71.04
Ecuador 12 600 68.54 0 0 0 0 0 0 0 73.81 0 0 20.97 109.44
Egypt 64 000 25.33 0 0 0 0 0 0.32 0 27.61 0 0 12.4 149.64
El Salvador 6300 21.09 14.34 0 0 0 0 0 0 291.04 0 0 14.67 106.54
Equat. Guinea 430 0 0 0 0 0 0 0 0 0 0 0 4.84 96.85
Eritrea 4100 0 0 0 0 0 0 0 0 165.27 0 0 4.99 75.64
Estonia 1400 0 0 0 0 0 0 0 0 474.51 0 0 42.52 120.97
Ethiopia 64 300 2.89 0.04 0 0 0 0 0.03 0 359.95 0 0 5.08 92.88
Falkland Isl. 0 0 0 0 0 0 0 0 0 0 0 0 24.21 96.85
Fiji 730 23 0 0 0 0 0 0 0 0 0 0 26.97 111.57
Finland 5180 323.44 0 0 0.05 0 0 2.3 11.54 1659.77 0 4.62 55.79 100.48
France 60 430 126.58 0.27 0 0.02 0.55 1.08 0.3 39.82 202.03 5.78 3.83 65.18 108.72
Fr. Guiana 130 0 0 0 0 0 0 0 0 0 0 0 24.21 96.85
Fr. Polynesia 210 0 0 0 0 0 0 0 0 0 0 0 40 98.16
Gabon 1200 66.43 0 0 0 0 0 0 0 1018.62 0 0 17.14 107.02
Gambia 690 0 0 0 0 0 0 0 0 0 0 0 5.67 114.14

TABLE 1.1 (Continued)TABLE 1.1 Year 2000 average renewable energy use (W/cap., based on UN, 2010; FAO, 2003; OECD/IEA, 2002;

cf. Fig. 1.2 for wind power)
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Georgia 5000 132.86 0 0 0 0 0 0 0 18.6 0 0 19.23 97.63
Germany 82 170 30.22 0 0.16 0.14 1.47 0 22.3 28.47 79.49 2.64 9.01 50.12 116.95
Ghana 19 300 39.24 0 0 0 0 0 0 0 366.24 0 0 5.81 124.84
Gibraltar 30 0 0 0 0 0 0 0 0 0 0 0 4.84 121.07
Greece 10 560 40.01 0 0.25 0 12.46 0 7.8 0 118.77 0 0.13 41.02 138.4
Greenland 50 200 0 0 0 0 0 0 0 0 0 0 48.43 96.85
Grenada 90 0 0 0 0 0 0 0 0 0 0 0 32.64 101.21
Guadeloupe 440 0 0 0 0 0 0 0 0 0 0 0 24.21 96.85
Guam 120 0 0 0 0 0 0 0 0 0 0 0 14.53 96.85
Guatemala 11 400 23.31 0 0 0 0 0 0 0 454.54 0 0 10.07 95.06
Guinea 4050 6 0 0 0 0 0 0 0 0 0 0 3.87 110.07
Guinea Bissau 920 0 0 0 0 0 0 0 0 0 0 0 7.85 105.18
Guyana 870 0 0 0 0 0 0 0 0 0 0 0 20.29 104.75
Haiti 8000 3.32 0 0 0 0 0 0 0 252.44 0 0 6.44 93.12
Honduras 6400 39.44 0 0 0 0 0 0 0 276.11 0 0 16.66 99.32
Hong Kong 6800 0 0 0 0 0 0 0 0 9.77 0 0 38.74 96.85
Hungary 10 020 1.99 0 0.66 0 0 0 0 2.65 47.21 0 0 53.9 113.56
Iceland 280 2595.6 623.51 2984.7 0 0 0 0 4.75 0 0 0 67.65 94.19
India 1 015 900 8.37 0 0 0 0.17 0 0.4 0 263.64 0 2.3 9.39 108.18
Indonesia 210 400 4.93 1.44 0 0 0 0 0.02 0 299.95 0 0 5.67 134.87
Iran IR 63 700 6.67 0 0 0 0 0 0.06 0 16.48 0 0 13.03 128.04
Iraq 23 300 2.85 0 0 0 0 0 0.08 0 1.71 0 0 4.26 102.13
Ireland 3790 25.59 0 0 0 0 0 9.7 0 47.68 0 9.82 54.38 120.58
Israel 6200 0.2 0 0 0.007 127.72 0 0.08 0 0 0 0 31.96 140.53
Italy 57 730 87.5 6.7 0 0.03 0.25 0 2.2 7.69 36.71 0 2.97 45.28 132.01
Ivory Coast 16 000 12.46 0 0 0 0 0 0 0 350.43 0 0 4.75 120.68
Jamaica 2600 5.11 0 0 0 0 0 0 0 245.29 0 0 18.98 111.43
Japan 126 920 78.55 3.01 2.33 0.25 8.41 0 0.34 10.56 47.64 0 0 27.55 106.2
Jordan 4900 0.3 0 0 0 17.62 0 0.08 0 0 0 0 15.79 117.34
Kazakhstan 14 900 57.96 0 0 0 0 0 0.04 0 6.24 0 0 31.23 113.61
Kenya 30 100 4.86 1.63 0 0 0 0 0 0 519.98 0 0 11.33 83.78
Kiribati 60 0 0 0 0 0 0 0 0 0 0 0 18.84 124.36
Korea 47 280 9.7 0 0 0.008 1.18 0 0.06 41.84 4.83 0 1.1 22.47 127.31
Korea DPR 22 300 109.03 0 0 0 0 0 0 0 59.58 0 0 5.96 99.81
Kuwait 2000 0 0 0 0 0 0 0 0 0 0 0 34.53 117.14
Kyrgyzstan 4900 319.96 0 0 0 0 0 0.02 0 0 0 0 26.73 112.3
Laos 2960 13 0 0 0 0 0 0 0 0 0 0 7.7 102.08
Latvia 2400 132.86 0 0 0 0 0 0 0 548.06 0 0 33.32 104.94
Lebanon 4300 12.36 0 0 0 2.16 0 0 0 40.17 0 0 19.56 133.22
Lesotho 1980 0.4 0 0 0 0 0 0 0 0 0 0 4.84 106.54
Liberia 2510 7 0 0 0 0 0 0 0 0 0 0 3.24 97.29
Libya ArabJam 5300 0 0 0 0 0 0 0.04 0 35.1 0 0 17.82 142.23
Liechtenstein 30 0 0 0 0 0 0 0 0 0 0 0 48.43 106.59
Lithuania 3700 10.77 0 0 0 3.59 0 0 0 226.23 0 0 34.09 113.12
Luxembourg 440 30.2 0 0 0 0 0 4.09 81.53 48.31 0 3.02 54.29 124.94
Macedonia FY 2000 66.43 1.99 0 0 0 0 0 0 139.51 0 0 24.21 121.31
Madagascar 8460 5 0 0 0 0 0 0 0 0 0 0 9.59 87.65
Malawi 9860 0 0 0 0 0 0 0 0 0 0 0 2.37 103.2
Malaysia 23 300 34.21 0 0 0 0 0 0 0 144.27 0 0 27.41 113.95
Maldives 270 0 0 0 0 0 0 0 0 0 0 0 31.82 93.7
Mali 8070 1.1 0 0 0 0 0 0 0 0 0 0 4.84 106.25
Malta 400 0 0 0 0 0 0 0 0 0 0 0 44.21 127.36
Marshall Isl. 50 0 0 0 0 0 0 0 0 0 0 0 24.21 96.85
Martinique 450 0 0 0 0 0 0 0 0 0 0 0 24.21 96.85
Mauritania 2250 5 0 0 0 0 0 0 0 0 0 0 15.84 107.02
Mauritius 1220 11 0 0 0 0 0 0 0 0 0 0 20.68 123.87
Mexico 97 220 38.94 6.94 0 0.014 0.59 0 0.02 0 109.81 0 0.08 28.23 125.04
Micronesia 0 0 0 0 0 0 0 0 0 0 0 0 24.21 96.85
Moldova Rep 4300 3.09 0 0 0 0 0 0 0 18.54 0 0 18.98 114.87
Monaco 30 0 0 0 0 0 0 0 0 0 0 0 45.28 108.72
Mongolia 2310 0.08 0 0 0 0 0 0 0 0 0 0 45.67 50.27
Morocco 28 700 2.78 0 0 0 0.28 0 0.56 0 20.37 0 0 10.36 133.17
Mozambique 17 700 45.04 0 0 0 0 0 0 0 496.18 0 0 2.32 90.99
Myanmar 47 700 4.46 0 0 0 0 0 0 0 255.7 0 0.03 6 131.62
Namibia 1800 88.58 0 0 0 0 0 0 0 125.48 0 0 12.88 115.4
Nauru 10 0 0 0 0 0 0 0 0 0 0 0 19.37 96.85
Nepal 23 000 8.09 0 0 0 0 0 0 0 388.77 0 3.7 7.75 110.22
Netherlands 15 920 1 0 0 0.08 1.34 0 8.9 41.81 28.38 0 11.02 57.38 102.18
New Caledonia 170 94 0 0 0 0 0 0 0 0 0 0 31.72 101.02
New Zealand 3830 734.39 82.56 164.43 0 0 0 2.74 0 286.89 0 10.41 52.59 104.89
Nicaragua 5100 5.21 3.13 0 0 0 0 0 0 369.94 0 0 8.77 99.08
Niger 8650 0 0 0 0 0 0 0 0 0 0 0 5.42 95.74
Nigeria 126 900 5.23 0 0 0 0 0 0 0 757.29 0 0 4.21 133.8

TABLE 1.1 (Continued)
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Niue 0 0 0 0 0 0 0 0 0 0 0 0 14.53 96.85
N Mariana Isl. 30 0 0 0 0 0 0 0 0 0 0 0 14.53 96.85
Norway 4490 3603.3 0 0 0.13 0 0 0.87 36.69 354.8 0 1.48 56.13 109.15
Oman 2400 0 0 0 0 0 0 0 0 0 0 0 33.9 96.85
Pakistan 138 100 14.24 0 0 0 0 0 0 0 231.09 0 0.01 20.77 97.97
Palau Islands 20 0 0 0 0 0 0 0 0 0 0 0 19.37 96.85
Panama 2900 123.7 0 0 0 0 0 0 0 210.75 0 0 28.09 92.4
Papua N Guin. 4420 8 0 0 0 0 0 0 0 0 0 0 10.12 95.25
Paraguay 5500 1111.2 0 0 0 0 0 0 0 553.2 0 0 28.09 94.58
Peru 25 700 71.86 0 0 0 2.74 0 0 0 115.29 0 0 16.8 110.31
Philippines 75 600 11.78 17.57 0 0 0 0 0.02 0 167.66 0 0.01 17.14 98.06
Poland 38 650 6.22 0 0 0 0 0 0.1 0 123.31 0.7 1.03 43.1 120.39
Portugal 10 010 129.28 0.92 0.13 0.009 2.39 0 3.3 23.1 249.14 0 0.13 51.19 128.72
Puerto Rico 4940 4.6 0 0 0 0 0 0 0 0 0 0 48.43 121.07
Qatar 600 0 0 0 0 0 0 0 0 0 0 0 38.74 96.85
Reunion 650 38 0 0 0 0 0 0 0 0 0 0 29.06 96.85
Romania 22 400 75.33 0.12 0 0 0 0 0 0 169.05 0 0 32.74 125.81
Russia Fed 185 500 108 0.04 0 0 0 0 0.02 0 0 0 0 31.38 109.88
Rwanda 145 600 128.76 0.05 0 0 0 0 0 0 63.97 0 0 2.47 98.11
Saint Lucia 150 0 0 0 0 0 0 0 0 0 0 0 32.11 105.33
San Marino 30 0 0 0 0 0 0 0 0 0 0 0 45.04 132.01
S Tome&Princ. 150 0 0 0 0 0 0 0 0 0 0 0 4.41 111.33
Saudi Arabia 20 700 0 0 0 0 0 0 0.04 0 0 0 0 21.6 117.63
Senegal 9500 0 0 0 0 0 0 0 0 240.55 0 0 9.64 99.66
Seychelles 80 0 0 0 0 0 0 0 0 0 0 0 23.97 93.8
Sierra Leone 3480 0.2 0 0 0 0 0 0 0 0 0 0 3.15 87.12
Singapore 4000 0 0 0 0 21.26 0 0 0 0 0 0 29.06 96.85
Slovak R 5400 99.89 0 0 0 0 0 0.04 0 19.68 0 0 38.16 113.56
Slovenia 2000 219.23 0.66 0 0 0 0 0 0 305.59 0 0 45.08 108.33
Solomon IsL. 350 0 0 0 0 0 0 0 0 0 0 0 10.27 100
Somalia 10 510 0 0 0 0 0 0 0 0 0 0 0 29.88 48.96
South Africa 42 800 3.73 0 0 0 0 0 0 0 393.32 0 0 17.92 121.84
Spain 39 930 81.19 0 0.2 0.02 1.03 0 21.3 7.75 130.47 0 3.79 44.41 117.92
Sri Lanka 19 400 18.49 0 0 0 0 0 0 0 291.75 0 0.1 7.51 108.91
St Kitts&Nevis 50 0 0 0 0 0 0 0 0 0 0 0 36.17 93.85
St Vincent&Gr. 120 0 0 0 0 0 0 0 0 0 0 0 22.23 102.66
Sudan 31 100 4.27 0 0 0 0 0 0 0 602.37 0 0 22.08 91.62
Suriname 420 166 0 0 0 0 0 0 0 0 0 0 17.68 110.75
Swaziland 700 12 0 0 0 0 0 0 0 0 0 0 18.89 107.99
Sweden 8870 1017.1 0 0 0.03 0.75 0 8.97 60.22 1155.48 0 4.19 49.83 100.78
Switzerland 7190 585.42 0 16.82 0.21 4.25 0 0.12 140.26 92.76 0 11.64 52.88 106.59
Syria Arab Rep 16 200 65.61 0 0 0 0 0 0.08 0 0 0 0 19.85 127.26
Taiwan Teipei 22 200 45.49 0 0 0 0 0 0.02 0 0.6 0 0 29.06 96.85
Tajikistan 6200 255.01 0 0 0 0 0 0 0 0 0 0 7.17 76.13
Tanzania UR 33 700 7.49 0 0 0 0 0 0 0 567.73 0 0 5.91 86.39
Thailand 60 700 11.38 0 0 0 0 0 0.04 0 312.13 0 0.15 13.75 107.6
Togo 4500 7 0 0 0 0 0 0 0 307.06 0 0 3.87 108.91
Tonga 100 0 0 0 0 0 0 0 0 0 0 0 29.06 96.85
Trinidad&Tob. 1300 0 0 0 0 0 0 0 0 30.66 0 0 21.16 113.32
Tunisia 9600 1.38 0 0 0 0.28 0 0.34 0 171.62 0 0 16.8 142.95
Turkey 66 840 52.8 0.13 3.56 0 5.21 0 0.09 0 128.31 0 0.1 18.21 147.22
Turkmenistan 5200 0.4 0 0 0 0 0 0 0 0 0 0 21.94 107.6
Turks&Caicos I 10 0 0 0 0 0 0 0 0 0 0 0 29.06 96.85
Tuvalu 10 0 0 0 0 0 0 0 0 0 0 0 29.06 96.85
Uganda 16 670 0 0 0 0 0 0 0 0 0 0 0 6.83 107.41
Ukraine 48 500 26.85 0 0 0 0.03 0 0.04 0 7.12 0 0 28.33 110.7
United Arab Emir. 2900 0 0 0 0 0 0 0 0 0 0 0 38.16 116.47
United. Kingdom 59 760 9.76 0 0.02 0.003 0.24 0 2.13 6.23 18.65 0 17.88 48.52 112.93
United States 275 420 103.04 6.09 2.5 0.05 7.32 0 2.84 34.29 290.69 15.55 15.91 50.51 132.16
Uruguay 3300 245.6 0 0 0 0 0 0 0 169.1 0 0 46.88 92.49
US Virgin Isl. 100 0 0 0 0 0 0 0 0 0 0 0 43.58 121.07
Uzbekistan 24 800 27.32 0 0 0 0 0 0 0 0 0 0 20.97 93.85
Vanuatu 150 0 0 0 0 0 0 0 0 0 0 0 23.15 102.13
Vatican City 0 0 0 0 0 0 0 0 0 0 0 0 45.04 132.01
Venezuela 24 200 296.47 0 0 0 0 0 0 0 29.65 0 0 17.19 92.06
Vietnam 78 500 21.16 0 0 0 0 0 0.02 0 383.02 0 0.02 13.17 111.91
W Sahara 90 0 0 0 0 0 0 0 0 0 0 0 15.84 96.85
W Samoa 190 0 0 0 0 0 0 0 0 0 0 0 29.06 96.85
Yemen 17 500 0 0 0 0 0 0 0 0 6.07 0 0 6.59 92.11
Serbia Monten 10 600 130.36 0 0 0 0 0 0 0 31.34 0 0 48.23 76.22
Zambia 10 100 88.14 0 0 0 0 0 0 0 674.84 0 0 4.5 88.09
Zimbabwe 12 600 29.53 0 0 0 0 0 0 0 589.45 0 0 6.83 95.64

TABLE 1.1 Year 2000 average renewable energy use (W/cap., based on UN, 2010; FAO, 2003; OECD/IEA, 2002;

cf. Fig. 1.2 for wind power)
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Afghanistan 30 683 0 0 0 0 0 0 0 0 0 0 10.41 91.57
Albania 2883 275.49 0 0 5.47 0 0 0 92.73 0 0 42.61 103.78
Algeria 38 186 0.99 0 0 0 0 0 0 0.76 0 0 18.74 137.09
Andorra 76 0 0 0 0 0 0 0 0 0 0 44.41 121.07
Angola 23 448 20.69 0 0 0 0 0 0 489.36 0 0 11.77 104.84
Anguilla 14 0 0 0 0 0 0 0 0 0 0 12.00 65.00
Antigua & Barbuda 90 0 0 0 0 0 0 0 0 0 0 39.71 76.37
Argentina 42 538 83.35 0 0.04 0 0 1.27 0 70.56 67.10 0 45.76 107.02
Armenia 2992 82.89 0 0 0 0 0.15 0 3.77 0 0 33.51 102.52
Australia 23 270 89.13 0.02 18.70 17.53 0 35.94 0 251.21 12.34 19.26 51.23 106.88
Austria 8487 564.55 5.70 7.83 27.81 0 42.38 23.11 742.53 35.69 30.54 56.61 126.63
Azerbaijan 9498 17.89 0 0.01 0 0 0.01 3.51 14.23 0 0 24.46 118.45
Bahamas 378 0 0 0 0 0 0 0 0 0 0 38.79 85.91
Bahrain 1349 0 0 0 0 0 0 0 0 0 0 38.74 121.07
Bangladesh 157 157 0.65 0 0.11 0 0 0 0 76.00 0 0 5.04 112.64
Barbados 283 0 0 0 0 0 0 0 0 0 0 34.53 113.03
Belarus 9497 1.66 0 0 0 0 0.10 0 210.30 3.19 1.27 39.90 117.63
Belgium 11 153 3.89 0.40 27.02 2.24 0 37.20 35.07 167.56 52.73 22.49 56.76 126.88
Belize 344 0 0 0 0 0 0 0 0 0 0 25.23 108.47
Benin 10 322 0 0 0 0 0 0 0 286.79 0 0 5.42 120.14
Bermuda 63 0 0 0 0 0 0 0 0 0 0 41.89 92.01
Bhutan 755 0 0 0 0 0 0 0 0 0 0 4.84 96.85
Bolivia 10 400 27.82 0 0.03 0 0 0 0 127.52 0 0 21.79 87.36
Bosnia Herzegovina 3824 216.01 0 0 0 0 0 0 62.23 0 0 25.81 125.76
Botswana 2177 0 0 0.05 0 0 0 0 299.33 0 0 16.13 94.53
Brazil 204 259 218.49 0 0 3.58 0 3.67 0 436.53 101.72 0.63 38.89 120.29

Brunei Darussalam 412 0 0 0.55 0 0 0 0 0 0 0 29.10 113.66
Bulgaria 7253 64.21 6.12 21.42 3.49 0 21.62 2.81 205.35 8.32 0.41 31.19 108.14
Burkina Faso 17 085 0 0 0 0 0 0 0 0 0 0 8.28 120.77
Burundi 10 466 0 0 0 0 0 0 0 0 0 0 1.74 75.98
Cabo Verde 507 0 0 0 0 0 0 0 0 0 0 31.28 100.24
Cambodia 15 079 7.69 0 0.02 0 0 0 0 352.01 0 0 10.46 106.29
Cameroon 22 211 24.95 0 0 0 0 0 0 285.46 0 0 7.22 118.06

Canada 35 231 1269.20 0 1.18 1.40 0.05 37.56 3.20 431.96 36.10 8.93 44.21 121.40
Central African Rep. 4711 0 0 0 0 0 0 0 0 0 0 12.98 91.33
Chad 13 146 0 0 0 0 0 0 0 0 0 0 6.00 93.85
Chile 17 576 128.18 0 0.05 1.42 0 3.60 0 772.76 0 1.01 35.54 109.25
China PR 1 362 514 76.17 4.39 1.29 18.25 0 11.67 0 195.72 1.65 7.66 33.41 115.79
Colombia 47342 106.83 0 0 0 0 0.13 0 110.15 0.86 0 23.63 106.97
Comoros 752 0 0 0 0 0 0 0 0 0 0 4.46 80.44
Congo 4394 26.52 0 0 0 0 0 0 436.96 0 0 10.75 95.54
Congo DR 72 553 13.52 0 0 0 0 0 0 357.63 0 0 6.39 101.26
Costa Rica 4706 166.15 327.64 0.07 0 0 11.76 0 190.17 0 0.03 28.28 112.06
Côte d’Ivoire 21 622 9.12 0 0 0 0 0 0 591.66 0 0 5.62 129.20
Croatia 4272 213.80 2.12 0.29 2.53 0 13.81 0 218.82 9.01 5.14 39.18 108.62
Cuba 11 363 1.28 0 0.09 0 0 0.17 0 144.23 27.52 0 23.15 135.54
Cyprus 1142 0 1.72 4.70 76.37 0 23.10 0 5.80 2.04 12.94 34.09 94.82
Czech Republic 10 545 29.59 0 22.00 1.80 0 5.21 10.44 288.49 28.68 71.86 41.50 117.92
Denmark 5624 0.26 1.29 10.51 5.78 0 225.73 116.55 354.68 23.37 26.16 59.47 103.44
Djibouti 2000 0 0 0 0 0 0 0 0 0 0 9.10 113.17
Dominica 72 0 0 0 0 0 0 0 0 0 0 33.70 113.85
Dominican Republic 10 281 25.98 0 1.67 0 0 0 0 104.46 0 0 18.50 105.62
Ecuador 15 661 80.45 0.21 0.01 0 0 0.42 0 46.98 0.38 0 35.50 84.45
Egypt 87 614 16.86 0 0.32 0 0 1.68 0 24.91 0 0 16.27 155.93
El Salvador 6090 33.55 292.29 0 0 0 0 0 169.85 0 0 17.53 104.16
Eritrea 4999 0 0 0.05 0 0 0 0 170.11 0 0 4.99 75.64
Estonia 1320 2.25 0 0 0 0 45.74 0 1072.89 0 7.25 39.03 116.61
Ethiopia 94 558 10.06 0.21 0 0 0 0.43 0 625.31 0.05 0 6.10 95.74
Fiji 880 0 0 0 0 0 0 0 0 0 0 26.25 115.64
Finland 5453 268.72 0 0.13 0.30 0 16.20 54.02 1975.28 86.69 14.11 62.03 97.05
France 63 845 126.02 4.68 8.33 1.80 0.74 28.66 24.38 225.35 50.57 9.08 57.14 113.46
French Polynesia 277 0 0 0 0 0 0 0 0 0 0 43.24 97.29
Gabon 1650 62.25 0 0 0 0 0 0 1015.39 0 0 19.32 115.35
Gambia 1867 0 0 0 0 0 0 0 0 0 0 10.41 127.55

Georgia 4083 231.23 4.66 0 0.36 0 0 0 156.38 0 0 22.61 109.68
Germany 80 566 32.58 2.42 43.93 9.60 0 73.26 48.20 179.57 51.16 113.24 52.93 118.50

TABLE 1.2 (Continued)TABLE 1.2 Year 2013 average renewable energy use (number or W/cap.; FAO, 2016, OECD, 2015; cf.
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Ghana 26 164 35.92 0 0.01 0 0 0 0 180.25 0 0 6.92 138.50
Greece 11 055 65.52 2.33 37.66 22.45 0 42.73 0 101.62 16.55 10.62 41.60 124.65
Greenland 56 100 0 0 0 0 0 0 0 0 0 48.43 96.85
Grenada 106 0 0 0 0 0 0 0 0 0 0 29.01 89.78
Guatemala 15 691 33.85 15.42 0 0 0 0 0 639.47 0 0 13.08 107.26
Guinea 11 949 0 0 0 0 0 0 0 0 0 0 4.75 118.84
Guinea-Bissau 1757 0 0 0 0 0 0 0 0 0 0 8.14 103.44
Guyana 761 0 0 0 0 0 0 0 0 0 0 20.77 107.46
Haiti 10 431 1.54 0 0 0 0 0 0 422.77 0 0 7.65 93.90
Honduras 7849 39.83 0 0 0 0 4.51 0 381.75 0 0 19.76 108.62
Hong Kong SAR 7164 0 0 0.02 0 0 0.03 0 9.94 0.81 7.23 60.10 97.72
Hungary 9925 2.45 15.07 0.29 0.80 0 8.26 5.68 193.66 40.81 10.27 44.12 99.61
Iceland 325 4512.09 16979.75 0 0 0 1.05 0 0 0 6.91 72.01 89.64
India 1 279 499 12.64 0 0.31 0.46 0 3.00 0.30 194.33 0.16 0.41 11.23 107.60
Indonesia 251 268 7.69 85.50 0 0 0 0 0.05 286.45 10.12 0 8.57 122.76
Iran IR 77 152 22.55 0 0 0 0 0.31 0 8.57 0 0.11 16.08 132.06

Iraq 34 107 19.38 0 0 0 0 0 0 1.65 0 0 7.55 112.98
Ireland 4671 14.12 0 0 3.20 0 110.98 13.85 55.45 6.32 13.69 45.81 128.09
Israel 7818 0.41 0 7.14 186.77 0 0.09 0 0.74 0 3.45 39.27 136.03
Italy 59 771 100.78 111.36 41.23 3.73 0 28.45 18.37 165.35 12.19 40.31 44.26 127.07
Jamaica 2773 4.77 0 0 0 0 4.73 0 236.30 0 0 23.68 110.36
Japan 126 985 70.17 25.16 12.84 3.31 0 4.67 6.69 88.42 0 0 26.78 104.89
Jordan 7215 0.87 0 0 26.67 0 0.05 0 0.59 0 0.32 18.93 133.51
Kazakhstan 17 100 51.60 0 0.01 0 0 0.03 0 5.12 0 0 45.23 105.23
Kenya 43 693 10.31 52.41 0 0 0 0.05 0 471.42 0 0 14.09 90.99
Kiribati 109 0 0 0 0 0 0 0 0 0 0 18.31 128.09
Korea 49 847 9.82 2.32 3.68 0.74 1.11 2.63 9.24 25.36 9.38 6.31 26.83 134.38
Korea DPR 24 896 62.82 0 0 0 0 0 0 58.16 0 0 6.20 95.50
Kosovo 8.16 0 0 0.19 0 0 0 164.71 0 0
Kuwait 3594 0 0 0 0 0 0 0 0 0 0 32.35 135.74
Kyrgyzstan 5746 260.18 0 0 0 0 0 0 0.88 0 0 30.02 106.92
Laos PDR 6580 0 0 0 0 0 0 0 0 0 0 9.78 104.31
Latvia 2012 165.21 0 0 0 0 6.81 0 1155.29 39.95 42.46 47.60 111.86
Lebanon 5287 25.91 0 0 5.99 0 0 0 29.90 0 0 21.26 132.78

Lesotho 2083 0 0 0 0 0 0 0 0 0 0 7.89 117.77
Liberia 4294 0 0 0 0 0 0 0 0 0 0 4.46 104.55
Libya 6266 0 0 0 0 0 0 0 35.66 0 0 17.82 142.23
Liechtenstein 37 0 0 0 0 0 0 0 0 0 0 48.43 106.59
Lithuania 2964 20.06 0.75 1.73 0 0 23.22 5.00 466.17 52.94 6.94 49.20 118.50
Luxembourg 545 24.93 0 15.50 6.05 0 17.39 26.06 133.32 0 36.99 55.74 117.05
Macao SAR 568 0 0 0 0 0 0 0 0 0 0 46.30 92.45
Macedonia FYR 2073 87.24 5.80 0.50 0 0 0 0 101.19 0 0 26.92 114.62
Madagascar 22 925 0 0 0 0 0 0 0 0 0 0 7.51 93.46
Malawi 16 190 0 0 0 0 0 0 0 0 0 0 4.75 108.28
Malaysia 29 465 41.01 0 0.55 0 0 0 0.14 157.85 21.62 0.36 25.13 113.12
Maldives 0 0 0 0 0 0 0 0 0 0 33.46 98.40
Mali 16 592 0 0 0 0 0 0 0 0 0 0 19.90 117.34
Malta 417 0 0 8.76 13.16 0 0 0 0 2.80 4.94 43.63 120.48
Mauritania 3873 0 0 0 0 0 0 0 0 0 0 23.68 111.48
Mauritius 1264 8.58 0 0.27 0 0 0.36 0 219.50 0 6.02 22.42 125.57
Mexico 123 740 25.83 35.67 0.10 1.83 0 3.86 0 95.09 0 0.50 29.69 116.95
Mongolia 2859 0 0 0 0 0 3.39 0 66.54 0 0 38.60 80.68
Montenegro 625 457.55 0 0 0 0 0 0 373.89 0 0 52.11 120.68
Morocco 33 453 9.50 0 0 0 0 5.05 0 56.12 0 0 14.87 146.54
Mozambique 26 467 62.73 0 0 0 0 0 0 431.26 0 0 4.65 104.70
Myanmar 52 984 19.13 0 0 0 0 0 0 271.04 0 0 20.97 101.65
Namibia 2347 61.87 0 0 0.97 0 0 0 187.02 0 0 15.98 85.04
Nepal 27 835 14.91 0 0 0 0 0 0 387.82 0 7.65 9.54 117.05
Netherlands 16 809 0.77 1.87 3.50 2.05 0 38.21 63.06 87.90 117.02 24.61 48.67 103.78
New Caledonia 256 0 0 0 0 0 0 0 0 0 0 38.35 98.79
New Zealand 4465 589.05 1261.20 0.18 2.58 0 51.63 0 321.38 0.82 20.19 57.53 95.98
Nicaragua 5946 8.75 130.30 0 0 0 10.79 0 325.15 0 0 15.06 109.10
Niger 18 359 0 0 0.02 0 0 0 0 148.15 0 0 10.07 113.27
Nigeria 172 817 3.52 0 0 0 0 0 0 836.10 0 0 5.18 125.86
Northern Mariana Isl 54 0 0 0 0 0 0 0 0 0 0 14.53 95.85

Norway 5083 2884.74 0 0 0 0 42.53 54.14 255.70 9.18 6.85 54.29 114.43
Oman 3907 0 0 0 0 0 0 0 0 0 0 31.38 117.63
Pakistan 181 193 19.64 0 0 0 0 0 0 222.66 0 0 25.13 92.35
Panama 3806 193.24 0 0 0 0 0 0 149.02 2.68 0 27.02 101.11
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Papua New Guinea 7309 0 0 0 0 0 0 0 0 0 0 10.12 95.25
Paraguay 6466 1065.87 0 0 0 0 0 0 444.15 19.45 0 26.30 100.29
Peru 30 565 83.50 0 0 0.55 0 0 0 119.41 2.82 0.96 14.09 113.32
Philippines 97 572 11.72 112.32 0 0 0 0.08 0.12 105.99 2.19 0 18.79 105.76
Poland 38619 7.21 0.64 0 0.52 0 17.75 1.22 234.83 24.05 6.23 45.62 123.15
Portugal 10 460 149.83 22.92 5.23 9.23 0 131.10 12.27 339.51 34.76 8.29 49.35 118.01

Puerto Rico 3691 0 0 0 0 0 0 0 0 0 0 48.43 121.07
Qatar 2101 16.84 0 0 0 0 0.05 0 169.10 0 0.54 38.74 96.85
Republic of Moldova 4074 0 0 0 0 0 0 0 0 0 0 32.78 104.60
Réunion 849 0 0 0 0 0 0 0 0 0 0 29.06 96.85
Romania 19 794 86.25 1.75 2.42 0.01 0 26.06 0.01 245.14 9.83 1.32 39.32 123.53
Russian Fed 143 367 144.22 4.17 0 0 0 0 0 28.04 0 0 39.03 123.63
Rwanda 11078 0 0 0 0 0 0 0 0 0 0 3.63 100.39
St Kitts Nevis 54 0 0 0 0 0 0 0 0 0 0 33.70 87.70
St Lucia 182 0 0 0 0 0 0 0 0 0 0 34.82 92.45
St Vincent

Grenadines
109 0 0 0 0 0 0 0 0 0 0 30.61 112.78

Samoa 190 0 0 0 0 0 0 0 0 0 0 35.06 104.02
San Marino 31 0 0 0 0 0 0 0 0 0 0 45.14 132.01
Sao Tome Principe 182 0 0 0 0 0 0 0 0 0 0 8.86 120.73
Saudi Arabia 30 201 0 0 0 0 0 0 0 0 0 0 23.58 127.60
Senegal 14 221 2.47 0 0.03 0 0 0 0 161.62 0 0 8.47 109.01
Serbia 8938 130.30 0.67 0 0 0 0 0 163.75 0 0.61 31.19 100.73
Seychelles 95 0 0 0 0 0 0 0 0 0 0 23.97 93.80
Sierra Leone 6179 0 0 0 0 0 0 0 0 0 0 5.71 107.26
Singapore 5405 0 0 0.34 0 0 0 78.92 0 0 0 29.06 96.85
Slovak Rep 5419 102.11 1.60 12.38 1.37 0 0.13 3.79 188.20 36.17 13.45 35.30 105.23
Slovenia 2065 255.00 24.65 11.88 6.20 0 0.22 0 367.25 1.13 22.32 41.50 112.15
Solomon Islands 561 0 0 0 0 0 0 0 0 0 0 10.27 109.49
Somalia 10 268 0 0 0 0 0 0 0 0 0 0 29.88 48.96
South Africa 53 417 2.48 0 0.52 2.26 0 0.08 0 386.39 0 0 22.37 123.24
Spain 46 455 90.37 0.52 20.39 56.11 0 132.44 4.18 159.25 25.07 8.16 40.24 113.90
Sri Lanka 20 522 38.48 0 0.11 0 0 1.31 0 311.30 0 0 8.14 112.49

Sudan 38 515 24.64 0 0 0 0 0 0 313.08 0 0 25.76 87.84
Suriname 533 0 0 0 0 0 0 0 0 0 0 17.82 114.24
Swaziland 1251 0 0 0 0 0 0 0 0 0 0 10.80 99.37
Sweden 9624 727.72 0 0.42 1.54 0 116.72 113.08 1270.04 62.91 19.99 51.86 101.16
Switzerland 8119 540.72 53.21 7.65 7.97 0 1.27 86.31 163.84 0.63 15.95 54.43 114.43
Syrian Arab Republic 19 323 17.72 0 0 0 0 0 0 0.48 0 0 19.85 127.26
Taiwan Teipei 23 337 26.52 0 1.57 5.90 0 6.57 37.63 12.00 7.17 0.34 32.01 111.14
Tajikistan 8112 240.20 0 0 0 0 0 0 0 0 0 9.25 92.49
Thailand 67 451 9.73 0.02 1.83 0 0 0.52 1.97 444.17 25.03 13.30 16.71 116.95
Timor-Leste 1129 0 0 0 0 0 0 0 0 0 0 10.80 90.07
Togo 6929 1.47 0 0 0 0 0 0 490.47 0 0 4.16 110.41
Trinidad and Tobago 1348 0 0 0 0 0 0 0 13.52 0 0 27.31 112.59
Tunisia 11 006 0.62 0 0.11 4.75 0 3.71 0 129.64 0 0 16.66 146.15
Turkey 76 224 88.98 45.89 0 13.84 0 11.32 0 74.53 0.76 3.54 23.78 154.48
Turkmenistan 5240 0 0 0 0 0 0 0 0 0 0 33.46 106.15
Uganda 36 573 0 0 0 0 0 0 0 0 0 0 8.52 101.89
Ukraine 45 165 34.88 0 1.44 0 0 1.61 0 55.26 1.28 0 31.09 121.02
United Arab Emirates 9040 0 0 0 0 0 0 0 0 0 0 24.46 131.23
United Kingdom 63 956 8.38 0.02 3.63 3.93 0.01 50.75 14.19 44.66 10.97 37.85 47.89 117.43
UR of Tanzania 50 213 3.90 0 0.03 0 0 0 0 529.82 0 0 6.88 99.66
United States 317 136 97.48 36.15 5.27 6.90 0 61.08 15.12 214.96 127.21 26.56 48.18 128.04
Uruguay 3408 274.84 0 0 0 0 4.82 0 553.64 16.95 0 35.54 106.78
Uzbekistan 29 033 45.45 0 0 0 0 0 0 0.18 0 0 24.26 105.28
Vanuatu 253 0 0 0 0 0 0 0 0 0 0 21.84 114.72
Venezuela 30 276 314.96 0 0 0 0 0 0 32.72 0 0 27.70 111.77
Viet Nam 91 379 71.36 0 0 0 0 0.11 0 220.44 0 0 27.84 103.68
Yemen 25 533 0 0 0 0 0 0 0 5.60 0 0 8.18 98.69
Zambia 15 246 99.42 0 0 0 0 0 0 644.63 0 0 5.28 87.07
Zimbabwe 14 898 38.17 0 0 0 0 0 0 621.09 0 0 9.69 96.85
World 8 575 084 50.45 10.24 1.85 4.38 0.01 8.45 2.43 189.70 10.67 4.71 23.79 111.75

TABLE 1.2 Year 2013 average renewable energy use (number or W/cap.; FAO, 2016, OECD, 2015; cf.

Figs. 1.2, 1.4�1.15)
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Use of liquid biofuels was in 2013 at 11 W/cap., up from 2.3 W/cap. in year

2000, but delays of basing biofuel production on biomass residues rather than food

crops have slowed the progress. Use of municipal biomass waste for power or heat

has declined from 3.7 to 2.4 W/cap., possibly due to better separation of

waste. Solar heating installations in 2013 provided 4.4 W/cap., compared with just

0.1 W/cap. by the year 2000. Tidal power has stayed below 0.01 W/cap., and wave

or ocean thermal power is still at the research stage.

The market characteristics of the various renewable energy forms exhibit differ-

ences linked to the nature of each source. For food energy, the price is influenced by

population size, by variations in production due to climatic variations, by the choices

made in regard to area use, by livestock holdings, by fish quotas, and by the

Figure 1.2 World population, per country in thousands, in 2013 (Based on FAO, 2016).

Data and global sum are given in Table 1.2.

Figure 1.3 Wind power average production in year 2000, based on BTM (2001) data on

installed capacity with use of an average capacity factor of 0.3. The world average for the

year 2000 is 0.92 W/cap. Reference year 2000 data for other renewable energy forms are

given in Table 1.1.
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competitive behavior of the food processing and marketing industry. Yet the bulk

prices of different commodities seem remarkably consistent with their energy content,

largely varying only in the interval 0.8�2.5 US$ or h per kWh (heat value).�

According to OECD (2016a) data, translated to energy units, the current wholesale

Figure 1.4 Wind power average production in 2013 (OECD, 2015). White areas in this and

following Figures represent countries not reporting, with no data, or parts of other regions

(such as Greenland data merged with Denmark). All 2013 renewable energy data are shown

in Table 1.2. The 2016 OECD database contains newer production data for 2014 but only for

member countries. The global total for 2013 is 8.45 W/cap. Based on 2015 data for installed

capacity, 432.4 GW (GWEC, 2016) and an estimated average capacity factor of 0.27 (varies

from about 0.1 to 0.45), the 2015 production is 13.6 W/cap.

Figure 1.5 Biomass energy contained in human time-averaged food intake of animal

products: National average values for the year 2011 (FAO, 2016). The world average animal-

based food intake for the year 2011 is 23.8 W/cap.

� Prices have been roughly updated from the year of data publication to 2016 by using general consumer

inflation indices (OECD, 2016b).
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price of cereals like rice is in the low end of the interval, while the wholesale price of

typical meat and dairy products is about 1.25 $ or h per kWh. Only specialized gour-

met products obtain the higher prices in the marketplace. Consumer retail prices are

typically some five times higher than the bulk prices here quoted. This is some 20

times the current consumer price of a kWh of electricity produced from fossil fuels,

suggesting that it would be economically unacceptable to use food crops for energy.

However, this is not always true, because food prices vary all the time according to

local supply and demand (cf. the discussion in Chapter 7.1), and sometimes surpluses

are dumped on the energy market at very low prices.

Figure 1.6 Biomass energy contained in human time-averaged food intake of

vegetable products. National average values for the year 2011 (FAO, 2016). The world

average vegetable food intake for the year 2011 is 111.8 W/cap.

Figure 1.7 Biomass energy contained in woodfuel: National average values for the year

2013 (OECD, 2015). The world average woodfuel use in year 2013 is 189.7 W/cap.,

declining relative to year 2000 in poor countries but increasing in rich countries.
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Wholesale market prices for biomass waste and fuelwood range from not much

more than 1 ($ or h) cents per kWh of “burning value,” i.e., energy of combustion, in

India (FAO-Asia, 2003) to 2�3 c/kWh in industrialized countries, which is higher

than the price of coal (Danish Energy Agency, 1996, 2002; Alakangas et al., 2002).

The production cost of biogas is 6�11 c/kWh (Danish Energy Agency, 1992),

while that of wind power is 3�7 c/kWh (depending on wind conditions) and that of

photovoltaic solar power is 6�60 c/kWh (based on IEA-PVPS, 2016; for a typical

capacity factor of 0.15�0.20 and capital cost depreciation over 20 years). The pho-

tovoltaic market enjoys substantial public start-up subsidies (often in the form of

subsidized customer investments or attractive buy-back rates for excess solar

power). This has been the case in countries like Germany and Japan, while in

Figure 1.8 Energy in biomass waste (refuse) utilized for power or heat production. National

average values for the year 2013 (OECD, 2015). The world average for the year 2013 is

2.4 W/cap., declining relative to earlier years.

Figure 1.9 Energy in liquid biofuels (gasoline, diesel, or ethanol): National average values

for the year 2013 (OECD, 2015). The world average for the year 2013 is 10.7, up from

2.3 W/cap. in year 2000.
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Switzerland the market has largely been created by industries’ buying photovoltaic

panels for reasons of aesthetics or image greening.

Hydropower costs 2�10 c/kWh, while coal- and gas-based power costs

about 5�9 c/kWh to produce (depending on cleaning features; Danish

Energy Agency, 2002; Kraemer, 2016). To all costs given above one should add the

cost of distribution, which is likely different in the case of centralized and decentra-

lized production units (the latter may be zero), and, in many countries, there are fur-

ther taxes and environmental externality payments, leading in some cases to customer

prices above 30 c/kWh. As a result, in countries where wind power and photovoltaic

power are exempt from pollution and CO2 taxes, they have become the cheapest

options for the consumer much earlier than in countries partially or fully neglecting

externalities.

Figure 1.10 Energy in biogas: National average values for the year 2013 (OECD, 2015).

The world average for the year 2013 is 4.7 W/cap., up from 2.8 W/cap. in year 2000.

Figure 1.11 Hydropower: National average values for the year 2013 (OECD, 2015). The

world average for the year 2013 is 50.5 W/cap., nearly unchanged from year 2000 despite

some addition in China.
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For fossil fuels such as oil and natural gas, current production costs vary from

very small figures at some Middle East wells to over 3 c/kWh from offshore facili-

ties or from low-grade resources such as shale and tar sand. The sales price is not

strongly coupled to production prices, but is determined by market and political

considerations. Some countries are willing to wage war against oil-producing coun-

tries in order to control production and prices. Refined products like gasoline are

currently sold at prices around 7 c/kWh, with diesel fuel slightly lower, plus taxes

and environmental fees where they apply. Not long ago the prices were higher, and

along the path of exhaustion, prices have to increase. Alternatives such as liquid

biofuels have production costs of 4�10 c/kWh (ethanol from sugar cane and metha-

nol from woody biomass at the low end, ethanol from sugar beet higher, and

Figure 1.12 Tidal, wave and other ocean power: National average values for the year 2013

(OECD, 2015). The world average for the year 2013 is 0.01 W/cap., as in year 2000.

Figure 1.13 Geothermal energy, used for power or heat: National average values for the

year 2013 (OECD, 2015). The world average for the year 2013 is 10.2 W/cap., slightly up

from 9,8 W/cap. in year 2000.
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biofuels from cellulosic material at the high end or above it). The cost of hydrogen

is also an issue, as it may be the best option for underground storage of energy to

handle the intermittency of renewable resources such as solar end wind energy

(independent of whether hydrogen succeeds in penetrating the transportation sector,

cf. Sørensen, 2012). Factors such as the willingness to consider externalities in pric-

ing, the uncertainty of future fossil fuel prices (for political and resource depletion

reasons) and an ongoing revealing of new environmental problems for fossil and

nuclear fuels, all contribute to making it difficult to predict the rate of penetration

of renewable energy sources. More on these issues will be said in Chapters 7 and 8.

Figure 1.14 Solar power: National average values for the year 2013 (OECD, 2015). The

world average for the year 2013 is 1.9 W/cap., up from 0.01 W/cap. in year 2000.

Figure 1.15 Solar heat: National average values for the year 2013 (OECD, 2015). The

world average for the year 2013 is 4.4 W/cap., up from 0.1 W/cap. in year 2000. Production

estimation and metering at individual end-users are very difficult, because the energy yield

depends on the instantaneous state of the entire heating system (cf. the solar heating system

modeling studies presented in sections 4.4 and 6.5).
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1.2 Past and present energy resources

From a scientific point of view, an issue more essential than the place of renewable

energy in the marketplace is its place within the physical universe. This view is

developed in the following paragraphs, as a prerequisite for estimating the amounts

of energy that can be extracted for use by human society at a rate that qualifies the

process as renewable. Other views are philosophical and economic, the latter of

which is taken up in Chapter 7.

The speed of the Earth in its orbit around the Sun is about 33 104 m s21, corre-

sponding to a kinetic energy of some 2.73 1033 J. The Earth further rotates around

its axis with an angular velocity of about 7.33 1025 rad s21, furnishing an addi-

tional kinetic energy of some 2.23 1029 J. The work required to pull the Earth infi-

nitely far away from the Sun, against gravitational attraction, is about 5.33 1033 J,

and the corresponding work required to separate the Earth from its moon is of the

order of 83 1028 J.

These are some of the external conditions for our planet, spelled out in energy

units. It is a little more difficult to obtain reliable estimates for the amount of

energy residing within the Earth itself. The kinetic energy of molecular motion,

heat energy, is of the order of 53 1030 J. This estimate represents the total heat

energy, relative to the absolute zero temperature. It is extrapolated from the value

43 1030 J, given in section 3.4.2, for the heat energy in the interior of the Earth rel-

ative to the average surface temperature of 287 K.

The materials forming the Earth carry further energy, in addition to the heat

energy corresponding to their temperature. About 1021 J is, on average, present as

kinetic energy in the atmospheric and oceanic circulation (cf. section 2.3), and the

potential energy of the continental height-relief, relative to sea level, is about

23 1025 J, taking into account density variations in the crust (Goguel, 1976). Much

larger amounts of energy are involved in the chemical and nuclear bindings, which

determine the state and structure of matter. The carbon compounds of biological

material provide an example of chemical energy. During earlier periods of the

Earth’s history, fossilization of biological material created the deposits of coal, oil,

and natural gas, of which at least 1023 J is presently believed to be recoverable in a

form suitable for fuel uses (see sections 2.3 and 4.6). Current standing crops of bio-

mass correspond to an average of 1.53 1022 J (cf. sections 2.3 and 3.5).

Nuclear energy may be released in large quantities from nuclear reactions, such

as fission of heavy nuclei or fusion of light nuclei. Except for spontaneously fis-

sioning nuclear isotopes in the Earth’s crust, which release about 43 1020 J y21, an

initial amount of energy must be provided in order to get the energy-releasing fis-

sion or fusion processes going. Set-ups for explosive release of nuclear energy

involving both types of processes are used for military purposes. Only the fission

process has as yet been demonstrated as a basis for controlled energy supply sys-

tems, and, with necessary additional improvements in the technology of fast breeder

reactors, recoverable resources of nuclear fuels are estimated to be of the order of

1024 J (see Sørensen, 2012). If fusion of deuterium nuclei to form helium nuclei

could be made viable on the basis of deuterium present in seawater, this resource

alone would amount to more than 1031 J.
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Energy conversion processes depleting certain materials of the Earth may be

said to constitute irreversible processes. This is often true from a practical point of

view, even if the reverse process may be theoretically possible.

The terms energy use, spending energy, etc., which are commonly used in energy

literature as well as in everyday language, are of course imprecise expressions

describing energy conversion processes. Such processes are in most cases associated

with an increase in entropy. Entropy (S) is a property of a system that quantifies the

“quality” of the energy contained in the system. The system may be, for example, an

amount of fuel, a mass of air in motion, or the entire Earth�atmosphere system.

The entropy change for a process (e.g., an energy conversion process) that brings

the system from a state 1 to a state 2 is defined as

ΔS5

ðT2
T1

T21dQ; (1.1)

where the integral is over successive infinitesimal and reversible process steps (not

necessarily related to the real process, which may not be reversible), during which

an amount of heat dQ is transferred from a reservoir of temperature T to the system.

The imagined reservoirs may not exist in the real process, but the initial and final

states of the system must have well-defined temperatures T1 and T2 in order for

(1.1) to be applicable.

Conversion of certain forms of energy, such as electrical or mechanical energy,

among themselves may, in principle, not change entropy, but in practice some frac-

tion of the energy always gets converted into heat. The energy processes character-

istic of human activities on Earth involve a series of successive conversion

processes, usually ending with all the converted energy in the form of heat, radiated

to space or released to the atmosphere, from which radiation of heat energy into

space also takes place. The temperatures involved (the T2) are typically

200�300 K. The processes involved are discussed in more detail in Chapter 2.

Stored energy of any form that may be converted to heat that is ultimately lost to

space could then be called a non-renewable energy resource. The term renewable

energy resource is used for energy flows that are replenished at the same rate as they

are “used.” The prime renewable energy resource is thus solar radiation intercepted by

the Earth, because the Earth (i.e., the Earth�atmosphere system) re-radiates to space

an amount of heat equal to the amount of solar radiation received (see Chapter 2). To

utilize solar energy thus means converting it in a way convenient for man, but the net

result is the same as if man had not interfered: that is, ultimately to convert solar radia-

tion into heat radiated to space. Such usage may involve a delay in returning the heat,

either as a part of man’s conversion scheme or by a natural process. For this reason,

energy stores, which are part of the natural process of converting solar energy into

heat re-radiation, are also considered renewable energy resources.

Renewable energy is not narrowly defined here, and it may be taken to include

the usage of any energy storage reservoir that is being “refilled” at rates comparable

to that of extraction.
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The amount of solar energy intercepted by the Earth and hence the amount of energy

flowing in the solar energy cycle (from incident radiation flux via reflection, absorption,

and re-radiation to heat flux away from the Earth) is about 5.43 1024 J per year.

Energy fluxes of other than solar origin that occur naturally at the surface of the

Earth are numerically much smaller. For example, the heat flux from the interior of the

Earth through the surface is about 9.53 1020 J y21 (cf. section 3.4), and the energy dis-

sipated in connection with the slowing down of the Earth’s rotation (due to tidal attrac-

tion by other masses in the solar system) is of the order of 1020 J y21 (cf. section 2.5).

1.2.1 Energy history

The minimum human energy requirement may be taken as the amount of

“exchangeable” chemical energy that can be associated with the amount of food

necessary to maintain life processes for someone performing a minimum of work

and not losing weight. This minimum depends on the temperature of the surround-

ings, but for an adult human is generally considered to lie in the region of

60�90 W on average for extended periods, corresponding to (6�8)3 106 J day21.

The total intake requirements for sustaining human life are, of course, more than

energy, comprising adequate supplies of water, nutrients, etc.

In order to perform any (muscle) work not purely vegetative, additional energy

must be supplied in the form of food, or energy stored in the body will become

depleted. The efficiency in converting stored energy into work typically ranges

from 5% to 50%, with the lower efficiencies being associated with activities involv-

ing large fractions of static conversion (e.g., carrying a weight, which requires the

conversion of body energy even if the weight is not being moved). The percentage

complementary to the efficiency is released as various forms of heat energy.

The maximum average rate of food energy intake that a human being can con-

tinue for extended periods is about 330 W, and the maximum average rate at which

work can be delivered for extended periods is of the order of 100 W (Spitzer,

1954). During work periods, the “man-power” output level may be 300�400 W,

and the maximum power that can be delivered by an adult male for a period of

about a minute is roughly 2000 W.

Although it is not certain that the rates of energy conversion by the human body

have remained constant during human evolution, it may be reasonable to assume

that the average amount of “muscle power” used by the earliest members of the

genus Homo, which evidence suggests lived some 43 106 years ago in Africa

(Leakey, 1975), was of the order of 25 W.

The total energy flux received by an individual man in a food-gathering or hunting

society is then the sum of the energy in the food, averaging say 125 W, and the

absorbed flux of radiation and heat from the surroundings, which may reach consider-

ably larger values, but is highly dependent on clothing, climate, and the nature of the

surroundings (cf. Budyko, 1974). The outgoing energy flux again consists of heat and

radiation fluxes, as well as turnover of organic material, plus the amount of energy

converted into work. For growing individuals, the net flux is positive and the mass of

21Perspectives on energy resources



biological material increases, but also for adult individuals with zero net energy flux,

new biomass continues to be produced to replace “respiration losses.”

Humans have successively developed new activities that have allowed them to

gain access to larger amounts of energy. Solar energy may have been used for dry-

ing purposes, and as soon as fires became available, a number of activities based on

firewood energy may have started, including heating, food preparation, and process

heat for tool making. The earliest evidence for fires used in connection with dwell-

ings is from Hungary; it dates from 350 000 to 400 000 years ago (H. Becker, 1977,

personal communication).

A good fire in open air, using some 10�50 kg of firewood per hour, may convert

energy at a rate of 104�105 W, whereas indoor fires are likely to have been limited to

about 103 W. Several persons would presumably share a fire, and it would probably

not burn continuously at such a power level, but rather would be relit when required

(e.g., from glowing embers). It is thus difficult to estimate the average fire energy per

person, but it would hardly exceed 100 W in primitive societies. The efficiency of

delivering energy for the desired task is quite low, in particular for open-air fires.

A recent estimate of the energy used by Neanderthals during the warm intergla-

cial Eem period some 125 000 years ago is an average of 135 W/cap. for a location

in Northern Europe with an average temperature of about 8�C (Sørensen, 2009).

Table 1.3 gives an estimate of activities requiring energy use beyond the basic met-

abolic rate (which for Neanderthal males averaged 92 W, for females 77 W), based

on a group with 10 adult members and 15 children. Activities include hunting,

wood provision, and tool making; fires were used for cooking and heating the cave

or hut used for dwelling; but without woolen covers and some clothes and footwear,

survival at Northern latitudes would not be possible.

The next jump in energy utilization is generally considered to have been associ-

ated with the taming of wild animals to serve as livestock and the introduction of

agriculture. These revolutions have been dated to about 104 years ago for the Near

East region (cf. DuRy, 1969), but may have developed at about the same time in

other regions, such as in Thailand and Peru (Pringle, 1998). The introduction of live-

stock would have promoted the tendency to settle at a given place (or vice versa),

increasing in turn the requirement for food beyond the capacity of a hunting society.

Agriculture was based at first on wild varieties of wheat, for example, and it is

believed that artificial irrigation was necessary at many of the sites where evidence

of agriculture (various tools) has been found. The power for water transport and,

later, pumping would then be derived from suitable draught animals in the livestock

pool, as a substitute for man’s own muscle power. The transition from a hunting to

an agricultural society, often called the Neolithic or new Stone Age, occurred several

thousand years later in the temperate zones of northern America and Europe.

The creation of cultures of growing size and increasing levels of sophistication,

leading to the formation of large cities (for example, at the Euphrates, Tigris, and Nile

rivers), from about 7000 years ago, witnessed a growing use of energy for plowing,

irrigation, grinding, and transport (of food supplies and of materials, for example, in

connection with buildings and monuments), as well as the harvest of solar energy

through agricultural crops. It is not known exactly how much of the physical work was
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Example of time use and corresponding rate of

monthly average Energy Use (W/cap.)

4 Males 1 Male 1 Female 4 Females

Hunt: tracking down prey

(8 h, 1 day in month)

2.04 2.04 1.71

Hunt: prey

killing (1 h, 1 day in month)

0.45 0.45 0.37

Hunt: parting mammoth, drying,

(3 h, 1 day in month)

0.96 0.96 0.80

Hunt: eat, sleep, rest at hunt site

(12 h, 1 day in month)

1.69 1.69 1.41

Hunt: eat, watch, cut, scrape, sleep

(24 h, 12 days in month)

44.16 36.96

Hunt: carrying meat back

(10 h, 7 or 1 days in month)

26.83 3.83 3.21

Hunt: sleep, rest at home

(14 h, 7 or 1 days in month)

13.77 1.97 1.65

Hunt: returning to hunt site from home

(8 h, 6 days in month)

12.27

Hunt: eat, sleep, rest at hunt site

(16 h, 6 days in month)

14.72

Home: wood cutting (8 h, 5 days in month) 15.33

Home: stone flaking, tools construction, clothes making

(8 h, 11, 16, 30 days) 22.49 32.71 27.38 61.33

Home: fire attention, child rearing, food prep., leisure, eat

(8 h, 16, 30 days)

22.90 22.90 19.16 42.93

Home: sleep (8 h, 16 or 30 days in month) 16.36 16.36 13.69 25.67

Monthly average energy expenditure, adult humans

(W/cap.)� 149.81 127.06 106.35 129.93

Summary: Male Female

Average adult minimum energy requirement (W/cap.) 145.26 125.22

Total average adult energy requirement, W for whole

group of 10 adults

1352.37

Children’s average energy requirement

(W for whole group of 15 children)

400.00

Equivalent meat intake (loss 30%), W and GJ per month for

whole group of 25 people

2503 W or 6.5 GJ/month

Equivalent meat intake (loss 30%), in kg/month for whole

group of 25 people

813 kg/month

Fires: 5 cooking fires 8 h, 30 days (346 kg dry wood),

average over month

1667 W

Fires: large outdoor fire 8 h, 30 days (622 kg dry wood) 3000 W

Fires: Possible fire at hunt site 12 h, 14 days in month

(168 kg)

810 W

TABLE 1.3 Estimate of activities requiring metabolic food conversion, muscle energy, or heat from fires in

a Northern Eem Neanderthal group (Sørensen, 2009)
�1 W (watt) is 1 J/s or 2.63 MJ/month or 0.73 kWh/month.



performed by men and how much by animals, but it is likely that another 100�200 W

was added to the average energy usage per capita in the most developed regions.

Figure 1.16 gives an example of a recent reconstruction of energy use from

125 000 to 1100 years ago, for Denmark (Sørensen, 2011). The energy use is

taken at the end-user and delivered energy would be higher, due to losses (e.g.,

from open fires). There are no specific energy data for the period, but energy is

(a)

(b)

Figure 1.16 Estimated end-use energy in Northern Europe (after nations formed in the

region some 1.3 ky BP just Denmark) 125�1.1 ky BP, distributed in energy-use categories

(a) or in energy qualities (b). The increase in food energy is associated with harder labor (in

the fields, in wars) (Sørensen, 2011).
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derived from indirect data, such as number of farms and taxes paid in medieval

times, and from burial sites in the Stone Age. An attempt to maintain consistency

is made by use of a demographic model, where parameters are changed only

when identifiable events suggest so. The resulting variations agree well with the

“free-hand” estimate for the early period in Fig. 1.18, which was made for the

first (1979) edition of this book.

It is important to bear in mind that there must have been large differences in

energy use between different societies and, at least in later times, between indivi-

duals within a given society. Throughout man’s history (the term history not being

restricted to the presence of written records) there have been individuals whose

access to energy was largely limited to that converted by their own bodies. In large

regions of Asia and Africa today, the average energy spent per person is only a few

hundred watts above the muscle-power level (with firewood as an important energy

source). This means that parts of the population today use no more energy than the

average person during the Neolithic period.

Thus, Neolithic energy sources were direct solar radiation, environmental heat,

and animal biomass, as well as primary (plant) biomass in the form of food and

then as firewood, plus mechanical work from the muscle power of animals.

In the Near East, oil was used for lighting, and bitumen had non-energy uses.

Boat travel in the open sea (the Mediterranean) is believed to have started over

9000 years ago (Jacobsen, 1973), and there is evidence of wind energy utilization

by means of sails in Egypt about 4500 years ago (Digby, 1954). Per person, wind

energy may not at this time have contributed a significant proportion of the total

energy use in the Mediterranean region, but later, when trade became more devel-

oped (about 4000 years ago), the total amount of energy spent on transportation on

land and at sea constituted a less negligible share (maybe a few percent) of the total

amount of energy spent in the “developed regions” of the world at the time.

The building of houses in many cases implied the creation of a required indoor

climate with utilization of solar energy. In low-latitude regions, structures with high

heat capacities were employed in order to smooth out day-to-night temperature var-

iations, and often houses were built partly underground and the evaporation of soil

moisture was utilized to create cool environments for living (during hot periods)

and food storage (Bahadori, 1977). In regions with a colder climate, insulating�

building materials (e.g., straw for roofs) were employed to reduce heat losses, and

heat production not involving fires was increased by keeping livestock within the

living area of the houses, so as to benefit from their respirational heat release.

Water mills and windmills (e.g., the vertical axis panemone type, probably

derived from waterwheels, or the sail-wing type, presumably copied from ships’

sails) also played a role after a certain stage in development. The earliest mention

of windmills in actual use is from India about 2400 years ago (Wulff, 1966).

Considering these windmills’ low efficiency and overall size, it is unlikely that

wind power has at any time accounted for a large proportion of average energy use.

On the other hand, windmills and water mills offered the only alternative to muscle

� The term insulating is taken to include suppression of convective heat transfer.
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power for high-quality (i.e., low-entropy) mechanical energy, until the invention of

the steam engine.

The Industrial Revolution 200�300 years ago placed at man’s disposal amounts

of power capable of producing work far beyond his own muscle power. However,

at that time, firewood was barely a renewable resource in the developed regions of

the world, despite quite extensive programs to plant new forests to compensate for

usage. The increase in energy usage made possible by growing industrialization did

not really accelerate, therefore, before large amounts of coal became available as

fuel. In the 20th century, the large growth in energy consumption was made possi-

ble by the availability of inexpensive fossil fuels: coal, natural gas, and oil.

An outline of the possible development in energy usage up to the present is pre-

sented in Figs. 1.17 and 1.19. Only over the past century or two have reliable

worldwide data on energy usage been recorded, and even for this period the data

comprise mainly direct use of commercial fuels, supplemented with incomplete

information on biomass and other renewables. One reason for this is that it is more

difficult to specify the remaining energy use, because, for example, solar collectors

are often not individually monitored, local biomass use is not quantified in energy

units, environmental heat gains vary from day to day, and so on. In Figs. 1.17 and

1.19, which are anyway only indicative, fuels are included in terms of their gross

energy value, independently of end-use efficiency. The use of renewable energy

flows, on the other hand, is given as an estimated net energy at the primary conver-

sion stage, that is, the energy in food intake rather than the total amount of energy

absorbed by the plants or the total biomass of plants and animals. The environmen-

tal energy contribution to maintaining man’s body temperature as well as the regu-

lation of indoor climate by the choice of materials and building systems (“passive

energy systems”) are excluded.

Figure 1.17 shows the trend in average rate of energy conversion per capita, on a

linear time scale, and Fig. 1.18 shows the same trend on a logarithmic time scale,

extending backward from the year 2000. Figure 1.18 also indicates the estimated
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Figure 1.17 Trends in average rate of energy conversion per capita, not including fluxes

associated with the local thermal environment.
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spread in energy usage, with the upper curve representing the societies with highest

energy use at a given time, and the lower curve representing the societies with the

lowest energy use. These curves, which do not reflect any great degree of accuracy,

do not represent rigorous limits, and values outside the interval may certainly be

appropriate for individuals of a given society—the very rich or the very poor.

The energy conversion rate for food alone has been taken as 125 W throughout the

time interval. The increase in energy usage from about �105 is associated with access

to fire. The amount of energy derived from fires depends on whether fires were used

only for cooking and for heating as well. The choice of the average curve also rests on

the assumption that between 273 104 and 2104 years (i.e., during the latest ice age;

cf. section 2.4) about half of the world’s population used fires for heating purposes.

In the time interval 2104 to 2103 years, human settlements developed into a

variety of societies, some of which had a very high degree of organization and

urbanization. The increase in energy usage was mainly associated with more sys-

tematic heating and cooking practices, with tool production (e.g., weapons) and

with transportation (e.g., by riding or by draught animals). With increasing popula-

tion density, materials that previously had been available in the immediate natural

surroundings had to be transported from far away, or substitutes had to be manufac-

tured; either way, additional energy had to be spent. In several of the societies in

question, mechanical work was performed not only by animals but also by human
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Figure 1.18 Trends in average rate of energy conversion per capita (solid line), not

including fluxes associated with the local thermal environment (same as Fig. 1.1, but on a

logarithmic time scale). Corresponding trends (dashed lines) for the societies that at a given

time have the highest and lowest average energy usage. For the more recent period, data

from Darmstadter et al. (1971) and European Commission (1997) have been used, in a

smoothed form.
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slaves, so that the average per capita energy usage was less affected. The trends of

the curves also reflect the differences in development characterizing different geo-

graphical regions. Simultaneously with the culmination of the civilizations in

Mesopotamia and Egypt, northern Europe and northern America entered the

Neolithic period, with warm climatic conditions quite different from those of the

preceding several thousand years.

During the last 1000 years, the increasing energy usage is, in part, due to the

shift in population distribution toward higher latitudes, and to overall increased

requirements for space heating in such regions (the little Ice Age, cf. section 2.4). It

should also be mentioned that the efficiency of converting the energy of firewood

(supplemented by animal dung and later by peat) into useful heat for cooking, craft

work, hot water, and space heating was quite low, for example, in 16th-century

Europe, but gradually improved nearing the 20th century (Bjørnholm, 1976).

During the period 1500�1900, the curves are a result of this feature (in particular,

the early high maximum value attained for the most affluent societies) combined

with increased energy demand (e.g., larger proportions of the population acquiring

energy-demanding habits or lifestyles, such as taking hot baths, drinking hot bev-

erages, washing clothes in hot water, etc.). The development in the last century is

dominated by the energy consumption of the industrialized countries (industrial pro-

cess heat, transportation, increased room temperature, refrigeration, lighting, etc.).
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Figure 1.19 Trends in the distribution of the average rate of energy use on different types of

energy resources. The most recent period is based on smoothed data from Darmstadter et al.

(1971) and European Commission (1997), and the basis for the estimates pertaining to earlier

periods is explained in the text. Needless to say, such estimates should be regarded as very

tentative, and the definition of average use is itself uncertain, particularly for the early

periods (e.g., the 20% contribution from fires 50 000 years ago depends sensitively on the

fraction of the world population living in regions where space heating was desirable).
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During this period, the top curve in Fig. 1.17 represents the energy use of an afflu-

ent American, while the lowest curve represents the average energy use in the poor

regions of Africa or India, including non-commercial fuels, such as cow dung and

stray wood (which used to be absent from official statistics, as first noted by

Makhijani, 1977).

In Fig. 1.19, the distribution of the energy consumption on different sources of

energy is sketched. Again, only for the past century or two have actual data been

used. The shape of the curve describing the diminishing share of food energy start-

ing about 105 years ago is again dependent on emerging cultures and geographical

distribution of the population, outlined above. It is clear, however, that the energy

basis for human societies has been renewable energy sources until quite recently.

Whether all the wood usage should be counted as renewable is debatable. Early

agricultural practice (e.g., in northern Europe) involved burning forest areas for

farming purposes and repeating the process in a new area after a few years, as the

crop yield diminished owing to nutrient deficiency in the soil. Most forests not

being converted into permanent agricultural land survived this exploitation, owing

to the low population density and the stability of the soils originating from glacier

deposits. Similar overuse, or overgrazing by livestock, would be (and was in fact)

disastrous in low-latitude regions with a very shallow soil layer, which would sim-

ply be eroded away if the vegetation cover were removed (cf. section 2.4).

Replanting forests has been common in northern Europe during the last few centu-

ries, but the strongly increasing demand for wood over the last century (not just for

fuel purposes), as well as construction work associated with urbanization, has led to

an actual decrease in forest area in most parts of the world.

From the middle of the 19th century, non-renewable fossil fuels have rapidly

increased their share of total energy usage, to the present 80%�90%. In the begin-

ning, fossil fuels replaced wood, but they soon became the basis for exponential

growth in energy use, associated with a number of novel energy-demanding activities.

During the same period, usage of hydropower has increased, and recently nuclear fis-

sion power passed the 1% level. Growth has been interrupted by wars and periods of

economic recession. The high dependence on non-renewable energy sources has

developed over a very short period of time. The briefness of this era compared with

the history of man on Earth stands out clearly on the linear scale used in Fig. 1.18.

1.3 Resource prospects for the future

Figure 1.18 shows the very large difference between the energy use of the affluent

countries or affluent persons within countries and the energy use of the least energy-

using inhabitants of poor countries. The situation may currently be changing, as the

level of global interaction increases and every world citizen becomes aware of the

kind of lifestyle that is “possible.” However, current development does not seem to

indicate a diminishing gap between the energy use of those using the most and those

using the least energy. This is also true of other commodities related to living standard.
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Energy use and resource depletion do not, of course, constitute the primary goals

of any society or any individual within a society. For example, the average

European or Japanese uses about half as much energy as the average North

American, but the former have a living standard no lower than that of the average

North American. This fact demonstrates that, while living standard and welfare

depend on having primary needs (food, shelter, relations) met, there are also sec-

ondary standards based on individual preference and implementation that can have

different implications for energy use.

The relationship between economic activities and social welfare has been

debated for a considerable period of time, as has the possibility of physical limits to

growth in material exploitation of the resources of a finite planet. Conventional

economists argue that the inventiveness of man will lead to substitution of new

materials for those threatened by exhaustion, in an ever-ongoing process.

Recognizing the finiteness of fossil and nuclear energy sources, this argument leads

to the general prediction that renewable energy sources must take over at some

stage, and the only debate is on how soon it will happen.

Most geologists believe that oil and natural gas production will peak sometime

within the next one or two decades. After that, prices are bound to rise, thereby eas-

ing the introduction of alternative energy sources. The predicted higher price of

energy also suggests that energy should be used more efficiently, in order to prevent

higher energy cost’s slowing down improvement of human welfare. Measures for

improving energy efficiency are already available that will raise efficiency by a fac-

tor of 3�5 without any substantial increase in cost (Sørensen, 1991, 2008).

Carbon capture could extend the use of coal, which is the fossil commodity that

seems most abundant (see section 4.6). However, if coal is used for combustion,

there might still be pollution beyond greenhouse gas emissions to worry about.

Of course, the same is true for biofuels, unless the conversions are not to hydrocar-

bons but to pure hydrogen (producing only water by combustion and possibly not

even combusted but rather used in fuel cells).

Nuclear fuel resources are no more abundant than oil or gas, when considered

for use in conventional light-water reactors. Breeder technologies are currently no

longer actively developed, since they proved to present problems with safety,

capacity factors, and cost (Sørensen, 2012), and nothing suggests that fusion reac-

tors, should they become workable, would have fewer radioactivity problems than

fission reactors. The hope entertained by some fusion researchers, that it may some

day be possible to find materials for the confinement structure that do not present a

radioactivity danger after exposure to the operating conditions for nuclear fusion,

seems to be inconsistent with the physics of fusion.

1.4 Global temperature impacts and other climate
impacts

Currently, the interest in renewable energy is closely tied to the discussion of global

warming, which is caused by the increased injection of greenhouse gases into the
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atmosphere (cf. section 2.4). However, it should not be forgotten that the prime rea-

son for choosing renewable solutions is renewability, a property very closely linked

to the desire to establish sustainable solutions that do not just replace old problems

with new ones. Sustainability means exploiting flows, rather than stocks.

The greenhouse effect itself is a completely understood physical phenomenon, to

which we owe the habitability of the Earth, as explained in Chapter 2 (see also

Fig. 1.1). However, climate development is an extremely complex issue, of which

the greenhouse effect is only a part. Human interference is altering both the magni-

tude of the greenhouse effect and a number of other things, and it is the climate

change induced by this that should worry us. Human interference includes land-use

change, emission into the atmosphere of light-absorbing gases, emission of particu-

late matter with different size distributions, and injection of chemical pollutants

into the atmosphere at various levels. All of these cause changes in temperature and

solar radiation budget, in a pattern that varies with latitude and longitude and can

be positive or negative. The climate models used to predict the changes all include

the basic greenhouse effect, but differ in how many of the other possible climate

impacts they model. Furthermore, the models’ accuracy is limited by two approxi-

mations: One is use of an integration mesh that is much more coarse than some

known variations in atmospheric variables (the model grid size has diminished from

250 to around 20 km over the last 20 years, but the accuracy of the model predic-

tions is up to five times poorer than the grid dimensions, e.g., presently no better

than about 100 km). The other approximation is that the climate variables used in

models are averages of the true variables, such as wind velocity at a given location

in the atmosphere. The true variables may be split into the sum of a mean value

and a deviation from the mean value, but the latter is neglected in all climate mod-

els. In consequence, so are also the terms in the circulation equations that couple

average motion and small-scale motion (i.e., the deviations from averages, cf. sec-

tion 2.3). Finally, only a subset of the effects involving more than just air velocity,

moisture, and temperature are included. Particles, chemical pollutants, and land use

are quantities that can be treated theoretically, whereas the effects of localized vol-

canic eruptions or sunspot flares are more difficult to deal with. So people who do

not “believe” in greenhouse warming can plainly be ignored, but those concerned

about the accuracy of climate models are legitimate discussants. Even so, over the

last 501 years, each addition to the climate models has yielded results indicating a

man-made, global warming (global average temperature increase for a given

increase of greenhouse gases in the atmosphere), although justified question marks

are attached to specific regional model predictions or statements on the frequency

of extreme atmospheric events.

It is important to realize that the Earth�atmosphere system is not in its most

stable state. The present state is meta-stable, and a more stable situation could occur

if snow and ice covered the entire Earth’s surface (thus causing maximum reflection

of sunlight, see section 2.4). This means that nudging the present system could trig-

ger a change disproportionate to the amount of initial action. However, it is known

that the present state possesses a certain level of stability, because neither seasonal

variations nor annual climatic fluctuations nor long-term dispersal of particulates
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from major volcanic eruption has been able to induce a transition to another quasi-

stable or fundamental state of the Earth�atmosphere system. Yet, the present pat-

tern of ice ages and intermediate warmer periods has only lasted some six ice age

cycles. Before that, very different climates existed. The suggestion (IPCC, 2013)

that extreme events are becoming more frequent, and that the amplitude of excur-

sions is increasing, suggests a finite (although likely small) probability of a climate

change far beyond the causal implication of greenhouse warming.

The bottom line is clearly “Don’t play with the climate”! This dictum overrules

suggestions like spraying soot on the Arctic/Antarctic ice or injecting radiation-

absorbing dust into the atmosphere, for a “least-cost” suppression of global warming,

without having to change any fossil energy habits. Although the suggested actions

appear to have an effect opposite to that of greenhouse gas emissions, the differing

geographical and height dependences of the intended effect make it difficult to ensure

(and beyond present model-building capabilities to predict) that the result would not

be different than the one aimed for, such as inducing a new glacial period in combi-

nation with changes in the Earth’s orbital parameters (cf. section 2.4).

1.5 Role of environmental and social issues

The development in energy use is linked to another factor that may serve to acceler-

ate the energy transition, namely, increased awareness of the negative environmental

impacts of energy production and use. Early man was capable of causing environ-

mental disturbance only on a very local scale. However, extensive burning of forests,

for example, to provide land for agriculture, which would later be abandoned when

overexploitation diminished the crop or grazing yields, may have been instrumental

in creating the desert and semi-desert regions presently found at low latitudes

(Bryson, 1971). This is an early example of a possibly man-made climatic change.

Recently, man has reached a technological level enabling him to convert energy at

rates that can be maintained over extended areas and that are no longer small com-

pared to the energy fluxes of solar origin that are responsible for the climate.

The average heat flux of anthropogenic origin (i.e., from fossil fuels) in an indus-

trial and urban area like the Los Angeles Basin (about 1010 m2) was estimated in

1970 to be 7 W m22 (Lees, 1970). The global average value in 1970 was

0.015 W m22, and the average solar flux absorbed by the Earth�atmosphere system

is 240 W m22 (see section 2.4). In comparison, a forest fire, burning down an area of

fertile, tropical forests in one week, would release a heat flux of about 1000 W m22.

Yet the average heat flux from forest fires in all continental regions, the average

being over several years, is less than the average anthropogenic heat flux. The nuclear

weapons arsenal built up during the last 50 years is somewhere in the range of

104�105 megatons (Feld, 1976), with the higher figure corresponding to about

4.43 1020 J. If these weapons were detonated within a 24-hour interval, the average

energy flux would be 53 1015 W, and if the target area were 1012 m2, the average

heat flux would be 5000 W m22. The destructive effects would not be confined to

those of the immediate energy release. Radioactive contamination of the environment
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would cause additional death and decay and would establish other mechanisms for

climatic disturbance (e.g., destruction of the stratospheric ozone shield), in addition to

threatening human survival as the dominant species on the planet.

In the recent century, energy habits have been formed largely by those who sell

fossil energy and energy-using equipment. They are responsible for consumer

behavior biased toward buying an additional kWh of energy instead of saving one

by efficiency measures, even if they are cheaper. This is linked to the “growth para-

digm” introduced by the simplistic market economy in the 18th century. Even

today, all financial sector accounting is done in terms of growth rates and all eco-

nomic figures are calculated as a percentage of last year’s, a procedure that makes

sense only during periods of exponential growth. Such periods must necessarily end

and be replaced by more quiet variations, or they may even lead to declines.

Today’s liberal paradigm also counts on “globalization” to achieve the lowest cost

of welfare. The idea is that labor is done where it is cheapest, implying that a typi-

cal European or North American consumer product has been shipped back and forth

to the Far East a number of times, in order to have each part produced, or each pro-

cess performed, as cheaply as possible (so far, keeping the artistic designs at

home). Similarly, food comes from areas where it appears cheapest to produce, and

fruits are shipped from the opposite side of the Earth, at least during winter at the

location of the consumer. This behavior rests on a fundamental assumption:

Transportation around the globe, and the energy required for it, is a negligible part

of the price of the goods in question. So far, fossil fuels have supported this

assumption, because they cost little to extract (especially in the Middle East) and

the negative environmental and climate impacts have not been reflected in intercon-

tinental transportation costs. Some European nations have tried to levy taxes on fos-

sil fuels consumed within their borders (to at least partially compensate for the

negative impacts), but transport by ship or plane has continually escaped taxation

(as demanded by the United States’ in the World Trade Organization). These fac-

tors make it clear why the majority of financial and political decision-makers still

regard fossil fuels as the backbone of the energy supply for decades to come. As

long as they are cheap, they cannot be scarce! Of course, such arguments are

invalid in malfunctioning economic markets like the one prevailing today: In the

18th century, liberalism made it clear that the theory behind a market economy was

valid only if markets consisted of many small actors and only if they all had full

access to the knowledge needed to make the right decisions. Neither of these condi-

tions is even approximately fulfilled in the present world economic system. The sad

conclusion is that the proper energy solutions (as well as policies compatible with

climate stabilization) will not prevail until the economic paradigm has been chan-

ged in a positive direction.

Some would say that certain energy supply systems and economic organizations

go better together than other ones. However, it is probably an exaggeration to imag-

ine that the introduction of one kind of energy technology rather than another will

determine or solve such institutional problems. What may be true, though, is that

certain types of technology allow a meaningful discussion of how societies could

be organized differently from their present organization. At least some of the
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renewable energy technologies fit well with the needs of sophisticated, decentra-

lized societies with responsible use of information technologies and with consider-

ation of the needs of the underprivileged people in the present world characterized

by strong inequality within and between its nations.

1.6 The sustainability test

Science and technology literature contains a range of suggestions for handling future

energy demands. In the past, some of the technologies brought forward as “technically

feasible” have actually been developed to commercial viability, and others not, for a

variety of reasons. Over the last few decades, renewable energy has passed from the

level of technical feasibility to a level of cautious introduction into the marketplace

and not least into long-term government planning. One reason for its slow penetration

is that some influential funding institutions, including the European Commission, have

continued to use a large fraction of their R&D funds, as well as loan and aid money,

on coal, fission, and fusion, ignoring the risk of pollution and long-range radioactive

waste problems and hoping to obtain short-term industry advantages in export of out-

dated technology to former Eastern bloc and developing nations. If funds had whole-

heartedly been aimed at a rapid transition from the fossil to the renewable era,

progress could have been made much faster. This has been demonstrated by a number

of recent scenario studies, some of which are described in Chapter 6. The general

question of who controls technology development was discussed by Elliott and Elliott

(1976) and by Sørensen (1983, 2014). For decades, advocates of using renewable

energy were largely limited to a number of “grassroot” movements, to which credit is

due for having finally begun to swing the mainstream thinking.

Renewable energy sources are typically characterized by a theoretical maximum

rate at which energy may be extracted in a “renewable” mode—that is, the rate at

which new energy is arriving or flowing into the reservoirs associated with many of

the renewable energy flows. In some cases, the additional loop on a given renew-

able energy cycle, caused by man’s utilization of the source, will by itself modify

the rate at which new energy is arriving. For instance, utilization of temperature dif-

ferences in the oceans may alter surface evaporation rates and the velocities of

ocean currents, which in both cases means the mechanisms for establishing the tem-

perature differences may be altered (cf. section 3.3). The geothermal energy flux

from the interior of the Earth is not a renewable resource, since the main part of the

flux is associated with cooling of the interior (section 3.4). On the other hand, it is

a very small fraction of the heat that is lost annually (2.43 10210), so for practical

purposes geothermal energy behaves as a renewable resource. Only in case of over-

exploitation, which has characterized some geothermal steam projects, is renewabil-

ity not ensured.

Sustainability is discussed further in Chapter 8. The general structure of the

chapters in this book is:

In Chapter 2, the nature and origin of renewable energy sources are discussed in what

may resemble an odyssey through the sciences of astrophysics, atmospheric physics and
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chemistry, oceanography, and geophysics. The importance of connecting all the pieces

into an interlocking, overall picture becomes evident when the possible environmental

impact of extended use of the renewable energy sources in the service of mankind is

investigated in Chapter 7.

Chapter 3 provides, for each renewable energy source, an estimate of the size of the

resource, defined as the maximum rate of energy extraction that on an annual average

basis can be renewed, independently of whether it is possible to extract such energy by

known devices. Issues of power density and variability are also discussed in this chapter.

Chapter 4 opens with some general features of energy conversion devices and then

describes a number of examples of energy conversion equipment suitable for specific

renewable energy sources.

Chapter 5 gives an overview of various methods of energy transport and storage, which,

together with the energy conversion devices, form the components of the total energy sup-

ply systems discussed in Chapter 6.

Chapter 6 discusses modeling the performance of individual renewable energy devices as

well as whole systems and, finally, scenarios for the global use of renewable energy, with

consideration of both spatial and temporal constraints in matching demand and supply.

In Chapter 7, renewable energy resources are first placed in the framework of current eco-

nomic thinking, as a preliminary to quantifying some of the considerations that should go

into constructing a viable energy supply system. Next, the chapter presents a survey of

indirect economic factors to be considered, which leads to the description of the method-

ology of life-cycle analysis, which, together with the scenario technique, constitutes the

means for an up-to-date economic analysis. Finally, concrete examples of systems assess-

ment are given.

Chapter 8 concludes with a general discussion of sustainability, climate, and the position

of renewable energy technologies in a world dominated by outdated environmental and

economic behavior.
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2Origin of renewable energy flows

In this chapter, renewable energy is followed from the sources where it is created—

notably the Sun—to the Earth, where it is converted into different forms, e.g., solar

radiation to wind or wave energy, and distributed over the Earth�atmosphere

system through a number of complex processes. Essential for these processes are

the mechanisms for general circulation in the atmosphere and the oceans. The same

mechanisms play a role in distributing pollutants released to the environment,

whether from energy-related activities like burning fossil fuels or from other human

activities. Because the assessment of environmental impacts plays an essential part

in motivating societies to introduce renewable energy, the human interference with

climate is also dealt with in this chapter, where it fits naturally.

2.1 Solar radiation

At present the Sun radiates energy at the rate of 3.93 1026 W. At the top of the

Earth’s atmosphere an average power of 1353 W m22 is passing through a plane

perpendicular to the direction of the Sun. As shown in Fig. 2.1, regular oscillations

around this figure are produced by the changes in the Earth�Sun distance, as the

Earth progresses in its elliptical orbit around the Sun. The average distance is

1.53 1011 m and the variation is 61.7%. Further variation in the amount of solar

radiation received at the top of the atmosphere is caused by slight irregularities in

the solar surface, in combination with the Sun’s rotation (about one revolution per

month), and by possible time variations in the surface luminosity of the Sun.

2.1.1 Energy production in main-sequence stars like the Sun

The energy produced by nuclear reactions in the interior of the Sun must equal the

amount of energy radiated from the surface, since otherwise the Sun could not have

been structurally stable over long periods of time. Evidence for the stability of the

Sun comes from several sources. Stability over a period of nearly 33 109 years is

implied by the relative stability of the temperature at the Earth’s surface (oxidized

sediments and fossil remains indicate that water in its fluid phase has been present

throughout such periods). Stability over an even longer time is implicit in our

understanding of the evolution of the Sun and other similar stars. As an indication

of this stability, Fig. 2.2 shows the variations in the radius of the Sun believed to

have taken place since its assumed formation from clouds of dust and gas.

The conversion of energy contained in the atomic constituents of main-sequence

stars like the Sun, from heat of nuclear reactions (which transform hydrogen into

helium) to radiation escaping from the surface, is largely understood. The basis for
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regarding such radiation as a renewable source is that it may continue essentially

unaltered for billions of years. Yet there is also a possibility of tiny variations in

solar energy production that may have profound implications for life on the planets

encircling the Sun.

2.1.1.1 The birth and main-sequence stage of a star

Stars are believed to have been created from particulate matter present in a forming

galaxy. Contraction of matter is achieved by gravitational processes involving

clouds of dust and gas, but counteracted by the increasing pressure of the gases as

they are heated during contraction (cf. the equilibrium equations given below).

However, once the temperature is high enough to break up molecules and ionize

atoms, the gravitational contraction can go on without increase of pressure, and the

star experiences a “free fall” gravitational collapse. If this is considered to be the

birth of the star, the development in the following period consists of establishing a

temperature gradient between the center and the surface of the star.

While the temperature is still relatively low, transport of energy between the

interior and the surface presumably takes place mainly through convection of hot

gases (Hayashi, 1966). This leads to a fairly constant surface temperature, while the

temperature in the interior rises as the star further contracts, until a temperature of

about 107 K is reached. At this point the nuclear fusion processes start, based on a

thermonuclear reaction in which the net result is an energy generation of about

25 MeV (1 MeV5 1.63 10213 J) for each four hydrogen nuclei (protons) undergo-

ing the chain of transformations resulting in the formation of a helium nucleus, two

positrons and two neutrinos,
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Figure 2.1 Yearly variations in the “solar constant” (the head-on solar radiation flux at the

Earth’s distance; NASA, 1971).
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After a while, the temperature and pressure gradients have built up in such a

way that the gravitational forces are balanced at every point and the gravita-

tional contraction has stopped. The time needed to reach equilibrium depends on

the total mass. For the Sun it is believed to have been about 53 107 years

(Herbig, 1967). Since then, the equilibrium has been practically stable, exhibit-

ing smooth changes due to hydrogen burning, such as the one shown in Fig. 2.2

for the radius.
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Figure 2.2 Variation in the solar radius as a function of time (bottom) together with selected

milestones in the development on Earth, associated with the build-up of oxygen in the

Earth’s atmosphere (top). The rapid development of phytoplankton in the upper layers of the

oceans at a relative oxygen concentration of 1022 is associated with the formation of an

ozone shield in the atmosphere, cutting down the ultraviolet part of the solar spectrum. When

the oxygen level has reached 1021, the atmospheric ultraviolet absorption is strong enough to

allow life on land.

Based on Herbig (1967); Berkner and Marshall (1970); Cloud and Gibor (1970).
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2.1.1.2 Nuclear reactions in the Sun

Most of the nuclear reactions responsible for energy production in the Sun involve

two colliding particles and two, possibly three, “ejectiles” (outgoing particles). For

example, one may write

A1 a ! B1 b1Q; or Aða; bÞB;Q;
A1 a ! B1 b1 c1Q; or Aða; bcÞB;Q;

where Q is the energy release measured in the center-of-mass co-ordinate system

(called the “Q-value” of the reaction). Energy carried by neutrinos will not be

included in Q. The main processes in the solar energy cycle are

1
1H

1
1H; e1v
� �

2
1H; Q5 1:02 1:4 MeV; Qav 5 1:2 MeV;

2
1H

1
1H; γ
� �

3
2He; Q5 5:5 MeV:

It is highly probable (estimated at 91% for the present Sun) that the next step in

the hydrogen-burning process is

Branch 1:

3
2He 3

2He; 211H
� �

4
2He; Q5 12:9 MeV:

This process requires the two initial ones given above to have taken place twice.

The average total energy liberated is 26.2 MeV. In an estimated 9% of cases

(Bahcall, 1969), the last step is replaced by processes involving 4He already present

or formed by the processes of branch 1,

3
2He 4

2He; γ
� �

7
4Be; Q5 1:6 MeV:

The following steps may be either

Branch 2:

7
4Be e2; vð Þ73Li; Q5 0 or 0:5 MeV; Qav 5 0:1 MeV:

7
3Li

1
1H; 4

2He
� �

4
2He; Q5 17:4 MeV;

or, with an estimated frequency among all the hydrogen-burning processes of 0.1%,

Branch 3:

7
4Beð11H; γÞ85B; Q5 0:1 MeV;

followed by the decay processes

8
5B ! 8

4Be1 e1 1 v; Q5 42 18 MeV; Qav 5 10:8 MeV;

8
4Be ! 242He Q5 0:1 MeV:
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The average Q-values for processes involving neutrino emission are quoted from

Reeves (1965). The initial pp-reaction (11H5 hydrogen nucleus5 p5 proton)

receives competition from the three-body reaction

1
1H1 e2 1 1

1H ! 2
1H1 v:

However, under solar conditions, only 1 in 400 reactions of the pp-type proceeds

in this way (Bahcall, 1969).

In order to calculate the rates of energy production in the Sun, the cross-sections

of each of the reactions involved must be known. The cross-section is the probabil-

ity for the reaction to occur under given initial conditions, such as a specification of

the velocities or momenta.

Among the above-mentioned reactions, those that do not involve electrons or

positrons are governed by the characteristics of collisions between atomic nuclei.

These characteristics are the action of a Coulomb repulsion of long range, as the

nuclei approach each other, and a more complicated nuclear interaction of short

range, if the nuclei succeed in penetrating their mutual Coulomb barrier. The effec-

tive height of the Coulomb barrier increases if the angular momentum of the rela-

tive motion is not zero, according to the quantum mechanical description. The

height of the Coulomb barrier for zero relative (orbital) angular momentum may be

estimated as

VCoul � Z1Z2e
2=RðZ2;A2Þ=1 MeV;

where the radius of one of the nuclei has been inserted in the denominator (Ai is the

mass of the nucleus in units of the nucleon mass; Zi is the nuclear charge in units of

the elementary charge e, and e2/4πε05 1.443 10215 MeV m). Thus, the thermal

energy even in the center of the Sun, T(0)5 1.53 107 K,

σðEÞ5 SðEÞexpð22πηðEÞÞ=E;

is far below the height of the Coulomb barrier (1 MeV5 1.63 10213 J), and the

nuclear reaction rate will depend strongly on the barrier penetration, i.e., the

quantum tunneling through the barrier. If the energy of the approaching particle

does not correspond to a nuclear resonance (see Fig. 2.3), then the part of the

cross-section due to barrier penetration (and this will contain most of the

energy dependence) can be estimated by a simple quantum approximation,

called the WKB method (Merzbacker, 1970). In the absence of relative angular

momentum, the nuclear reaction cross-section may then be written, as a func-

tion of energy,

σðEÞ5E21SðEÞexpð�2πηðEÞÞ;
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where S(E) is a slowly varying function of E, depending on the nuclear interactions,

while the exponential function expresses the barrier penetration factor in terms of

the Coulomb parameter

ηðEÞ5 2πZ1Z2e2h21ðμ=2EÞ1=2;

with the reduced mass being

μ5A1A2Mp=ðA1 1A2Þ:

The reactions involving electrons are governed not by nuclear (so-called

“strong”) interactions, but by the “weak” interaction type, which is available to all

kinds of particles. The smallness of such interactions permits the use of a perturba-

tional treatment, for which the cross-section may be written (Merzbacker, 1970)

vσ5 ð2πÞ2h21j,H. j2ρ ðfinalÞ:

Here vσ is the transition probability, i.e., the probability that a reaction

will occur, per unit time and volume. If the formation of the positron�neutrino,

electron�antineutrino or generally lepton�antilepton pair is not the result of a

decay but of a collision process, then the transition probability may be split into a

reaction cross-section σ times the relative velocity, v, of the colliding particles

Attractive nuclear potential

Distance

Resonant energy

Non–resonant energy

Repulsive Coulomb potential

Total potential

Resonance

Bound state
O

E
n
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g
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Figure 2.3 The nuclear potential seen by an impinging particle, as a function of relative

distance. A few nuclear states are indicated to the left of this highly schematic picture, in

order to illustrate the concepts of resonant and non-resonant energies. The incident particle

kinetic energy at solar temperatures is much lower than the height of the Coulomb barrier,

so only quantum tunneling can lead to a nuclear reaction.
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[for example, the two protons in the 1H(1H, e1v)2H reaction]. ρ (final) is the density

of final states, defined as the integral over the distribution of momenta of the outgo-

ing particles. When there are three particles in the final state, this will constitute a

function of an undetermined energy, e.g., the neutrino energy. Finally, ,H. is a

matrix element, i.e., an integral over the quantum wavefunctions of all the particles

in the initial and final states, with the interaction operator in the middle and usually

approximated by a constant for weak interaction processes.

The reaction rate for a reaction involving two particles in the initial state is the

product of the numbers n1 and n2 of particles 1 and 2, respectively, each per unit

volume, times the probability that two such particles will interact to form the speci-

fied final products. This last factor is just the product of the relative velocity

and the reaction cross-section. Since the relative velocity of particles somewhere

in the Sun is given by the statistical distribution corresponding to the temperature,

the local reaction probability may be obtained by averaging over the velocity

distribution. For a non-relativistic gas, the relative kinetic energy is related to the

velocity by E5 1/2μv2, and the velocity distribution may be replaced by the

Maxwell�Boltzmann distribution law for kinetic energies (which further assumes

that the gas is non-degenerate, i.e., that kT is not small compared with the thermo-

dynamic chemical potential, a condition that is fulfilled for the electrons and nuclei

present in the Sun),

,σv. 5 ð8=πμÞ1=2ðkTÞ23=2

ð
σðEÞE expð2E=kTÞdE:

The reaction rate (number of reactions per unit time and unit volume) becomes

P5 n1n2 ,σv. ð11δ12Þ21;

where δ12 (51 if the suffixes 1 and 2 are identical, otherwise 0) prevents double

counting in case projectile and “target” particles are identical.

The number densities n (number per unit volume) may be re-expressed in terms

of the local density ρ(r) and the mass fraction of the ith component, X (e.g., the

hydrogen fraction X considered earlier),

ni 5XiρðrÞ=ðAiMpÞ:

The central part of the reaction rate, ,σv., is shown in Fig. 2.4 for the

branch 1 reactions of the pp-cycle, as well as for the 3He1 4He reaction opening

the alternative branches. The basic cross-sections S(0) used in the calculations

are quoted in the work of Barnes (1971). The barrier penetration effects are cal-

culated in a modified form, taking account of the partial screening of the nuclear

Coulomb field by the presence of electrons. Such penetration factors are

included for the weak interaction processes as well as for the reactions caused

by nuclear forces.
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One notes the smallness of the initial, weak interaction reaction rate, the

temperature dependence of which determines the overall reaction rate above

T5 33 106 K. The four to five orders of magnitude difference in the rates of the
4He1 3He and the 3He1 3He processes account for the observed ratio of branch 2

(and 3) to branch 1, when the oppositely acting ratio of the 4He to 3He number

densities is also included.

The rate of energy production to be entered in equation (2.7) below for thermal

equilibrium is obtained from the reaction rate by multiplying with the energy

release, i.e., the Q-value. Since the energy production rate appearing in (2.7) is per

unit mass and not volume, a further division by ρ is necessary,

εðρ; T ;XiÞ5
X
j

εjðρ;T ;XiÞ5
X
j

n1n2 ,σv.
QðjÞ

ρð11 δ12Þ
: (2.1)

The sum over j extends over all the different branches; Q(j) is the energy

released in branch j; and the indices 1 and 2, for which n1 and n2 are taken and

,σv. evaluated, may be any isolated reaction in the chain, since the equilibrium

assumption implies that the number densities have adjusted themselves to the differ-

ences in reaction cross-section. For decay processes, the reaction rate has to be

replaced by the decay probability, in the manner described above.

2H (1H, γ ) 3He 

4He (3He, γ ) 7Be 

1H (1H, e +ν ) 2H 
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Figure 2.4 Reaction rates for various nuclear reactions of the pp-chain, as functions of

temperature, and assuming that there is just one of each of the reacting particles per unit

volume (denoted ,σv.).

Based on Barnes (1971).

46 Renewable Energy



Figure 2.5 shows the temperature dependence of the energy production rate for the

pp-chain described above, as well as for the competing CNO-chain, which may come

into play at temperatures slightly higher than those prevailing in the Sun’s interior.

The curves should be regarded as typical for stars of composition similar to that of the

Sun, but as (2.1) indicates, the energy production depends on the density as well as on

the abundance of the reacting substances. Hence a change in composition or in central

density will change the rate of energy production. For the pp-chain, Fig. 2.5 assumes a

hydrogen fraction X5 0.5 and a density of 105 kg m23, believed to be reasonable for

the center of the Sun. For the CNO-chain, additional assumptions have been made

that the carbon, nitrogen, and oxygen abundances are XC5 0.003, XN5 0.001, and

XO5 0.012 (Iben, 1972). These figures apply to stellar populations similar to, but

more advanced than, the Sun, whereas much smaller CNO-abundances and production

rates are found for the so-called population-II stars. It should also be mentioned that,

owing to the decrease in density and change in composition as one goes away from

the center of the star, the average energy production for the energy-producing region

will be lower than the value deduced from the conditions near the center.

2.1.1.3 Equilibrium processes in the Sun

The present near-equilibrium state of the Sun may be described by a number of

physical conditions. The first one is the condition of hydrostatic equilibrium, which
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Figure 2.5 Rate of energy production by the pp- and CNO-chains, as a function of

temperature, for a choice of composition (relative abundance of the constituents) typical for

main-sequence stars like the Sun.

Based on Iben (1972).
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states that the pressure gradient at every place must exactly balance the gravita-

tional force. Assuming the Sun to be spherically symmetric, the condition may be

written

dP=dr52GMðrÞρðrÞ=r2; (2.2)

where M(r) is the integrated mass within a sphere of radius r, ρ(r) is the local

density, and G5 6.673 10211 m3 kg21 s22 is the constant of gravitation.

The pressure P(r) may be related to the local temperature T(r) by an equation of

state. The conditions everywhere in the Sun are close to those of an ideal gas,

implying

PðrÞ5 nðrÞkTðrÞ;

where n(r) is the number of free particles per unit volume and

k5 1.383 10223 J K21 is the Boltzmann constant. Alternatively, one may express

n in terms of the gas constant, R5 8.315 J K21 mol21, the density, and μ, the
mean molecular weight (i.e., the mass per mole of free particles),

nðrÞ5RρðrÞ=ðkμÞ:

For stars other than the Sun the ideal gas law may not be valid, as a result of

electrostatic interactions among the charges (depending on the degree of ionization,

i.e., the number of free electrons and other “unsaturated” charges) and radiation

pressure.

Cox and Giuli (1968) estimate the maximum pressure corrections to be 1.5%

from the electrostatic interactions and 0.3% from the radiation pressure, calculated

from the blackbody radiation in the Sun’s center. The mean molecular weight may

be obtained from assuming the Sun to consist of hydrogen and helium in mass frac-

tions X and (12X). If all hydrogen and helium is fully ionized, the number of free

particles is 2X1 3(12X)/4 and the mass per mole of free particles is

μ5 4NAMp=ð5X1 3Þ;

where NA5 63 1023 is Avogadro’s number (the number of particles per mole) and

1.673 10227 kg is the proton mass. The Sun’s hydrogen fraction X is about 0.7.

The potential energy of a unit volume at the distance r from the Sun’s center,

under influence of the gravitational forces, is

εpotðrÞ5 �GMðrÞρðrÞ=r;

while the kinetic energy of the motion in such a unit volume, according to statistical

mechanics, is

εkinðrÞ5 1:5nðrÞkTðrÞ:
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Since εpot is a homologous function of order �1, the virial theorem of classical

mechanics (see, for example, Landau and Lifshitz, 1960) states that for the system

as a whole,

2εkin 52εpot:

The bars refer to time averages, and it is assumed that the motion takes place in

a finite region of space. Inserting the expressions found above, using R5 kNA and

integrating over the entire Sun and approximating
Ð
(M(r)/r)dM(r) by M/R (M and R

being the total mass and radius), one finds an expression for the average

temperature,

T 5 4GMMp=ð3ð5X1 3ÞkRÞ:

An estimate for the average temperature of the Sun may be obtained by inserting

the solar radius R5 73 108 m and the solar mass M5 23 1030 kg, leading to

T 5 53 106 K:

The rigorousness of the hydrostatic equilibrium may be demonstrated by assum-

ing a 1% deviation from equilibrium, implying an inward acceleration

d2r=dt2 5 ρðrÞ21ðGMðrÞρðrÞ=r2 � dP=drÞ5 �0:01 GMðrÞ=r2:

The time needed for a 10% contraction (Δr/R520.1) under the influence of

this acceleration is

Δt5 7200 s5 2 h;

at the solar surface R5 73 108 m. The observed stability of the solar radius (see

Fig. 2.2) demands a very strict fulfillment of the hydrostatic equilibrium condition

throughout the Sun.

2.1.1.4 The energy transport equations

In order to derive the radial variation of the density and the temperature, energy

transport processes have to be considered. Energy is generated by the nuclear pro-

cesses in the interior. The part of the energy from nuclear processes that is carried

by neutrinos would escape from a star of the Sun’s assumed composition. One may

express this in terms of the mean free path of neutrinos in solar matter (the mean

free path being large compared with the Sun’s radius) or in terms of the mass

absorption coefficient,

κ5
2dI

ρ Ids
5

1

ρ

X
i

σi;
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with this quantity being very small for neutrinos in the Sun. I denotes the energy

flux per unit solid angle in the direction ds, and s denotes the path length in the

matter. The alternative way of writing the mass absorption coefficient involves the

cross-sections σi per volume of matter of all the absorption or other processes that

may attenuate the energy flux.

The energy not produced in association with neutrinos is in the form of electro-

magnetic radiation (γ-rays) or kinetic energy of the particles involved in the nuclear

reactions. Most of the kinetic energy is carried by electrons or positrons. The posi-

trons annihilate with electrons and release the energy as electromagnetic radiation,

and also part of the electron kinetic energy is gradually transformed into radiation

by a number of processes. However, the electromagnetic radiation also reacts with

the matter, notably the electrons, and thereby converts part of the energy to kinetic

energy again. If the distribution of particle velocities locally corresponds to that

predicted by statistical mechanics (e.g., the Maxwell�Boltzmann distribution), one

says that the system is in local thermodynamic or statistical equilibrium.

Assuming that thermodynamic equilibrium exists locally, at least when averaged

over suitable time intervals, the temperature is well-defined, and the radiation field

must satisfy Planck’s law,

dF

dν
5

2hν3

c2
1

ehν=kT 2 1
: (2.3)

Here F is the power radiated per unit area and into a unit of solid angle, ν is the

frequency of radiation, h5 6.63 10234 J s is Planck’s constant, and

c5 33 108 m s21 is the velocity of electromagnetic radiation (light) in vacuum.

The appropriateness of the assumption of local thermodynamic equilibrium

throughout the Sun’s interior is ensured by the shortness of the mean free path of

photons present in the Sun, as compared to the Sun’s radius (numerically the ratio

is about 10213, somewhat depending on the frequency of the photons). The mean

free path, l, is related to the mass absorption coefficient by

lðphotonsÞ5 1=ρκ:

This relation as well as the relation between l and the cross-sections of individ-

ual processes may be taken to apply to a specific frequency ν. κ is sometimes

referred to as the opacity of the solar matter.

The radiative transfer process may now be described by an equation of transfer,

stating that the change in energy flux along an infinitesimal path in the direction of

the radiation equals the difference between emission and absorption of radiation

along that path,

dIðvÞ=ðρdsÞ5 eðvÞ2κðvÞIðvÞ:

Integrated over frequencies and solid angles, this difference equals, in

conditions of energy balance, the net rate of local energy production per unit mass.
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In complete thermodynamic equilibrium one would have Kirchhoff’s law,

e(ν)5κ(ν)I(ν) (see, for example, Cox and Giuli, 1968), but under local thermody-

namic equilibrium, e(ν) contains both true emission and also radiation scattered

into the region considered. According to Cox and Giuli (1968), neglecting refrac-

tion in the medium,

eðvÞ5κtðvÞdF=dv1κsðvÞIavðvÞ; κtðvÞ1κsðvÞ5κðvÞ

Here κt and κs are the true absorption and scattering parts of the mass absorption

coefficient, and Iav is I averaged over solid angles. Cox and Giuli solve the equation

of transfer by expressing I(ν) as a Taylor series expansion of e(ν) around a given

optical depth (a parameter related to κ and to the distance r from the Sun’s center

or a suitable path length s). Retaining only the first terms, one obtains, in regions of

the Sun where all energy transport is radiative,

IðνÞ5 dFðνÞ
dν

2
1

κðνÞρ
d

ds

dFðνÞ
dν

cos θ:

θ is the angle between the direction of the energy flux I(ν) and ds. The first term

dominates in the central region of the Sun, but gives no net energy transport

through a unit area. If the path s is taken as the radial distance from the center, the

net outward flux obtained by integrating I(ν) cosθ over all solid angles becomes

ð
IðνÞcos θ 4πd cos θ52

4π
3κðνÞρ

d

dr

dFðνÞ
dν

:

The luminosity L(r) of a shell of radius r is defined as the net rate of energy

flow outward through a sphere of radius r, i.e., 4πr2 times the net outward flux.

Introducing at the same time the temperature gradient, one obtains

LνðrÞ52
ð4πrÞ2
3κðνÞρ

@

@T

dFðνÞ
dν

� �
dTðrÞ
dr

for the spectral luminosity and

LðrÞ52
ð4πrÞ2 4σT3

3πκρ
dTðrÞ
dr

(2.4)

for the total luminosity.

Here σ5 5.73 1028 W m22 K24 is Stefan’s constant in Stefan�Boltzmann’s

law for the total power radiated into the half-sphere, per unit area,

ðð
dFðνÞ
dν

cos θ 2π d cos θ dν5σT4: (2.5)
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From (2.4) it may be expected that dT/dr will be large in the central regions of

the Sun, as well as near the surface, where the opacity κ is large. If dT/dr becomes

sufficiently large, the energy cannot be transported away by radiation alone,

and convective processes can be expected to play a role. A proper description

of turbulent convection will require following all the eddies formed according

to the general hydrodynamic equations. In a simple, approximate treatment,

convective transport is described in a form analogous to the first-order [in terms of

l(photons)5 (κρ)21] solution (2.4) to the equation of radiative transfer. The role

of the mean free path for photons is played by a mixing length l(mix) (the mean

distance that a “hot bubble” travels before it has given off its surplus heat and

has come into thermal equilibrium with its local surroundings). The notion of

“hot bubbles” is thus introduced as the mechanism for convective energy (heat)

transfer, and the “excess heat” is to be understood as the amount of heat that cannot

be transferred by adiabatic processes. The excess energy per unit volume that is

given away by a “hot bubble” traversing one mixing length is

ρcP
@T

@s
2

@T

@s

� �
adiabatic

� �
lðmixÞ;

where cP is the specific heat at constant pressure. The energy flux is obtained by

multiplying by an average bubble speed vconv (see, for example, Iben, 1972):

Fconv � ρcP
@T

@s
2

@T

@s

� �
adiabatic

����
����lðmixÞ vconv:

In this expression also the derivatives of the temperature are to be understood as

average values. The similarity with expression (2.4) for the radiative energy flux

Frad5 L(r)/(4πr2) is borne out if (2.4) is rewritten slightly,

Frad 52
@Prad

@T

@T

@r
lðphotonsÞc;

where the radiation pressure Prad equals one-third the energy density of blackbody

radiation,

Prad 5
1

3
aT4;

and where use has been made of the relation 4σ5 ac between Stefan’s constant σ
and the radiation constant a to introduce the photon velocity c (velocity of light) as

an analogy to the average speed of convective motion, vconv.

The radial bubble speed vconv may be estimated from the kinetic energy associ-

ated with the buoyant motion of the bubble. The average density deficiency is of

the order
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Δρ5
@ρ
@r

2
@ρ
@r

� �
adiabatic

� �
lðmixÞ;

and the average kinetic energy is of the order

1

2
ρ ðvconvÞ2 5

1

2

GMðrÞ
r2

Δρ lðmixÞ

(taken as half the maximum force, since the force decreases from its maximum

value to zero, times the distance traveled). When p is inserted from the equation of

state, one obtains the estimate for the bubble speed,

vconv 5
ρcP
r

GMðrÞ
T

@T

@r
2

@T

@r

� �
adiabatic

����
����

� �1=2
:

The convective energy flux can now be written

Fconv �
ρcP
r

GMðrÞ
T

� �1=2 @T

@r
2

@T

@r

� �
adiabatic

����
����
3=2

ðlðmixÞÞ2: (2.6)

For an ideal gas, the adiabatic temperature gradient is

@T

@r

� �
adiabatic

5
cP 2 cV

cP

T

P

dP

dr
;

where cV is the specific heat at fixed volume. For a monatomic gas (complete

ionization), (cP2 cV)/cP5 2/5.

The final equilibrium condition to be considered is that of energy balance, at

thermal equilibrium,

dLðrÞ=dr5 4πr2ρðrÞεðρ;T ;X; . . .Þ; (2.7)

stating that the radiative energy loss must be made up for by an energy source

term, ε, which describes the energy production as function of density, temperature,

composition (e.g., hydrogen abundance X), etc. Since the energy production pro-

cesses in the Sun are associated with nuclear reactions, notably the thermonuclear

fusion of hydrogen nuclei into helium, then the evaluation of ε requires a detailed

knowledge of cross-sections for the relevant nuclear reactions.

Before touching on the nuclear reaction rates, it should be mentioned that the

condition of thermal equilibrium is not nearly as critical as that of hydrostatic

equilibrium. Should the nuclear processes suddenly cease in the Sun’s interior, the

luminosity would, for some time, remain unchanged at the value implied by the

temperature gradient (2.4). The stores of thermal and gravitational energy would
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ensure an apparent stability during part of the time (called the “Kelvin time”) needed

for gravitational collapse. This time may be estimated from the virial theorem, since

the energy available for radiation (when there is no new energy generation) is the

difference between the total gravitational energy and the kinetic energy bound in the

thermal motion (i.e., the temperature increase associated with contraction),

tKelvin 5 ðεgravit 2 εkinÞ=LðRÞ52ðεpot 1 εkinÞ=LðRÞ5 εkin=LðRÞ5 33 107 years:

On the other hand, this time span is short enough to prove that energy production

takes place in the Sun’s interior.

2.1.1.5 A model of the solar processes

In order to determine the radial distribution of energy production, mass, and tem-

perature, the equilibrium equations must be integrated. Using the equation of state

to eliminate ρ(r) [expressing it as a function of P(r) and T(r)], the basic equations

may be taken as (2.2), (2.4) in regions of radiative transport, (2.6) in regions of con-

vective transport, and (2.7), plus the equation defining the mass inside a shell,

dMðrÞ=dr5 4πr2ρðrÞ5 4πr2μPðrÞ=ðRTðrÞÞ: (2.8)

In addition to the equation of state, two other auxiliary equations are needed,

namely, (2.1) in order to specify the energy source term and a corresponding equa-

tion expressing the opacity as a function of the state and composition of the gas.

The solution to the coupled set of differential equations is usually obtained by

smooth matching of two solutions, one obtained by integrating outward with the

boundary conditions M(0)5 L(0)5 0 and the other one obtained by inward integra-

tion and adopting a suitable boundary condition at r5R. At each step of the inte-

gration, the temperature gradient must be compared to the adiabatic gradient in

order to decide which of the equations, (2.6) or (2.7), to use.

Figure 2.6 shows the results of a classical calculation of this type

(Schwarzschild, 1958). The top curve shows the prediction at a convective region

0.85 R, r,R. The temperature gradient also rises near the center, but not suffi-

ciently to make the energy transport in the core convective. This may happen for

slight changes in parameters, such as the initial abundances, without impinging on

the observable quantities, such as luminosity and apparent surface temperature. It is

believed that the Sun does have a small, convective region near the center (Iben,

1972). The bottom curves in Fig. 2.6 show that the energy production takes place in

the core region, out to a radius of about 0.25 R, and that roughly half the mass is

confined in the energy-producing region. Outside this region the luminosity is con-

stant, indicating that energy is only being transported, not generated.

One significant feature of the time-dependent models of solar evolution is the

presence of a substantial amount of helium (in the neighborhood of 25%) before the

onset of the hydrogen-burning process. At present, about half the mass near the cen-

ter is in the form of helium (cf. Fig. 2.6). The initial abundance of helium, about

25%, is in agreement with observations for other stars believed to have just entered
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the hydrogen-burning stage. There is reasonable evidence to suggest that in other

galaxies, too, in fact everywhere in the Universe, the helium content is above 25%,

with the exception of a few very old stars, which perhaps expelled matter before

reaching their peculiar composition.

Figure 2.6 Radial model of the Sun. The solid curves represent (from top to bottom)

temperature gradient relative to adiabatic, temperature, density, hydrogen abundance, and

relative luminosity. The dashed curves represent opacity, pressure, and relative mass fraction

inside a given radius. The opacity has not been calculated in the outer convective region.

Based on Schwarzschild (1958).
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2.1.2 Spectral composition of solar radiation

Practically all of the radiation from the Sun received at the Earth originates in the

photosphere, a thin layer surrounding the convective mantle of high opacity. The

depth to which a terrestrial observer can see the Sun lies in the photosphere. Owing

to the longer path length in the absorptive region, the apparent brightness of the

Sun decreases toward the edges. The photosphere consists of atoms of varying

degree of ionization, plus free electrons. A large number of scattering processes

take place, leading to a spectrum similar to the Planck radiation (2.3) for a black-

body in equilibrium with a temperature T� 6000 K. However, this is not quite so,

partly because of sharp absorption lines corresponding to the transitions between

different electron configurations in the atoms present (absorption lines of over 60

elements have been identified in the solar spectrum), and partly because of the tem-

perature variation through the photosphere, from around 8000 K near the convective

zone to a minimum of 4300 K at the transition to the chromosphere (see Fig. 2.7).

Yet the overall picture, shown in Fig. 2.8, is in fair agreement with the Planck law

Photosphere (depth ~ 5 × 10−5,
8000 > T > 4300, 5 × 10−4> ρ >10−5)

   Corona
( T ~ 2 × 106, ρ < 10−11)

Chromosphere (depth ~ 107,
4300 < T < 104)

Sunspot

Prominence

Turbulent flow

Radiative flow
Vortices

Region of
energy production

Convective core

Sun

Shock waves

Earth

7 × 108

1.5 × 1011 6.4 × 106

Zodiacal light

Aurora
Mantle

Crust

Core

Magnetic pole
Solar wind

(at Earth ρ ~10−20)

Atmosphere (depth ~ 4 × 10−5,
300 <T <1800, 1> ρ > 10−12)

Comet
Ion tail

Dust tail

∼

Figure 2.7 Schematic picture of solar layers, starting from the center of the Sun at the left.

The solar radius is defined by the bottom of the visible Sun. All distances are in meters, all

temperatures T are in K, and all densities ρ are in kg m23. The solar corona continues into an

accelerating stream of particles, the solar wind. At the Earth’s distance from the Sun (center

to the right, note the two changes of scale), the solar wind gives rise to magnetic induction

and aurorae, and the extension of the corona is seen near the horizon as zodiacal light, in the

absence of direct or scattered light from the solar photosphere. The solar wind is also

responsible for comet tails’ being directed away from the Sun (whereas radiation pressure

can move only the lightest material in the tail). The tails of comets usually have an ion part

and a dust part, with the latter moving more slowly and being deflected as a result of the

Sun’s rotation (a period of around 25 days). The inner part of the Earth is only sketched. The

mantle is believed to consist of an outer part (silicates of Mg and Fe) and an inner part

(oxides of Mg and Fe). Similarly, the core has an outer part (probably liquid FeS) and an

inner part (a solid iron�nickel alloy).
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for an assumed effective temperature Teff� 5762 K, disregarding in this figure the

narrow absorption lines in the spectrum.

2.1.2.1 The structure of the solar surface

The turbulent motion of the convective layer underneath the Sun’s surface mani-

fests itself in the solar disc as a granular structure interpreted as columns of hot,

vertical updrafts and cooler, downward motions between the grain-like structures

(supported by observations of Doppler shifts). Other irregularities of solar luminos-

ity include bright flares of short duration, as well as sunspots, regions near the bot-

tom of the photosphere with lower temperature, appearing and disappearing in a

matter of days or weeks in an irregular manner, but statistically periodic (with an

11-year period). Sunspots first appear at latitudes at or slightly above 30�, reach
maximum activity near 15� latitude, and end the cycle near 8� latitude. The “spot”

is characterized by churning motion and a strong magnetic flux density

(0.01�0.4 Wb m22), suggesting its origin from vorticity waves traveling within the

convective layer, and the observation of reversed magnetic polarity for each subse-

quent 11-year period suggests a true period of 22 years.

Above the photosphere is a less dense gas with temperature increasing outward

from the minimum of about 4300 K. During eclipses, the glow of this chromosphere
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Figure 2.8 Frequency spectrum of solar radiation received on a unit area at the Earth’s mean

distance from the Sun, the area facing the Sun. Solid line: measured values (smoothed out

over absorption lines; based on NASA, 1971). Dashed line: Planck’s law corresponding to an

effective temperature of 5762 K, normalized to the experimental curve.
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is visible as red light. This is because of the intense Hα line in the chromospheric

system, consisting primarily of emission lines.

After the chromosphere comes the corona, still less dense (on the order of

10211 kg m23 even close to the Sun), but of very high temperature (23 106 K,

cf. Fig. 2.7). The mechanism of heat transfer to the chromosphere and to the corona

is believed to be shock waves originating in the turbulent layer (Pasachoff, 1973).

The composition of the corona (and chromosphere) is believed to be similar to that

of the photosphere, but owing to the high temperature in the corona, the degree

of ionization is much higher, and, for example, the emission line of Fe131 is among

the strongest observed from the corona (during eclipses). A continuous spectrum

(K-corona) and Fraunhofer absorption lines (F-corona) are also associated with

the corona, although the total intensity is only 1026 of that of the photosphere, even

close to the Sun (thus the corona cannot be seen from the Earth’s surface except

during eclipses, owing to the atmospheric scattering of photospheric light). Because

of its low density, no continuous radiation is produced in the corona itself, and the

K-corona spectrum is due to scattered light from the photosphere, where the absorp-

tion lines have been washed out by random Doppler shifts (as a result of the high

kinetic energy).

The corona extends into a dilute, expanding flow of protons (ionized hydrogen

atoms) and electrons known as solar wind. The increasing radial speed at increasing

distances is a consequence of the hydrodynamic equations for the systems

(the gravitational forces are unable to balance the pressure gradient; Parker, 1964).

Solar wind continues for as long as the momentum flow is large enough not to be

deflected appreciably by the magnetic fields of interstellar material. Presumably,

solar wind penetrates the entire solar system.

2.1.2.2 Radiation received at the Earth

At the top of the Earth’s atmosphere, solar wind has a density of about

10220 kg m23, corresponding to roughly 107 hydrogen atoms per m3. The ions are

sucked into the Earth’s magnetic field at the poles, giving rise to such phenomena

as the aurorae borealis and to magnetic storms. Variations in solar activity affect

the solar wind, which in turn affects the flux of cosmic rays reaching the Earth

(many solar wind hydrogen ions imply larger absorption of cosmic rays).

Cosmic ray particles in the energy range 103�1012 MeV cross interstellar space

in all directions. They are mainly protons, but produce showers containing a wide

range of elementary particles when they hit an atmosphere.

Figure 2.9 summarizes a number of radiation sources contributing to the condi-

tions at the Earth. Clearly, radiation from the Sun dominates the spectral distribu-

tion as well as the integrated flux. The next contributions, some six orders of

magnitude down in the visible region, even integrated over the hemisphere, are also

of solar origin, such as moonlight, airglow, and zodiacal light (originating in the

Sun’s corona, being particularly visible at the horizon just before sunrise and just

after sunset). Further down, in the visible regions of the spectrum, are starlight,

light from our own galaxy, and, finally, extragalactic light.

58 Renewable Energy



The peak in the spectral distribution of the extragalactic radiation is in the micro-

wave region. This is the universal background radiation approximately following a

Planck shape for 2.7 K, that is, the radiation predicted by, for example, the Big

Bang theory of the expanding Universe.

The main part of solar radiation can be regarded as unpolarized at the top of the

Earth’s atmosphere, but certain minor radiation sources, such as the light scattered

by electrons in the solar corona, do have a substantial degree of polarization.

2.2 Disposition of radiation on the Earth

Solar radiation, which approximately corresponds to the radiation from a blackbody

of temperature 6000 K, meets the Earth�atmosphere system and interacts with it,
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Figure 2.9 Frequency distribution of some contributions to the total radiation (integrated

over the hemisphere). The radiation from the Sun and from extragalactic sources is given

outside the Earth’s atmosphere. The relative intensity of some familiar light phenomena in

the visible frequency region is indicated (some of these sources, e.g., the solar corona, also

emit radiation in the ultraviolet and X-ray regions). In some regions of the spectrum, the

information on the extragalactic radiation is incomplete and the curve represents an estimate.

Based on NASA (1971); Peebles (1971); Allen (1973); Longair and Sunyaev (1969).
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producing temperatures at the Earth’s surface that typically vary in the range of

220�320 K. The average (over time and geographical location) temperature of the

Earth’s surface is presently 288 K.

As a first approach to understanding the processes involved, one may look at

the radiation flux passing through unit horizontal areas placed either at the top of

the atmosphere or at the Earth’s surface. The net flux is the sum (with proper

signs) of the fluxes passing the area from above and from below. The flux direc-

tion toward the center of the Earth will be taken as positive, consistent with reck-

oning the fluxes at the Sun as positive, if they transport energy away from the

solar center.

Since the spectral distributions of blackbody radiation (2.3) at 6000 and 300 K,

respectively, do not substantially overlap, most of the radiation fluxes involved can

be adequately discussed in terms of two broad categories, called short-wavelength

(sw) and long-wavelength (lw) or thermal radiation.

2.2.1 Radiation at the top of the atmosphere

The flux of solar radiation incident on a surface placed at the top of the atmosphere

depends on time (t) and geographical location (latitude ϕ and longitude λ) and on

the orientation of the surface,

Esw
01ðt;φ;λÞ5 SðtÞcos θðt;φ;λÞ:

Here S(t) is the “solar constant” at the distance of the Earth (being a function

of time, due to changes in the Sun�Earth distance and due to changes in solar

luminosity) and θ is the angle between the incident solar flux and the normal to the

surface considered. The subscript “0” on the short-wavelength flux Esw through the

surface indicates that the surface is situated at the top of the atmosphere, and “1”

indicates that only the positive flux (in the “inward” direction) is considered. For a

horizontal surface, θ is the zenith angle z, obtained by

cos z5 sin δ sin φ1 cos δ cos φ cos ω;

where δ is the declination of the Sun and ω is the hour angle of the Sun (see

Fig. 2.10). The declination is given approximately by (Cooper, 1969)

δ5 0:4093 sin 2π
2841 day

365

� �
; (2.9)

where day is the actual day’s number in the year. The hour angle (taken as positive

in the mornings) is related to the local time tzone (in hours) by

ω5 2πð122 tzoneÞ=242 ðλ2λzoneÞ2 TEQ: (2.10)
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Here λzone is the longitude of the meridian defining the local time zone (longitudes

are taken positive toward east; latitudes and declinations are positive toward north; all

angles are in radians). The correction TEQ (equation of time) accounts for the varia-

tions in solar time caused by changes in the rotational and orbital motion of the Earth,

e.g., due to speed variations in the elliptical orbit and to the finite angle (obliquity)

between the axis of rotation and the normal to the plane or orbital motion. The main

part of TEQ remains unaltered at the same time in subsequent years and may be

expressed as a function of the day of the year (see Duffie and Beckman, 1974),

TEQ 520:01132 0:00193 day; if day# 20;

520:02272 0:0393 cosð0:0357ðday2 43ÞÞ; if 20, day# 135;

520:00611 0:0218 cosð0:0449ðday2 135ÞÞ; if 135, day# 240;

5 0:02751 0:0436 cosð0:0360ðday2 306ÞÞ; if 240, day# 335;

520:00203 ðday2 359Þ; if day. 335:

The resulting daily average flux on a horizontal surface,

Esw
01 5

1

24

ð
day

Esw
01ðt;φ;λÞdt;

which is independent of λ, is shown in Fig. 2.11. The maximum daily flux is about

40% of the flux on a surface fixed perpendicular to the direction of the Sun. It is

obtained near the poles during midsummer, with light close to 24 hours of each day

but a zenith angle of π/22max(|δ|)� 67� (cf. Fig. 2.10, |δ| being the absolute value

of δ). Daily fluxes close to 30% of the solar constant are found throughout the year

at the Equator. Here the minimum zenith angle comes close to zero, but day and

night are about equally long.

P

Horizon

Equator

Z

z

S

φ

δ ω

Figure 2.10 Coordinates in a geocentric picture. P represents the North Pole, Z is the zenith,

and φ is the geographical latitude. The unit radius great circle shown through P and Z is the

median of the observer. S represents the direction to the Sun, and the solar coordinates are

the declination δ and the hour angle ω. Also shown is the zenith angle z (equal to π/2 minus

the height of the Sun over the horizon).
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2.2.1.1 The disposition of incoming radiation

A fraction of the incoming solar radiation is reflected back into space. This

fraction is called the albedo a0 of the Earth�atmosphere system. The year and

latitude�longitude average of a0 is about 0.35. This is composed of about 0.2 from

reflection on clouds, 0.1 from reflection on cloudless atmosphere (particles, gases),

and 0.05 from reflection on the Earth’s surface. Figure 2.12 gives the a0 distribution

for 2 months of 1997, derived from ongoing satellite measurements (cf. Wilson and

Matthews, 1971; Raschke et al., 1973; NCEP-NCAR, 1998).

The radiation absorbed by the Earth�atmosphere system is

A0 5Esw
01ð12 a0Þ:

Since no gross change in the Earth’s temperature is taking place from year to

year, it is expected that the Earth�atmosphere system is in radiation equilibrium,

i.e., that it can be ascribed an effective temperature T0, such that the blackbody

radiation at this temperature is equal to 2A0,

T0 5

1

4
Sð12a0Þ

σ

0
B@

1
CA

1=4

� 253 K:

Here S is the solar constant and σ5 5.73 1028 W m22 K24 is Stefan’s constant

[cf. (2.4)]. The factor 1/4 is needed because the incoming radiation on the side of the

Earth facing the Sun is the integral of S cosθ over the hemisphere, while the outgoing
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0 1 (W m22), incident at the top of the Earth’s

atmosphere, as a function of time of the year and latitude (independent of longitude).
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Based on NCEP-NCAR (1998).
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radiation is uniform over the entire sphere (by definition when it is used to define an aver-

age effective temperature). The net flux of radiation at the top of the atmosphere can be

written

E0 5Esw
01ð12 a0Þ1Elw

0 ; (2.11)

where Elw
0 5Elw

02 on average equals 2σT0
4 (recall that fluxes away from the Earth

are taken as negative) and E0 on average (over the year and the geographical posi-

tion) equals zero.

The fact that T0 is 34 K lower than the actual average temperature at the Earth’s

surface indicates that heat is accumulated near the Earth’s surface, due to

Figure 2.12 Top of the atmosphere albedo for the Earth�atmosphere system, derived from

satellite data for January (a) and July (b) 1997 (NCEP-NCAR, 1998)�.

� These and most of the geographical Figures in the following use the equal-area Mollweide projection,

making it easy to compare quantities at different locations.
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re-radiation from clouds and atmosphere. This is called the greenhouse effect, and

it is further illustrated below, in the discussion of the radiation fluxes at the ground.

The net radiation flux at the top of the atmosphere, E0, is a function of time as

well as of geographical position. The longitudinal variations are small. Figure 2.13

gives the latitude distribution of E0, A0, and R0, where the reflected flux is

R0 5Esw
01a0 ð52Esw

02Þ;
as well as Elw
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Figure 2.13 Latitude dependence (averaged over longitudes and over the year) of incident

ð2Esw
02Þ and outgoing long-wavelength ð2Elw

02Þ radiation at the top of the atmosphere, the

amount of radiation absorbed (A0) and reflected (R0) by the Earth�atmosphere system, and

the net radiation flux E0 at the top of the atmosphere, in W m22.

Based on Sellers (1965); Budyko (1974).
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Although R0 is fairly independent of ϕ, the albedo a0 increases when going

toward the poles. Most radiation is absorbed at low latitudes, and the net flux exhi-

bits a surplus at latitudes below 40� and a deficit at higher absolute latitudes. Since

no progressive increase in equatorial average temperatures, nor any similar decrease

in polar temperatures, is taking place, there must be a transport of energy from low

latitudes in the directions of both poles. The mechanisms for producing this flow

are ocean currents and winds. The necessary amount of poleward energy transport,

which is immediately given by the latitude variation of the net radiation flux (since

radiation is the only mode of energy transfer at the top of the atmosphere), is given

in Fig. 2.14, which also indicates the measured share of ocean transport. The total

amount of energy transported is largest around |ϕ|5 40�, but since the total circum-

ference of the latitude circles diminishes as latitude increases, the maximum energy

transport across a unit length of latitude circle is found at |ϕ|� 50�.
Figures 2.15 and 2.16 give the time and latitude dependence at longitude zero of

the long-wavelength re-radiation, Elw
02 5Elw

0 (since the flux is only in the negative

direction), and net flux, E0, of the Earth�atmosphere system, as obtained from sat-

ellite measurements within the year 1997 (Kalnay et al., 1996; NCEP-NCAR,

1998). A0 may be obtained as the difference between Elw
01 5Elw

02: The latter equals

the albedo (Fig. 2.12) times the former, given in Fig. 2.11.
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Figure 2.14 The poleward energy transfer required by the latitude variation of the net

energy flux shown in Fig. 2.13. The dashed curve represents the same quantity divided by

the length of the latitude circle, i.e., the energy transport required across a unit length of the

latitude circle. These figures are annual and longitudinal averages. (Based on Sellers, 1965.)

The ocean transport contribution is indicated as a dark blurred region, based on

measurements with estimated uncertainties (Trenberth and Solomon, 1994).
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2.2.2 Radiation at the Earth’s surface

The radiation received at the Earth’s surface consists of direct and scattered (plus

reflected) short-wavelength radiation plus long-wavelength radiation from sky and

clouds, originating as thermal emission or by reflection of thermal radiation from

the ground.

2.2.2.1 Direct and scattered radiation

Direct radiation is defined as radiation that has not experienced scattering in the

atmosphere, so that it is directionally fixed, coming from the disc of the Sun.

Scattered radiation is, then, the radiation having experienced scattering processes

in the atmosphere. In practice, it is often convenient to treat radiation that has expe-

rienced only forward scattering processes together with unscattered radiation, and

thus define direct and scattered radiation as radiation coming from, or not coming

from, the direction of the Sun. The area of the disc around the Sun used to define

direct radiation is often selected in a way depending on the application in mind

(e.g., the solid angle of acceptance for an optical device constructed for direct radia-

tion measurement). In any case, “direct radiation” defined in this way will contain

scattered radiation with sufficiently small angles of deflection, due to the finite

solid angle of the Sun’s disc.

The individual scattering and absorption processes are discussed further below,

but in order to introduce the modifications in the spectral distribution due to

passage through the atmosphere, Fig. 2.17 shows the amount of radiation surviving

at sea level for a clear day with the Sun in zenith. A large number of absorption

lines and absorption bands can be seen in the low-frequency part of the spectrum

(corresponding to wavelengths above 0.73 1026 m). They are due to H2O, CO2,

O2, N2O, CH4, and other, minor constituents of the atmosphere. At higher frequen-

cies, the continuous absorption bands dominate, in particular those of O3. Around

0.53 1026 m, partial absorption by O3 produces a dip in the spectrum, and below a

wavelength of 0.33 1026 m (the ultraviolet part of the spectrum) or a frequency

above 9.83 1014 s21, the absorption by ozone is practically complete.

Figure 2.17 also shows the scattered part of the radiation on a clear day

(dashed line). The scattered radiation is mainly composed of the most energetic

(high-frequency) radiation, corresponding to the blue part of the visible spectrum.

The sky on a clear day is therefore blue. The scattered light is also polarized. The

radiation from clouds, i.e., from a completely overcast sky, is also shown in

Fig. 2.17. It has a broad frequency distribution in the visible spectrum, so that the

cloud light appears white.

2.2.2.2 Disposition of radiation at the Earth’s surface

On average, roughly half of the short-wavelength radiation that reaches the Earth’s

surface has been scattered. Denoting the direct and scattered radiation at the Earth’s

surface as D and d, respectively, and using the subscript s to distinguish the surface
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level (as the subscript “0” was used for the top of the atmosphere), the total incom-

ing short-wavelength radiation at the Earth’s surface may be written

Esw
s1 5D1 d;

for a horizontal plane. The amount of radiation reflected at the surface is

Rs 5Esw
s1as ð52Esw

s2Þ;

where the surface albedo, as, consists of a part describing specular reflection (i.e.,

reflection preserving the angle between beam and normal to the rejecting surface)

and a part describing diffuse reflection. Here diffuse reflection is taken to mean any

reflection into angles different from the one characterizing beam reflection. An

extreme case of diffuse reflection (sometimes denoted “completely diffuse” as dis-

tinguished from “partially diffuse”) is one in which the angular distribution of

reflected radiation is independent from the incident angle.

The total net radiation flux at the Earth’s surface is

Es 5Esw
s1ð12 asÞ1Elw

s2; (2.12)
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Figure 2.17 Frequency spectrum of solar radiation at the top of the atmosphere and at the

surface (sea level and minimum air mass, corresponding to the Sun in zenith on a clear day).

Also shown are typical spectra of scattered radiation in the extremes of pure sky radiation

(cloudless day) and pure cloud radiation (completely overcast).

Based on NASA (1971); Gates et al. (1966).
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where the long-wavelength net radiation flux is

Elw
s 5Elw

s1 1Elw
s ;

in terms of the inward and (negative) outward long-wavelength fluxes.

Figure 2.18 gives the latitude distribution of the incoming short-wavelength flux

Esw
s1 and its division into a direct, D, and a scattered part, d. The fluxes are year and

longitude averages (adapted from Sellers, 1965). Similarly, Fig. 2.19 gives the total

annual and longitude average of the net radiation flux at the Earth’s surface, and its

components, as a function of latitude. The components are, from (2.12), the

absorbed short-wavelength radiation,

Asw
s 5Esw

s1ð12 asÞ;

and the net long-wavelength thermal flux Elw
s (Fig. 2.19 shows 2Elw

s ). The figures

show that the direct and scattered radiation are of comparable magnitude for

most latitudes and that the total net radiation flux at the Earth’s surface is positive

except near the poles. The variations in the long-wavelength difference between

incoming (from sky and clouds) and outgoing radiation indicate that the tempera-

ture difference between low and high latitudes is not nearly large enough to

compensate for the strong variation in absorbed short-wavelength radiation.

The conclusion is the same as the one drawn from the investigation of the

Earth�atmosphere net radiation flux. A poleward transport of heat is required,

either through the Earth’s surface (e.g., ocean currents) or through the atmosphere

(winds in combination with energy transfer processes between surface and atmo-

sphere by means other than radiation).

Figure 2.20 summarizes in a crude form the transfer processes believed to take

place in the disposition of the incoming solar radiation. In the stratosphere, the
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Figure 2.18 Incoming radiation fluxes on a horizontal plane at the Earth’s surface. Averages

over the year and over longitudes are shown for direct (D), scattered (d) and total radiation

ðEsw
s1Þ, as functions of latitude.

Adapted from Sellers (1965).
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absorption of short-wavelength radiation (predominantly by ozone) approximately

balances the emission of long-wavelength radiation (from CO2, H2O, etc.). In the

lower part of the atmosphere, the presence of clouds largely governs the reflection

of short-wavelength radiation. On the other hand, particles and gaseous constituents

of the cloudless atmosphere are most effective in absorbing solar radiation. All

figures are averaged over time and geographical location.

Slightly over half the short-wavelength radiation that reaches the Earth’s surface

has been scattered on the way. Of the 27% of the solar radiation at the top of the

atmosphere that is indicated as scattered, about 16% has been scattered by clouds

and 11% by the cloudless part of the sky.

The albedo at the Earth’s surface is shown in Fig. 2.21 for 2 months of 1997, based

on a re-analysis of measured data, using climate modeling to ensure consistency. The

model has not been able to achieve full consistency of fluxes, probably because of too

high albedo values over ocean surfaces (Kalnay et al., 1996). In Fig. 2.20 the average

albedo is indicated as the smaller value as� 0.12. The albedo of a particular surface is

usually a strongly varying function of the incident angle of the radiation. For seawater,

the average albedo is about as5 0.07, rising to about 0.3 in case of ice cover. For vari-

ous land surfaces, as varies within the range 0.05�0.45, with typical mean values

0.15�0.20. In case of snow cover, as lies in the range 0.4�0.95, with the smaller

values for snow that has had time to accumulate dirt on its surface.

As an illustration of the difficulties in estimating mean albedos, Fig. 2.22 shows

the albedo of a water surface for direct sunlight, as a function of the zenith angle of

the Sun. For a plane water surface and perpendicular incidence, the albedo implied

by the air-to-water refraction index is 0.024. However, for ocean water, the surface

cannot be regarded as a plane, and typical mean albedos (over the year) are of the

order of 0.06, except at high latitudes, where the value may be greater. This esti-

mate includes direct as well as scattered incident light, with the latter “seeing” a

much more constant albedo of the water, of about 0.09 (Budyko, 1974).

The total amount of direct and scattered light, which in Fig. 2.20 is given as

reflected from the ground, is a net value representing the net reflected part after

both the initial reflection by the ground and the subsequent back-reflection (some

20%) from the clouds above, and so on.

2.2.2.3 Disposition of radiation in the atmosphere

On average, only a very small fraction of the long-wavelength radiation emitted by

the Earth passes unhindered to the top of the atmosphere. Most is absorbed in the

atmosphere or by clouds, from which the re-radiation back toward the surface is

nearly as large as the amount received from the surface.

The net radiation flux of the atmosphere,

Ea 5Esw
a 1Elw

a 5Asw
a 1Alw

a 1 Slwa ;

equals on average 229% of Esw
01. The short-wavelength radiation absorbed is

Asw
a 5Esw

s 5 21%, whereas the long-wavelength radiation absorbed and emitted in
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Figure 2.21 Albedo at the Earth’s surface, based on the analysis of ground-based and

satellite measurements, for January (a) and July (b) of 1997. White areas: missing data,

notably near poles (NCEP-NCAR, 1998).
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Figure 2.22 Albedo of water surface for direct radiation, as a function of zenith angle

(i.e., angle between normal and the direction of radiation).

Based on Budyko (1974).
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the lower atmosphere is Alw
a 5 109% and Slwa 52159%, respectively. Thus, the net

long-wavelength radiation is Elw
a 5250%.

The net radiation flux of the atmosphere is on average equal to, but (due to the

sign convention adopted) of opposite sign to, the net radiation flux at the Earth’s

surface. This means that energy must be transferred from the surface to the

atmosphere by means other than radiation, such as by conduction and convection

of heat, by evaporation and precipitation of water and snow, etc. These processes

produce energy flows in both directions, between surface and atmosphere, with a

complex dynamic pattern laid out by river run-off, ocean currents, and air motion

of the general circulation. The average deviation from zero of the net radiation flux

at the surface level gives a measure of the net amount of energy displaced vertically

in this manner, namely, 29% of Esw
01 or 98 W m22. As indicated in Fig. 2.18,

the horizontal energy transport across a 1-m wide line (times the height of the

atmosphere) may be a million times larger. The physical processes involved in the

transport of energy are discussed further in section 2.3.

2.2.2.4 Annual, seasonal, and diurnal variations in the radiation
fluxes at the Earth’s surface

In discussing the various terms in the radiation fluxes, it has tacitly been assumed

that averages over the year or over longitudes or latitudes have a well-defined

meaning. However, as is well known, the climate is not completely periodic with a

1-year cycle, even if solar energy input is to a very large degree. The short-term

fluctuations in climate seem to be very important, and the development over a time

scale of a year depends to a large extent on the detailed initial conditions. Since,

owing to the irregular short-term fluctuations, initial conditions at the beginning of

subsequent years are not exactly the same, the development of the general circula-

tion and of the climate as a whole does not repeat itself with a 1-year period.

Although the gross seasonal characteristics are preserved as a result of the outside

forcing of the system (the solar radiation), the year-average values of such quanti-

ties as mean temperature or mean cloudiness for a given region or for the Earth as a

whole are not the same from one year to the next.

This implies that the components of the net radiation flux do not have the same

annual average values from year to year. In particular, the disposition of incoming

radiation as rejected, scattered, direct, and absorbed radiation is very sensitive to var-

iations in cloud cover, and, therefore, exhibits substantial changes from year to year.

Figure 2.23 shows the variations of yearly means of direct and scattered radiation

measured at Hamburg (Kasten, 1977) over a 20-year period. Also shown is the varia-

tion of the net radiation flux at the ground. The largest deviation in direct radiation,

from the 20-year average, is over 30%, whereas the largest deviation in scattered

radiation is 10%. The maximum deviation of the net radiation flux exceeds 20%.

Figures 2.24 and 2.25 give, for different seasons in 1997, the total short-

wavelength radiation (D1 d) and the long-wavelength radiation fluxes ðElw
s Þ at the

Earth’s surface, as a function of latitude and longitude.
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Figure 2.26 gives the results of measurements at a specific location, Hamburg,

averaged over 19 years of observation (Kasten, 1977). Ground-based observations

at meteorological stations usually include the separation of short-wavelength
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Figure 2.23 Variation of annual averages of direct and scattered radiation (solid, heavy

lines) around their 21-year average value (thin, horizontal lines) for Hamburg. Also shown is

the variation in net radiation flux (dashed line) around its 21-year average value.

Based on Kasten (1977).

Figure 2.24 Annual average incoming short-wavelength radiation ðEsw
s Þ on a horizontal

surface at the Earth’s surface, as a function of geographical position (W m22). (Based on

NCEP-NCAR, 1998) Seasonal variations are shown in Chapter 3, Figs. 3.1a�d.
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radiation into direct and scattered parts, quantities that are difficult to deduce from

satellite-based data. Owing to their importance for solar energy utilization, they are

discussed further in Chapter 3. The ratio of scattered to direct radiation for

Hamburg is slightly higher than the average for the latitude of 53.5� (see Fig. 2.18),

and the total amount of incident short-wavelength radiation is smaller than average.

This may be due to the climate modifications caused by a high degree of urbaniza-

tion and industrialization (increased particle emission, increased cloud cover). On

the other hand, the amount of short-wavelength radiation reflected at the surface,

Rs, exceeds the average for the latitude.

Figures 2.27�2.29 give the variations with the hour of the day of several of the

radiation contributions considered above, again based on long-term measurements

at Hamburg (Kasten, 1977). In Fig. 2.27, the incident radiation at ground level is

Figure 2.25 Average net (i.e., downward minus upward) long-wavelength radiation flux

ðElw
s Þ in January (a) and July (b), at the Earth’s surface, as a function of geographical

position (W/m2).

Based on NCEP-NCAR (1998).
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shown for the months of June and December, together with the direct and reflected

radiation. The mean albedo is about 0.18 at noon in summer and about 0.3 in win-

ter. In December, the amount of reflected radiation exceeds the amount of direct

radiation incident on the plane. The long-wavelength components, shown in

Fig. 2.28, are mainly governed by the temperature of the ground. The net outward

radiation rises sharply after sunrise in June and in a weakened form in December.

In June, the separate outward and inward fluxes have a broad maximum around

14 h. The delay from noon is due to the finite heat capacity of the ground, implying

a time lag between the maximum incident solar radiation and the maximum temper-

ature of the soil. The downward flux changes somewhat more rapidly than the

upward flux, because of the smaller heat capacity of the air. In December, the 24-h

soil temperature is almost constant, and so is the outgoing long-wavelength radia-

tion, but the re-radiation from the atmosphere exhibits a dip around noon. Kasten

(1977) suggests that this dip is due to the dissolution of rising inversion layers,

which during the time interval 16�08 h contributes significantly to the downward
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Figure 2.26 Components of the net radiation flux (Es, dashed line) on a horizontal plane

at the Earth’s surface in Hamburg. Based on data for 19 consecutive years, the monthly
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wavelength radiation ðEsw
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Figure 2.27 For the months of June and December, the total short-wavelength radiation

on a horizontal plane at the Earth’s surface in Hamburg is shown, as well as the direct and

reflected radiation, for a given hour of the day. The fluxes are hourly averages based on

10 years of data, shown as functions of the hour of the day in true solar time.

Based on Kasten (1977).
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Figure 2.28 For June and December, the net long-wavelength radiation on a horizontal

plane at the Earth’s surface in Hamburg is shown, as well as the separate incoming and

outgoing fluxes, for a given hour of the day. The fluxes are hourly averages based on

10 years of data, shown as functions of the hour of the day in true solar time.

Based on Kasten (1977).

77Origin of renewable energy flows



radiation. The hourly variation of the net total radiation flux is shown in Fig. 2.29

for the same 2 months. During daytime this quantity roughly follows the variation

of incident radiation, but at night the net flux is negative, and more so during sum-

mer when the soil temperature is higher.

2.2.2.5 Penetration of solar radiation

In discussing the solar radiation absorbed at the Earth’s surface, it is important to

specify how deep into the surface material, such as water, soil, or ice, the radiation

is able to penetrate. Furthermore, the reflection of sunlight may take place at a

depth below the physical surface.

The penetration into soil, vegetation, sand, and roads or building surfaces is usu-

ally limited to at most 1 or 2 mm. For sand of large grain size, the penetration may

reach 1�2 cm, in particular for the wavelengths above 0.53 1026 m. For pure

water, shorter wavelengths are transmitted more readily than longer ones.

Figure 2.30 shows calculated intensity variations as a function of depth below the

water’s surface and wavelength. The availability of solar radiation (although only

about 5% of that incident along the normal to the water surface) at ocean depths of

nearly 100 m is, of course, decisive for the photosynthetic production of biomass by

phytoplankton or algae. For coastal and inland waters, the penetration of sunlight

may be substantially reduced owing to dispersed sediments, as well as to eutrophi-

cation. A reduction in radiation intensity by a factor two or more for each meter
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Figure 2.29 For the months of June and December, the total net radiation flux on a

horizontal plane at the Earth’s surface in Hamburg is shown for a given hour of the day. The

fluxes are hourly average values based on 10 years of measurements, shown as functions of

the hour of the day in true solar time.

Based on Kasten (1977).
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penetrated is not uncommon for inland ponds (Geiger, 1961). The penetration of

radiation into snow or glacier ice varies from a few tenths of a meter (for snow

with high water content) to over a meter (ice).

2.3 Processes near the surface of the Earth

A very large number of physical and chemical processes take place near the Earth’s

surface. No exhaustive description is attempted here, but emphasis is placed on

those processes directly associated with, or important for, the possibility of utilizing

the renewable energy flows in connection with human activities.

In particular, this leads to a closer look at some of the processes by which solar

energy is distributed in the soil�atmosphere�ocean system, e.g., the formation of

winds and currents. Understanding these processes is also required in order to esti-

mate the possible climatic disturbance that may follow certain types of interference

with the “natural” flow pattern.

Although the processes in the different compartments are certainly coupled, the

following subsections first list a number of physical processes specific for the atmo-

sphere, for the oceans, and, finally, for the continents and then indicates how they

can be combined to account for the climate of the Earth.

2.3.1 The atmosphere

The major constituents of the present atmosphere are nitrogen, oxygen, and water.

For dry air at sea level, nitrogen constitutes 78% by volume, oxygen 21%, and
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Figure 2.30 Penetration depth of monochromatic radiation through water as a function of

wavelength of radiation (indicated on curves, in 1026 m). The curves should only be

considered rough indications of the behavior.

Based on Sellers (1965).

79Origin of renewable energy flows



minor constituents 1%, the major part of which is argon (0.93%) and carbon diox-

ide (0.03%). The water content by volume ranges from close to zero at the poles to

about 4% in tropical climates.

Typical variations of density, pressure, and temperature, as functions of altitude,

are shown in Fig. 2.31. Common names for the different layers are indicated.

They are generally defined by turning points in the temperature profile (“pauses”)

or by the lower border of constant temperature regions if no sharp change in the

sign of the temperature gradient takes place. Actual temperature profiles are not

independent of latitude and season and do not exhibit sharp “turning points,” as

indicated in Fig. 2.32.

Estimates of the variation with altitude of the average abundance of some gas-

eous constituents of the atmosphere are shown in Fig. 2.33. The increasing abun-

dance of ozone (O3) between 15 and 25 km altitude is instrumental in keeping the

level of ultraviolet radiation down, thereby allowing life to develop on the Earth’s

surface (cf. Fig. 2.2). Above an altitude of about 80 km, many of the gases are ion-

ized, and for this reason the part of the atmosphere above this level is sometimes

referred to as the ionosphere. Charged particles occurring at the altitude of

60 000 km still largely follow the motion of the Earth, with their motion being

mainly determined by the magnetic field of the Earth. This layer is referred to as

the magnetosphere.

2.3.1.1 Particles in the atmosphere

In addition to gaseous constituents, water, and ice, the atmosphere contains particu-

late matter in varying quantity and composition. A number of mechanisms have

been suggested for the production of particles varying in size from 1029 to 1024 m.

One is the ejection of particles from the surface of the oceans, in the form of salt

sprays. Others involve the transformation of gases into particles. This can occur as

a result of photochemical reactions or as a result of adsorption to water droplets
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(clouds, haze), chemical reactions depending on the presence of water and finally

evaporation of the water, leaving behind a suspended particle rather than a gas.

Dust particles from deserts or eroded soil also contribute to the particle concen-

tration in the atmosphere, as does volcanic action. Man-made contributions are

in the form of injected particles, from land being uncovered (deforestation, agricul-

tural practice), industry, and fuel burning, and in the form of gaseous emissions
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Figure 2.32 Average temperature in the atmosphere as a function of altitude and latitude for

January (a) and July (b) 1995, both at longitude zero.

Based on NCEP-NCAR (1998).
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(SO2, H2S, NH3, etc.), which may be subsequently transformed into particles by the

above-mentioned processes or by catalytic transformations in the presence of heavy

metal ions, for example.

Wilson and Matthews (1971) estimate that yearly emission into, or formation

within, the atmosphere of particles with a radius smaller than 23 1025 m is in the

range (0.9�2.6)3 1012 kg. Of this, (0.4�1.1)3 1012 kg is due to erosion, forest

fires, sea-salt sprays, and volcanic debris, while (0.3�1.1)3 1012 kg is due to trans-

formation of non-anthropogenic gaseous emissions into particles. Anthropogenic

emissions are presently in the range (0.2�0.4)3 1012 kg, most of which is trans-

formed from gaseous emissions.

Figure 2.34 gives a very rough sketch of the particle density as a function of

altitude. The distribution of large particles (radii in the range 1027 to 23 1025 m)

is based on measurements at a given time and place (based on Craig, 1965), while

the total particle counts are based on extrapolations of the size distribution to very

small particles (see Fig. 2.35). It is clear that the total number of particles depends

sensitively on the density of very small particles, which on the other hand do not

contribute significantly to the total mass of particulate matter. The concentrations

of rural and city particles in the right-hand part of Fig. 2.34 correspond to

an extrapolation toward smaller radii of the size distributions in Fig. 2.35, such that

the number of particles per m3 per metric decade of radius does not decrease

rapidly toward zero.
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Based on Wilson and Matthews (1971).
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Returning to mass units, the total mass of particles in the atmosphere can be esti-

mated from the emission and formation rates, if the mean residence time is known.

The removal processes active in the troposphere include dry deposition by sedimen-

tation (important only for particles with a radius above 1026 m), diffusion, and

impact on the Earth’s surface, vegetation, etc., and wet deposition by precipitation.

The physical processes involved in wet deposition are condensation of water vapor

on particles, in-cloud adsorption of particles to water droplets (called rainout), or

scavenging by falling rain (or ice) from higher-lying clouds (called washout).

Typically, residence times for particles in the troposphere are in the range

70�500 h (Junge, 1963), leading to the estimate of a total particle content in the

atmosphere of the order of 1014 kg.

Particles may also be removed by chemical or photochemical processes, trans-

forming them into gases.

Particle residence times in the stratosphere are much longer than in the tropo-

sphere. Sulfates (e.g., from volcanic debris) dominate, and the particles are spread

close to homogeneously over each hemisphere, no matter where they are being

injected into the stratosphere. Residence times are of the order of years, and

removal seems to be by diffusion into the troposphere at latitudes around 55�. This
picture is based on evidence from major volcanic eruptions and from detonation of

nuclear weapons of megaton size. Both of these processes inject particulate matter

into the stratosphere. The particles in the stratosphere can be detected from the

ground, because they modify the transmission of solar radiation, particularly close

to sunrise or sunset, where the path length through the atmosphere is at its maxi-

mum. Figure 2.36 shows atmospheric transmittance at sunrise, measured in Hawaii
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Figure 2.36 Transmittance of solar radiation in the direction of incidence, as measured in

Hawaii near sunrise, during the periods before and after the volcanic eruption of Mt. Agung

in Bali. Other, smaller volcanic eruptions in the following years are indicated by arrows.

The curves have been smoothed over seasonal and other short-term variations, with the

fluctuations being generally less than 60.05 in the transmittance on clear days.

Based on Ellis and Pueschel (1971).
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before and after the major volcanic eruption of Mt. Agung on Bali in 1963. The

arrows indicate other eruptions that have taken place near the Equator during the

following years and that may have delayed the return of the transmittance toward

its value from before 1963.

Figure 2.37 shows the ground deposition of radioactive debris (fallout), at lati-

tude 56�N, after the enforcement of the test ban in 1963, which greatly reduced, but

did not fully end, nuclear tests in the atmosphere. It can be concluded that the

amount of radioactivity residing in the stratosphere is reduced by half each year

without new injection. Observations of increased scattering (resulting in a shift

toward longer wavelengths) following the very large volcanic eruption of Krakatoa

in 1883 have been reported (sky reddening at sunrise and sunset). It is believed that

the influence of such eruptions on the net radiation flux has had significant,

although in the case of Krakatoa apparently transient, effects on the climate of

the Earth.

2.3.1.2 Absorption and scattering in the atmosphere

Absorption and scattering of radiation take place throughout the atmosphere. The

radiation may cause electrons in atoms to go from one orbital to another, or it may

cause transition between vibrational or rotational levels in molecules. Generally, the

fundamental energy differences associated with rotational excitations are smaller

than those associated with vibrational excitations, which again are smaller than

those associated with low-lying electron states. There is only a fairly small proba-

bility that solar radiation is capable of ionizing atoms (expelling electrons) or disso-

ciating molecules.

Since the wavelengths in the solar spectrum are much longer than the dimen-

sions of atoms and molecules found in the atmosphere, the time-dependent fields of

the atomic or molecular system can be approximated by the first few terms in a

multipole expansion. In the dipole approximation, the probability of a transition
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Figure 2.37 Yearly fallout of 90Sr following the atmospheric nuclear test ban in 1963, as

measured in Denmark.

Based on Aarkrog (1971).
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between two levels i and f, accompanied by the emission or absorption of radiation

with frequency equal to (or very close to)

vif 5 jEf 2Eij=h;

where Ei(f) is the energy of level i(f) and is proportional to the square of the dipole

transition moment dif (an integral over the initial and final state quantal wavefunc-

tions times the position vector; see, for example, Merzbacker, 1970). The absorp-

tion probability (or “rate”) is further proportional to the spectral intensity at the

required frequency.

‘‘Rate of absorption’’ ~ jdif j2Iðvif Þ:

If the absorption and re-emission processes were sufficiently frequent, a state of

thermal equilibrium would be reached, in the sense that the relative population of

any two atomic or molecular levels would be given by the Boltzmann factor exp

(2hvif/(kT)). If the radiation has a frequency distribution corresponding to the Planck

law, the common temperature T will be that appearing in the Planck distribution for

the radiation. In this way, a single atom or molecule can be in equilibrium with radi-

ation and can be ascribed the same temperature as that of the radiation.

On the other hand, the thermodynamic temperature is defined from the distribution

of kinetic energy in the “external” motion of the atoms or molecules. This distribution

is maintained by collisions between the atoms or molecules. If the frequency of colli-

sions is comparable to that of interactions with the radiation, the kinetic and radiation

temperatures will become similar (e.g., the radiative transfer section of the Sun).

Where collisions are much more frequent than interactions with the radiation

field, the radiative energy absorbed by a given atomic or molecular transition will

become shared among all the atoms or molecules, and if the corresponding emis-

sion spectrum can be described by the blackbody law, the temperature entering

should be the kinetic temperature, which need not be equal to the temperature of

the radiation field (in fact, the kinetic temperature must be lower than the radiation

temperature, if there are no other energy sources). Re-emission at frequencies corre-

sponding to the same definite atomic or molecular transitions that caused absorption

of radiation can be regarded as scattering of the incoming radiation.

In the Earth’s atmosphere, the number of molecular collisions is generally large

compared with the number of interactions with solar radiation. Thus, the radiation

that is not re-emitted as scattered light will be redistributed over a large number of

thermal degrees of freedom, i.e., the absorbed light is transformed into heat. The

population of various molecular levels will not be in equilibrium with the tempera-

ture of the solar radiation, and the spectrum of scattered light will not be of Planck

form (cf. Fig. 2.17).

The scattering process may be viewed as the creation of a dipole field in the

atom or molecule, as a result of the radiation field, and a subsequent emission of

radiation, as is well known from an oscillating dipole. The angular distribution of

scattered light is proportional to (11 cos2ψ), where ψ is the angle between incident

and scattered light.
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2.3.1.3 Absorption processes in different frequency regions

Even in the thermosphere, most ultraviolet radiation with wavelength below

1.83 1027 m is already being absorbed by N2O and O2. Owing to its low density,

the thermosphere exhibits a rapid temperature response to variations in solar inten-

sity, such as those caused by sunspots. However, for the same reason, the tempera-

ture changes have little or no effect on the lower-lying layers of the atmosphere.

Figure 2.38 shows the penetration depth of ultraviolet radiation, confirming that the

shortest wavelengths are being stopped at an altitude of 100 km or more.

This figure also shows that most of the radiation in the wavelength interval

1.83 10272 33 1027 m is absorbed in the mesosphere or the stratosphere. The

agents of absorption are O2 and, in particular, O3. The rate of absorption by ozone

peaks around 2.53 1027 m wavelength, and the amount of energy converted to

heat is sufficient to explain the peak in the temperature profile at about 50 km

(see Fig. 2.32).

The ozone concentration is not uniform as a function of geographical position,

as indicated by Fig. 2.39. Ozone is formed in the stratosphere by photodissociation

of molecular oxygen,
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Figure 2.38 The altitude, as a function of wavelength, at which the intensity of solar

radiation is reduced to l/e. The main absorbing agents are indicated for different regions of

the ultraviolet part of the spectrum.

Based on Ratcliffe (1960).
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(Chapman, 1943). Natural removal processes include

O3 1 γ ! O2 1O

O3 1O ! 2O2

O3 1NO ! NO2 1O2

(Hesstvedt, 1973).

The concentrations of nitrogen oxides in the stratosphere may be increased by a

number of human activities. The ozone concentrations vary between years

(Almquist, 1974), but anthropogenic emissions of fluorocarbons are believed to

dominate the picture, as they have been demonstrated to cause increased ozone

depletion near the poles (cf. Fig. 2.39).

Figure 2.39 Daily satellite measurements of ozone distributions for 1 January (a) and 1 April

(b) 1997. The figures indicated are the volumes (in Dobson units, 1025 m3 m22) that the ozone

would occupy at sea-level standard temperature and pressure, if all the ozone in a vertical

column were put together. Areas obscured from the satellite are shown as white (NASA, 1998).
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While the ultraviolet part of the solar spectrum is capable of exciting electronic

states and molecular vibrational�rotational levels, little visible light is absorbed in

the atmosphere. The energy is insufficient for most electronic excitations, and few

molecular bands lie in this frequency region. Of course, harmonics of lower funda-

mental bands can be excited, but the cross-section for such absorption processes is

very low.

In the infrared region, at wavelengths above 73 1027 m, the fundamental vibra-

tional and rotational bands of several molecules are situated. They give rise to

clearly identifiable signatures of a large number of molecules, including H2O, CO2,

N2O, CH4, CO, SO2, H2S, NO, NO2, and NH3. A few of these absorption spectra

are shown in Fig. 2.40. Owing to the variations in water content, as well as the

seasonal changes in the concentration of the molecules formed in biological cycles,

the combined absorption spectrum is far from invariant.

2.3.1.4 Models for the description of scattered radiation

The cross-section for scattering processes in the atmosphere is large enough

to make multiple scattering important. The flux reaching a given scattering center

is thus composed of a unidirectional part from the direction of the Sun, plus a
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distribution of intensity from other directions. On the basis of scattering of radiation

on atoms and molecules much smaller than the wavelength (the so-called Rayleigh

scattering, described above), the intensity distribution over the sky may be calcu-

lated, including the direct (unscattered) part as well as the simply and multiply scat-

tered parts. Figure 2.41 gives the result of such a calculation.

Assuming the solar radiation at the top of the atmosphere to be unpolarized, the

Rayleigh scattered light will be linearly polarized, and the distribution of light

reaching the Earth’s surface will possess a component with a finite degree of polari-

zation, generally increasing as one looks away from the direction of the Sun, until a

maximum is reached 90� away from the Sun (Fig. 2.42).

The Rayleigh distribution of luminance (intensity) over the sky does not corre-

spond to observations, even on seemingly clear days without clouds or visible haze

(see Fig. 2.41). The reason for this is the neglect of scattering on particulate matter.

It follows from the particle size distribution given in Fig. 2.35 that particles of

dimensions similar to the wavelength of light in the solar spectrum are abundant, so

that a different approach to the problem must be taken.

The theory of scattering of radiation on particles, taking into account reflection

and refraction at the surface of the particle, as well as diffraction due to the lattice

structure of the atoms forming a particle, was developed by Mie (1908). The cross-

section for scattering on a spherical particle of radius r is expressed as

σ5πr2Kðy; nÞ;
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Figure 2.41 Luminance distribution over the sky (as a function of the zenith angle and

azimuth relative to that of the Sun, for the direction of observation): (a) for pure Rayleigh

atmosphere (multiple Rayleigh scattering on gases only), (b) for Mie atmosphere (including

multiple Mie scattering on particles typical of continental Europe for a cloudless sky), and

(c) measured on a clear day in the Swiss Alps. The three luminance distributions have been

arbitrarily normalized to 15 at the zenith. The Sun’s position is indicated by a circle.

Based on Möller (1957).
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where the correction factor K multiplying the geometrical cross-section depends on

the ratio of the particle radius and the wavelength of the radiation through the

parameter y5 2πr/λ and on the refraction index (relative to air) of the material

forming the particle, n.

Numerical calculations of the function K (Penndorf, 1959) are shown in

Fig. 2.43 for fixed refraction index. The behavior is very oscillatory, and the

absorption may exceed the geometrical cross-section by as much as a factor of four.

Angular distributions of Mie scattered light are shown in Fig. 2.44 for water par-

ticles (droplets) of two different size distributions representative for clouds and

haze. The Rayleigh scattering distribution is shown for comparison. The larger the

particles, the more forward peaked is the angular distribution, and the higher the

forward to backward ratio.

In Fig. 2.41b, the results of a Mie calculation of the luminance distribution over

the sky are presented. A particle size distribution proportional to r24 has been

assumed, and the mean refraction index of the atmosphere has been fixed at

n5 1.33 (Möller, 1957). Multiple scattering has been included, as in the case

of pure Rayleigh scattering, shown in Fig. 2.41a. For comparison, Fig. 2.41 also

shows the results of measurements of luminance performed under the “clean air”
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Figure 2.42 Distribution of polarization over the sky (in %) for a typical clear-sky

atmosphere.

Based on Sekera (1957).
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conditions of a high-altitude Alpine site. The calculation using the Mie model is in

qualitative agreement with the measured distribution, while the Rayleigh calculation

is in obvious disagreement with the measurements.

The mean free path in the atmosphere, averaged over frequencies in the visible

part of the spectrum, gives a measure of the visibility, giving rise to a clarity classi-

fication of the condition of the atmosphere (this concept can be applied to traffic

control as well as astronomical observation, the main interest being on horizontal

and vertical visibility, respectively). The atmospheric particle content is sometimes

referred to as the turbidity of the air, with the small particles being called aerosols

and the larger ones dust.
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Figure 2.43 Cross-section function K(y, n) for Mie scattering, as function of y5 2πr/λ for

fixed n5 1.50 (cf. text).

Based on Penndorf (1959).
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Figure 2.44 Angular distributions of radiation for simple (not multiple) scattering on water

particles with different size distributions. Mie scattering theory was used in connection with

the size distributions of clouds (comprising very large particles or droplets) and haze (smaller

particle sizes but still comparable to, or larger than, the wavelength of solar radiation). For

comparison, the angular distribution for Rayleigh scattering (particle sizes small compared to

wavelength) is also shown. The intensity is averaged over different polarization directions.

Based on Hansen (1975).
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2.3.1.5 The types of stored energy

The net radiation fluxes discussed in section 2.2 show the existence of energy trans-

port processes other than radiation. Energy in the form of heat is transferred from

the land or ocean surface by evaporation or conduction and from the atmosphere to

the surface by precipitation, by friction, and again by conduction in small amounts.

These processes exchange sensible� and latent heat between the atmosphere and the

oceans and continents. The exchange processes in the atmosphere include condensa-

tion, evaporation, and a small amount of conduction. In addition, energy is added or

removed by transport processes, such as convection and advection.

The turbulent motion of the convection processes is often described in terms of

overlaying eddies of various characteristic sizes. The advective motion is the result

of more or less laminar flow. All motion in the atmosphere is associated with fric-

tion (viscosity), so that kinetic energy is constantly transformed into heat. Thus, the

general circulation has to be sustained by renewed input of energy. The same pro-

cesses are involved in the circulation in the oceans, but the quantitative relations

between the different processes are different, owing to the different physical struc-

ture of air and water (density, viscosity, etc.). As mentioned earlier, the source of

energy for the transport processes is the latitude variation of the net radiation flux.

Additional transport processes may take place on the continents, including river and

surface run-off as well as ground water flow. Direct heat transport in dry soil is

very small, because of the smallness of the heat conductivity.

The amount of energy stored in a given volume of air, water, or soil may be

written

Wstored 5Wpot 1Wkin 1Wsens 1Wlat; (2.13)

where Wpot is the geopotential energy, Wkin is the kinetic energy of external motion

(flow), Wsens is the amount of sensible heat stored (internal kinetic motion), and

Wlat is the amount of latent heat, such as the energies involved in phase changes

(solid to liquid, fluid to gaseous, or other chemical rearrangement).�� The zero

point of stored energy is, of course, arbitrary. It may be taken as the energy of a

state where all atoms have been separated and moved to infinity, but in practice it

is customary to use some convenient average state to define the zero of energy.

The geopotential energy may be written

Wpot 5 ρðrÞgðrÞr; (2.14)

where ρ is the density (of air, water, or soil) and g is the gravitational constant

at the distance r from the Earth’s center (eventually r is replaced by z5 r2 rs
measured from the surface rs). Both ρ and g further have a weak dependence on

� That is, due to heat capacity.
�� The sum of sensible and latent energy constitutes the total thermodynamic internal energy

(cf. section 4.1).
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the geographical location (φ, λ). The kinetic energy Wkin receives contributions

both from the mean flow velocity and from turbulent (eddy) velocities.

The sensible heat is

Wsens 5 ρcPT ; (2.15)

where the heat capacity cP (at constant pressure) depends on the composition,

which again may be a function of altitude and position. All quantities may also

depend on time. The latent heat of a given constituent such as water may be written

Wlat 5 Lmðmw 1mvÞ1 Lvmv; (2.16)

where Lv (2.27 J kg21 for water) is the latent heat of vaporization and Lm
(0.33 J kg21 for ice) is the latent heat of melting. mv is the mixing ratio (fractional

content by volume) of water vapor and mw is the mixing ratio of liquid water (appli-

cable in oceans and soil as well as in the atmosphere). For other constituents it may

be necessary to specify the chemical compound in which they enter in order to

express the content of latent energy.

2.3.1.6 Total energy fluxes

As in the case of radiation, all relevant energy fluxes must now be specified, and

the sum of radiation and non-radiation fluxes (Enonr) gives the net total energy flux,

Etotal 5Erad 1Enonr 5Esw 1Elw 1Enonr: (2.17)

The sign convention introduced for radiative fluxes should still be applied.

Since many energy conversion processes (e.g., melting of snow and ice, run-off)

take place at the surface of the Earth, the fluxes through strictly two-dimensional

planes may vary rapidly for small vertical displacements of the defining plane and

hence may be inconvenient quantities to work with. For this reason, the net total

energy flux through such a plane will be, in general, different from zero, except

possibly for year averages. For the upward boundary surface between Earth (conti-

nent or ocean) and atmosphere, the total net energy flux may be written

Etotal
s 5Erad

s 1Elat
s 1Esens

s 1Epot
s ; (2.18)

The kinetic energy flow has been neglected, since the vertical velocity of matter

at the Earth’s surface is usually close to zero (an exception is volcanic matter being

expelled into the atmosphere). Yet transport of matter does take place, usually by

means of convective eddy flow, with average vertical velocities that increase from

zero as the height increases and by falling matter (including precipitation). The

changes in geopotential energy involved in these flows are contained in the term

Epot
s . The radiation flux Erad

s is given by (2.4). The latent energy flow, Elat
s , is the

rate of evaporation times the latent heat of vaporization, Lv. Finally, the net flux of

sensible heat, Esens
s , includes all transfer of heat in both directions, such as transfer
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by convection, conduction, and exchange of matter (e.g., precipitation or volcanic

debris) with temperatures different from that of the surroundings.

Figures 2.45 and 2.46 show the sensible and latent flux distributions for January

and July 1997, and Fig. 2.47 shows the sum of the two fluxes, based on model

evaluations within the re-analysis project of Kalnay et al. (1996). The analysis

ensures balance between short-and long-wavelength radiation and non-radiative

fluxes at the surface, and it is seen that there are significant areas where the latent

and sensible heat fluxes are directed from the atmosphere toward the oceans

or land masses. The sum of non-radiative fluxes behaves more smoothly than its

components, indicating that the total energy surplus to be moved is split between

evaporation and convective processes in ways depending strongly on local

conditions (such as relative humidity).

Figure 2.45 Flux of sensible heat from the Earth’s surface to the atmosphere ð2Esens
s Þ for

January (a) and July (b) 1997, in W m22.

Based on NCEP-NCAR (1998).
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2.3.1.7 Energy transfer processes

Turning now to the behavior of the amount of energy contained in a vertical

column, it is convenient to consider first the atmospheric and the continent�ocean

parts of the column separately. The depth of the continent�ocean column is taken

as one at which no energy is transferred in either of the two vertical directions. This

is an idealization that neglects outward transfer of heat produced in the interior of

the Earth, which is discussed in section 2.4.

Denoting the continent�ocean column by inferior d, the change in stored energy

may be expressed in the form

dWstored
d

dt
5Etotal

s 1Fd; (2.19)

Figure 2.46 Flux of latent heat from the Earth’s surface to the atmosphere ð2Elat
s Þ, i.e., Lv

times the rate of evaporation, for January (a) and July (b) 1997, in W m22.

Based on NCEP-NCAR (1998).
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where Fd represents the horizontal net inflow of energy through the sides of the col-

umn considered. For a continental column, Fd would comprise the net surface run-

off and ground water loss multiplied by the latent heat content Lw and the possible

surplus of sensible heat over the surrounding soil, all taken with opposite sign

because of the sign convention in (2.19).

Typically, Fd is much less important for continents than for oceans, where it

comprises currents and other horizontal advection. The currents transport heat from

the equatorial regions toward the poles, and in particular the North Atlantic (Gulf

Stream) and Northern Pacific (Kuro Shio). According to Budyko (1974), the conti-

nental Fd is negligible in comparison. Also neglected in the above discussion of Fd

Figure 2.47 Sum of non-radiative fluxes (i.e., sensible and latent heat flows in Figs. 2.45 and

2.46) from the Earth’s surface to the atmosphere for January (a) and July (b) 1997, in W m22.

Based on NCEP-NCAR (1998).

97Origin of renewable energy flows



is the addition or removal of potential energy by change of density (e.g., when a

continental column loses part of its ground water during summer, or in an ocean

column as a result of the different densities of cold and warm water). According to

(2.13)�(2.16), the change (2.18) in stored energy may involve a change in tempera-

ture, formation or melting of ice, etc.

Considering similarly a column in the atmosphere, bounded by the top of the

atmosphere and the Earth’s surface, the change in stored energy may be written

dWstored
a

dt
5Etotal

0 2Etotal
s 1Fa; (2.20)

Since the flux of matter at the top of the atmosphere is negligible, Etotal
0 equals

Erad
0 , which again equals zero if averaged over time and geographical position, but

it depends on latitude and time, as indicated in Fig. 2.16. The quantity Fa represents

the energy gain of the column in question, as a result of horizontal transport by the

general circulation of the atmosphere. The winds carry both sensible and latent

heat, with the latter mainly in the form of water vapor. Fa may thus be written

Fa 5Fsens
a 1Flat

a � Fsens
a 1Flat

s 1 Lvr;

where 2Elat
s is the latent heat added to the atmosphere as a result of evaporation

from the surface of the underlying ocean or continent, and r is the amount of pre-

cipitation, so that Lvr represents the net transformation of latent heat (bound in

water vapor) into sensible heat by condensation processes in the atmosphere. In this

way Elat
s 1 Lvr represents the net vertical loss of latent heat for the atmospheric col-

umn. This may be equated to the gain by horizontal inflow, Flat
a , provided the

changes in stored, latent heat can be neglected, i.e., that dWlat
a =dt � 0: Such an

approximation is likely to be reasonable if annual averages are taken.

The net latitudinal transport in the atmosphere consists of the longitude-averaged

value of Fa and the net transport by ocean currents, Fd, as shown schematically in

Fig. 2.48. The quantities 2Fa and 2Fd express the transport of energy away from

a given latitude region, in latitudinal direction. Because they are annual average

values, the sum of 2Fa and 2Fd should equal the net energy flux at the top of

the atmosphere, Erad
0 : In order to see this, (2.19) and (2.20) are added to give

the change in stored energy for an entire vertical column of the Earth�atmosphere

system, as a function of time,

dðWstored
a 1Wstored

d Þ
dt

5Erad
0 1Fa 1Fd:

The annual average of the left-hand side must be approximately zero, since

otherwise the mean temperature in a given latitude zone would continue to increase

or decrease. However, there is a transport of energy from lower to higher latitudes,

mediated by ocean currents and meridional wind transport, including processes
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like evaporation, transport of water vapor, and precipitation at another location.

Details of the transport patterns can be deduced from data like those presented in

Figs. 2.45�2.47, in conjunction with the wind data presented in the following.

Variations with time are substantial, including interannual differences. At latitudes

higher than 40��60�, there is a net inflow of latent heat (implying that precipitation

exceeds evaporation) as well as a sensible energy gain.

2.3.1.8 Vertical transport in the Earth�atmosphere
boundary layer

Returning to vertical transport, the important components of the net energy flux

Etotal
s at the Earth’s surface (2.18) are the net radiation flux, Erad

s , the latent heat

flux, Elat
s , and the net sensible heat flux, Esens

s . These are illustrated in Figs. 2.25

and 2.47.

The vertical transport of heat is predominantly achieved by turbulent motion.

However, approaching the physical surface of the Earth, the turbulent air velocity

must go to zero and, in a thin air layer close to the ground, no macroscopic motion

takes place. This region, called the laminar boundary layer (typically only a frac-

tion of a millimeter thick), allows vertical transport of heat, water vapor, and
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Figure 2.48 Schematic illustration of net energy flux components of the Earth�atmosphere

system (longitude and time average). The net energy gains by a column at a given latitude,

by transport of latent and sensible heat by atmospheric motion and ocean currents,

respectively, are denoted Fa and Fd.

Based on Budyko (1974).
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horizontal momentum only by molecular diffusion processes. The laminar boundary

layer provides a sort of coating of the surface, protecting it from the disruptive

action of turbulent eddies. If the surface is rough, discontinuities may exist in the

laminar boundary layer thickness, but a region of solely molecular processes will

always exist.

A model of vertical transport near the ground is described and discussed in

section 2.5.1.

2.3.1.9 The description of atmospheric motion

The external motion that takes place in the atmosphere (as opposed to the internal

motion of molecules, defining the temperature) calls for mechanisms by which

kinetic energy is created. Friction is an irreversible process by which kinetic energy

is transformed into sensible heat, accompanied by an increase in entropy. External

forces, such as the Coriolis force impressed by the rotation of the Earth, do not cre-

ate or destroy kinetic energy. Neither do the processes by which latent heat is

gained or lost. Thus, the only sources left to accomplish the maintenance of external

kinetic motion despite the frictional damping are the potential energy and the

energy of sensible heat, which can both be transformed into kinetic energy by adia-

batic and reversible processes. The familiar examples of these transformations are

gravitationally falling matter and buoyantly rising hot matter (or descending cool

matter). In order to estimate the rate of creation and destruction of kinetic energy in

the atmosphere, it is convenient first to collect the equations governing the general

motion of the atmosphere.

These are: the equation of motion,

ρ
dv

dt
52grad P1Fviscous 1Fext;

where the frictional force Fviscous depends on the internal properties of the fluid

(the air of density ρ), and the external force Fext comprises the Coriolis force and

the gravitational force, provided a co-ordinate system is employed that follows the

rotation of the Earth; the equation of continuity,

divðρvÞ52
@ρ
@t

;

and the law of energy conservation (first law of thermodynamics),

dWtotal

dt
5work plus heat added during time dt:

The work performed on the system is that of the forces appearing on the right-hand

side of the equation of motion, and the heat added is partly due to radiation, and partly

to molecular conduction processes. Wstored contains kinetic, potential, and sensible
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heat energy. The latent heat may be omitted in Wstored, provided any condensation

or other process releasing latent heat is included in the heat added on the right-hand

side, at the time when the latent heat is transformed into sensible heat.

The above equations would have to be complemented by the equation of state

(e.g., the ideal gas law) and the source function specifying the external heat sources.

These quantities are not independent of the constitution of the air, and in general

the above equations are coupled to a large number of equations specifying the time

development of the atmospheric composition (water vapor, ozone, etc.).

In practice, a simplified system of equations is used, based on an analysis of the

relative importance of different terms, in particular of the forces, and depending on

the scale of motion, which is considered interesting. The dominance of horizontal

wind fields in the large-scale atmospheric motion makes it possible to simplify the

vertical (z) component of the equation of motion, neglecting also the corresponding

component of the viscous and Coriolis forces. This approximation leads to the

hydrostatic equation,

@P

@z
52ρg;

where g is the average acceleration of the Earth’s gravity (neglecting anisotropy in

the mass distribution inside the Earth and the latitude dependence associated with

Coriolis corrections), g�GM(r)/r2� 9.8 m s22, and the density of air is about

ρ5 1.25 kg m23. This does not imply that terms in the equation of motion, such as

dw/dt, where w is the z-component of v, may be neglected in other circumstances,

but only that they are small in comparison with the two terms kept in the equation

expressing the hydrostatic approximation. This equation states that the pressure

gradient at any infinitesimal horizontal area must balance the weight of the entire

air column above it, just as if there were no motion in the atmosphere.

2.3.1.10 Time averaging

In order to describe the general circulation in the atmosphere, a time-averaging

procedure is performed, over a time interval Δt that is small compared with the

interesting large-scale circulation, but large compared with the bulk of turbulent

eddy periods,

A5
1

Δt

ðt11Δt

t1

Aðt2; . . .Þdt2;

for any quantity A. The deviation of A from its time-averaged value is denoted ~A,

A5A1 ~A: (2.21)

The equations describing the system may be simplified by further introducing

the density-weighted averages,
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A� 5 ρA=ρ; (2.22)

and the corresponding splitting of A,

A5A� 1A0: (2.23)

One should note that ~A5 0, but ~A
� 6¼ 0 and that ρA0 5 ρðA2A�Þ5 0.

The basic equations for motion of the atmosphere in terms of time-averaged

variables are derived in section 2.5.3, which also discusses the experimental evi-

dence for expecting the splitting of atmospheric motion into large-scale average

motion and small-scale turbulence to work under certain conditions. It is well

known from the quality of meteorological forecasts that the period of predictability

is about 2�5 days. This means that the terms coupling the small- and large-scale

motion are small enough to be neglected for periods of a few days, but eventually

grow (at speeds depending on the actual weather pattern) and make any forecast

unreliable. This fundamental limitation on meteorological forecasting does not

imply that climatic forecasting is impossible. The weather system is forced by the

seasonally periodic incoming solar radiation, which makes the long-term behavior

(climate being defined as about 30-year averages of variables) stable and predict-

able, as a condition for maintaining an atmosphere at all. The boundary conditions

of the system make overall stability coexist with unpredictability on short-time or

short-distance scales, a feature of quasi-chaotic systems discussed in more precise

terms in section 2.3.3.

2.3.1.11 Features of the observed atmospheric circulation

Figure 2.49 shows the longitude-averaged component of the large-scale wind veloc-

ity along the x-axis, i.e., parallel to the latitude circles, for two seasons. This com-

ponent is called zonal wind. At low latitudes, the zonal wind is directed toward the

west, at mid-latitudes toward the east (reaching high speeds around 12 km altitude),

and again toward the west near the poles.

In Fig. 2.50, the meridional circulation is exhibited, again for two different

seasons and averaged over longitudes. The figure gives the streamfunction, related

to the mass flux ρv� by

Ψðφ; zÞ5
ð
ρv� � nrscos φ dλ ds5 2πrscos φ

ððφ;zÞ
0

ρ½v�� � n ds;

where n is normal to the area element dλ ds, and the integration path s in the (y, z)

plane connects the surface Ψ5 0 with the point (φ, z) considered. “[ ]” denotes

longitude average. The sign of Ψ along a closed-loop streamline is positive if the

direction of flow is toward the south at the ground and toward the north aloft. The

loops are called meridional cell motion, and one notes a cell of large mass transport
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near the Equator. Its direction changes with season. On an annual average basis,

there are two additional cells on each side of the Equator. They are called Hadley

cells (Hadley, 1735), with the northern one being negative and the southern one

being positive, according to the above sign convention. Near the poles there is an

even weaker set of meridional cells without seasonal sign changes. Data for 1997
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Figure 2.49 (a,b) Zonal winds (at longitude zero) for January and April of 1997, as

functions of latitude and pressure (height). (c,d) Zonal winds (at longitude zero) for July

and October of 1997, as functions of latitude and pressure (height).

Panels a and b: Based on NCEP-NCAR (1998). Panels c and d: Based on NCEP-NCAR (1998).
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indicate that all the cells extend up to about 200 mb, in contrast to Fig. 2.50

(NASA, 1998). The cell structure is not entirely stable and features transient cells

of shorter duration.

Combining the standing cell picture with the mean zonal winds, one observes

the following regularities near the Earth’s surface. In a region near the Equator,

the westward zonal winds combine with meridional transport toward the Equator

(from both sides) to form the trade winds (blowing toward the southwest in
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Figure 2.49 (Continued).
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the northern Hemisphere and toward the northwest in the Southern Hemisphere).

At mid-latitudes the eastward zonal winds combine with meridional cell motion

away from the Equator to produce the westerlies (blowing toward the northeast

in the Northern Hemisphere and toward the southeast in the Southern

Hemisphere). Further away from the Equator, in the polar regions, the wind

directions are as for the trade winds.

The deviation of the wind field from the longitude average is not unimportant.

A part of it is quite regular, in the form of standing horizontal cells, which are

usually denoted (large-scale) eddies. They play an important role in transporting

angular momentum toward the poles. Figure 2.51 shows the annual and longitude

average of this transport.

Angular momentum is added to the atmosphere due to friction and drag forces

between the atmosphere and the Earth’s surface. Figure 2.52 gives a sketch of

the torque acting on the atmosphere as a result of these forces. The main part of

the torque is due to friction, but the contribution from drag forces is not negligible

in mountain regions. The figure is based on a rough estimate by Priestley (1951),

but it is consistent with the angular momentum transport in the atmosphere, as

mentioned by Lorenz (1967).
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transport (longitude average), given in units of 109 kg s22. Cells with a positive

streamfunction have northward transport at top.

Based on Newell et al. (1969).
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The angular momentum added to the atmosphere at low latitudes is transported

to a height of about 10 km by the meridional cell motion. Here it is taken over by

the large-scale horizontal eddy motion, which brings it to mid-latitudes. Practically

no transport across latitudes is performed by the meridional cell motion itself,

as can be seen from Fig. 2.53. The absolute angular momentum (i.e., measured in

a co-ordinate system not following the Earth’s rotation) of a certain volume of

the atmosphere is proportional to the tangential velocity and to the distance to the

Earth’s axis of rotation, r cosφ. If the same volume of air is moved poleward, the

value of r cosφ decreases, and the volume of air must either increase its tangential
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Figure 2.51 Northward transport of angular momentum by eddies, averaged over year and

longitudes and expressed as 1018 kg m2 s21 per unit of pressure layer, i.e., per 104 N m22.

Expressed per unit of height z, the magnitude of transport would increase less rapidly upward

toward the two maxima.

Based on Buch (1954); Obasi (1963); also using Lorenz (1967).
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atmosphere as a result of friction and momentum impact at the Earth’s surface.

Based on Priestley (1951), as quoted by Lorenz (1967).
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velocity or get rid of some of its angular momentum. Both happen in the mid-

latitude atmosphere. The regions of increased tangential velocity are easily recog-

nized at a height of about 12 km and latitudes of 30�50� (pressure about 200 mb,

cf. Fig. 2.49). Some angular momentum is lost by internal friction in the atmo-

sphere, and some is transported back down to Earth level, where it compensates for

the angular momentum losses occurring as a result of friction with the surface. The

fact that the rotation of the Earth is not accelerating or decelerating shows that, on

average, friction forces in opposite directions cancel each other out at low and mid-

latitudes. At latitudes above roughly 60�, the transport of angular momentum

reverses sign, becoming a net transport toward the Equator.

It has been pointed out by Lorenz (1967) that the transport of angular momen-

tum by large eddies cannot be regarded as a simple diffusion process, since the cor-

responding “eddy diffusion coefficient” k would in that case have to be negative

over a large part of the atmosphere. Indeed, the transport of angular momentum has

to be seen as an integral part of the general circulation, which cannot be considered

to consist of just zonal and meridional motion. This is also inherent in the equation

of motion written in terms of density-averaged quantities (see section 2.5.2), which

contains the horizontal eddy motion as a combination of the velocity vector compo-

nents V�
x and V�

y .

2.3.1.12 Energy conversion processes and the separation
of scales of motion

In order to include such essential properties as those mentioned above in a model

of the circulation, it is important that the time interval Δt used in defining the aver-

age properties (2.21) and (2.22) be properly defined. This again poses the question
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Figure 2.53 Northward transport of angular momentum averaged over year and longitude.

The meridional contribution is the one carried by meridionally averaged winds, whereas the

eddy contribution is obtained as the zonal average of the transport arising from the deviations

from the zonal average of the wind velocity vector (thus including large-scale, horizontal

eddies).

Based on Buch (1954); Obasi (1963), as quoted by Lorenz (1967).
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of whether or not a rigorous division of atmospheric motion into large-scale and

small-scale (turbulent eddy) motion is at all possible. This issue is dealt with in

section 2.5.2, where it is seen that the wind velocity distribution exhibits two

distinct categories, which can be denoted “macroscopic motion” and “microscopic

motion” or turbulence. This allows averages to be consistently defined as contain-

ing only the macroscopic components of motion.

In order to describe all the necessary transport of heat, any accurate model of the

circulation of the atmosphere must include couplings to the heat transport within

the ocean�continent system (ocean currents, rivers, run-off along the surface,

and, to a lesser extent, as far as heat transport is concerned, ground water motion).

Such coupled models are considered below in sections 2.3.2 and 2.5.2.

The kinetic energy of the atmospheric circulation is diminished by friction, lead-

ing to an irreversible transformation of kinetic energy into internal energy (heat). In

order to make up for such frictional losses, new kinetic energy must be created in

the atmosphere. This can be achieved essentially by two processes, both of which

are reversible and may proceed adiabatically (details of the formulation are given in

section 2.5.2). One is the conversion of potential energy into kinetic energy (by

gravitational fall), and the other is the transformation of internal energy into kinetic

energy by motion across a pressure gradient.

2.3.1.13 Creation and destruction of kinetic energy

Direct measurements of heat and temperature distributions (cf. Fig. 2.32 and section

2.5.2) allow an estimate of the generation of internal energy available for possible

conversion into kinetic energy. With the use of wind data (e.g., Figs. 2.49�2.51), it

is possible to obtain an estimate of the conversion of available energy and large-

scale horizontal eddy motion into zonal motion. Also, the available energy may be

split into a zonal part corresponding to the use of the zonal mean temperatures and

a (large-scale) eddy part derived from the deviations of the temperature from longi-

tudinal average (Lorenz, 1967; Newell et al., 1969). Separate estimates exist for the

frictional losses from zonal and eddy motion as a function of height. An attempt to

survey the main conversion processes (deriving poorly known quantities, such as

the conversion of available eddy energy into kinetic eddy energy, from balance

requirement) is given in Fig. 2.54, based on Lorenz (1967) and considering com-

ments by Newell et al. (1969), who discuss the seasonal variations and uncertainties

involved in the procedures used.

On an annual and global average basis, the creation of kinetic energy in the form

of large-scale motion (V�, w�) amounts to 2.3 W m22 or 0.7% of the solar radiation

at the top of the atmosphere. For consistency, the frictional losses must be of equal

magnitude, which is not quite consistent with direct estimates (4�10 W m22).

Newell et al. argue that the value of about 2.3 W m22 given in Fig. 2.54 is most

likely to be correct (see also Sørensen, 2008).

The process of creating kinetic energy may be intuitively interpreted in terms

of air parcels of a temperature different from the ambient temperature. Such air

parcels will rise (if they are hotter than the surroundings) or sink (if they are
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colder) and give rise to a redistribution of the surrounding air (i.e., to kinetic

motion) for as long as temperature differences exist at the same altitude. More pre-

cisely, the change in kinetic energy is due to movement of the air parcels across

horizontal or vertical pressure gradients, as directly implied by the equations given

in section 2.5.2.

2.3.1.14 Models of general atmospheric circulation

Before going into the influence of the oceans and land masses on the atmospheric

circulation, examples of early numerical simulation of the atmospheric circulation

without including couplings to oceanic circulation are presented. (Based on the

work of Manabe et al., 1974; Manabe and Holloway, 1975; Hahn and Manabe,

1975.) The early simulations used a global, horizontal grid of about 250 km latitude

and longitude steps and around 10 vertical layers extending to a height of about

30 km, including equations of motion for wind, temperature, and water vapor, and

using the hydrostatic approximation and the ideal gas equation of state. Continental

topography is modeled, whereas the oceans are prescribed seasonal temperatures as

boundary conditions for the atmospheric integration. The radiation source term is

calculated as a function of the seasonal variation in extraterrestrial radiation, the

state variables plus ozone and carbon dioxide data. The hydrological cycle includes

a model for evaporation, condensation, and cloud distribution, as well as the pro-

cesses involving ice and snow formation and accumulation as terrestrial snow cover

or sea ice. Turbulent and sub-grid-scale convection and transport of vapor have

been modeled.

Figure 2.55a and b compares the average ground-level pressures during

the periods December to February and June to August with observed values.

3.1 W m−2
Zonal W avail

40×105 J m−2
Zonal W kin

8×105 J m−2

Eddy W kin

7×105 J m−2
Eddy W avail

15×105 J m−2

0.1 W m−2

2.2 W m−2−0.8 W m−2

0.5 W m−2

1.8 W m−2

3.0 W m−2 −0.4 W m−2

Figure 2.54 Estimated summary of the average energy (boxes) and main conversion

processes in the atmosphere, for a vertical column, averaged over place and time. Boxes

contain kinetic energy (Wkin) and the amounts of internal and potential energy available for

conversion into kinetic energy (Wavail, “available” refers to energy above the reference state

of the atmosphere). The compartments are further divided into the energy of zonally

averaged motion and the average deviations from these, denoted eddy energy.

Based on Oort (1964); Lorenz (1967).
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Figure 2.56 gives the mean zonal wind for July as a function of latitude and

height. The longitudinal averaging extends only over the interval 80�E to 95�E,
whereas the observed distribution is for 100�E. Within the latitudes included in the

figure, the agreement is fair, but in general the model is rather poor in predicting

the longitude average of zonal winds in all height�latitude regions, in particular the

magnitude and position of the strong mid-latitude jets observed at a height of

about 12 km (An indication of the sensitivity of these features on the seasonal

variation of radiation and on the model grid size may be inferred from a comparison

with earlier work, e.g., Holloway and Manabe, 1971.).

Figure 2.55 Calculated (top of each pair) and observed (bottom of each pair) sea-level

pressure in mb (1 mb being 102 N m22), (a) averaged over the period December�February.

(b) Averaged over the period June�August (cf. a on previous page).

From Manabe, S., Holloway, J. (1975). Journal of Geophysical Research, 80, 1617�1649,

copyright American Geophysical Union.
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Figure 2.57 gives the streamfunction corresponding to the calculated meridional

circulation for January and July. Corresponding measured values, averaged over

somewhat longer periods (3 months), are shown in Fig. 2.50. In this case, the agree-

ment is quite convincing, both in regard to the strength of the Hadley cells near the

Equator and to the distribution of the weaker cells at higher latitudes. Figure 2.58

gives the northward transport of absolute angular momentum by eddies for July and

January, averaged over longitudes. The corresponding measured values are found in

Fig. 2.51, but averaged over the year. Figure 2.58 shows that the calculated trans-

port is strongest in winter, and the average of January and July generally concurs

with the value derived from measurements.

In Fig. 2.59, the annual average precipitation rates derived from the model calcu-

lation are compared with measured values. Apparently, agreement between the two

is very good, over both oceans and continents. A comparison with earlier efforts by

Figure 2.55 (Continued).
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Manabe’s group (e.g., those neglecting the seasonal variation in the extraterrestrial

radiation) shows that the precipitation rates are very sensitive indicators of the

appropriateness of the assumptions regarding the hydrological cycle. The more

accurate presentation of measured data in Fig. 2.61 indicates detailed features not

captured by the limited early atmospheric model results.

As suggested by Fig. 2.54, the formation of kinetic energy mainly involves the

eddy motion (i.e., deviations from zonal mean winds). Figure 2.60 shows the calcu-

lated latitude variations of the main conversion branches: the transformation of

available eddy energy into eddy kinetic energy and of zonal kinetic energy into

eddy kinetic energy (which is mostly negative, i.e., the process goes the opposite

way) and the dissipation of eddy kinetic energy through friction (transformation of

large-scale eddies into small-scale eddies, cf. section 2.5.2, and the small-scale

eddies eventually into heat).

Calculated height distributions indicate that the frictional dissipation is not con-

fined to regions near the ground (Manabe et al., 1974). Comparing the conversion

rates with Fig. 2.54, it is evident that the order of magnitude is correct. The forma-

tion of eddy kinetic energy from eddy available energy and the frictional dissipation

are both about 50% larger than the value deduced from observations, and the zonal

to eddy kinetic energy is about three times too small. However, it should be remem-

bered that there are no directly observed values for these conversions.
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2.3.2 The oceans and continents

2.3.2.1 The water cycle

The processes by which water is transferred between different regions of the

ocean�soil�atmosphere system may be described in much the same way as that

used for the transfer of energy. Considering first a vertical column extending from

Figure 2.59 Computed (top) and observed (bottom) annual average rate of precipitation.

The key to shading of different intervals is at the bottom, 1 cm/day being about 1.163 1027 m3

water equivalent per m2 and per second.

From Manabe, S., Holloway, J. (1975). Journal of Geophysical Research, 80, 1617�1649,

copyright American Geophysical Union.
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the ocean�continent surface down to a level where no exchange of water takes

place, the change in the amount of water present within the column, Awd, can be

written similarly to (2.19),

dAwd

dt
5Etotal

ws 1Fwd; (2.24)

where the total water flux across the atmosphere-to-ocean/continent boundary is

Etotal
ws 5 r1 d2 e; (2.25)

where r is the rate of precipitation, d is the formation of dew (usually negligible in

comparison with the former), and e is the rate of evaporation. Fwd is the net inflow

of water into the column due to advection, such as river or surface run-off and

ground water motion on continents and ocean floors. In the oceans, the net inflow

is usually zero, except for density changes.

Figures 2.45 and 2.46 show the net upward flux of sensible and latent heat. The

dominating upward part of the latter is evaporation, whereas the precipitation r

shown in Fig. 2.61 is only a part of the net sensible energy exchange. Assuming

that dAwd/dt is zero when averaged over the year, Sellers (1965) has used (2.24) to

calculate the average net inflow of water into a column, Fwd, shown in Fig. 2.62

along with longitudinal averages of r and e.
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Based on Manabe et al. (1974).
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Figure 2.61 Annual precipitation 1995, m/year.

Based on NCEP-NCAR (1998).
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For a vertical column extending from the surface upward into the atmosphere,

the change in the amount of water present can be written

dAwa

dt
52Etotal

ws 1Fwa; (2.26)

assuming that no water is leaving the column at the top of the atmosphere. If again

dAwa/dt is zero on an annual average basis, the transport of water horizontally

through the atmosphere is given by

Fwa 52Fwd :

From the net influx into a vertical column one may calculate the required north-

ward transport of water, which is very similar to the value estimated from measure-

ments in the atmosphere, shown in Fig. 2.63. In order to construct an average water

cycle, it is also necessary to split the ocean�continental transport term, Fwd, into its

main components, i.e., the river and surface run-off (which can be estimated from

observations, as shown in Fig. 2.64), and the ground water flow (which may be cal-

culated as a residue). This has been done in Fig. 2.65, based on Kalinin and Bykow

(1969) and Lvovitch (1977). Also indicated are the total amounts of water stored in

each compartment. Dividing these by the corresponding fluxes, one obtains the

turnover time for water in each compartment, a quantity that is very large for ice

caps and deep oceans.

2.3.2.2 Evaporation processes

The evaporation e (2.25) from a given surface depends on several factors, such as

the temperature and moisture of the surface; the temperature, humidity, and wind
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Figure 2.63 Northward transport of water, averaged over the year and summed over

longitudes (computed from fluxes similar to those of Fig. 2.58, assuming the transport to be

zero at the poles).

Based on Peixoto and Crisi (1965).
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Figure 2.64 Accumulated run-off from land areas during 1997 (kg of water per m2) (NCEP-

NCAR, 1998).
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Based on Budyko (1974); Kalinin and Bykow (1969); Lvovitch (1977).
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velocity of the air above the surface; and the vertical gradients of these quantities.

For soil evaporation, the moisture of the soil is considered to be of importance only

if it is below a “critical” level. The physical parameter behind this “critical” value

is likely to be the moisture tension, which plays the same role for evaporation as

does the surface tension for the evaporation from the surface of a fluid (e.g., a water

surface). The evaporation from vegetation is further complicated by the plant’s abil-

ity to regulate the transportation of vapor from its interior, by opening and closing

its pores (stomata). The release of water from plant-covered soil is called evapo-

transpiration (cf. Geiger, 1961; Sellers, 1965).

The vertical transport of moisture through the lower atmosphere is further

described in section 2.5.1. The potential evaporation from land surfaces, inferred

from measured data, is shown in Fig. 2.66 (Kalnay et al., 1996). This is the evapo-

ration that would take place if water transport from the surface were adequate.

Evaporation from ocean surfaces has a dependence on wave and wind conditions,

including the mechanism of whitecaps, from which water droplets evaporate before

falling back into the sea. This evaporation process leaves salt particles that may

serve as condensation nuclei for water vapor not carried away (up or to the side)

quickly enough.

2.3.2.3 The state variables of the oceans

The state of the oceans, like that of the atmosphere, is given by the temperature T

and the density ρ5 ρw, but other variables are of great significance, primarily the

salt concentration and, in regard to biomass production, the amounts of dissolved

oxygen and nutrients. The salinity S (salt fraction by mass) is necessary in order to

obtain a relation defining the density, to replace the ideal gas law used in the

atmosphere.

Figure 2.66 Potential evaporation from land surfaces, expressed in energy units

(by multiplication with Lv) and averaged over the year (NCEP-NCAR, 1998).
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Figures 2.67�2.69 show measured temperature and salinity distributions along

sections through the three major oceans, at latitude circles at longitudes 30�W
(Atlantic Ocean), 90�E (Indian Ocean), and 150�W (Pacific Ocean) (Levitus and

Boyer, 1994).

Notable features of all three oceans are the large temperature gradients over the

first 1000 m below the sea surface, observed at low latitudes. At latitudes of about

45�, the average temperature gradients become zero, and at higher latitudes they are

generally small and irregular. The figures shown are annual average values, and the

sea surface temperatures at the higher latitudes exhibit considerable seasonal varia-

tion, apart from regions covered by ice for most or all of the year. The regions in
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Figure 2.67 Annual average temperature T (a) and salinity S (b) along a south�north

section (30�W) through the Atlantic Ocean.

Based on Levitus and Boyer (1994); data source: University of Columbia (1998).
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the upper water layers near the Equator generally have a high salinity, which can be

understood in terms of the extensive evaporation, since most of the salt content is

left behind by evaporation processes.

The asymmetry between the salinity distributions in the two hemispheres has to

do with the geographical specificity of vertical mixing processes in the oceans.

Convective overturn between the surface waters and deep-sea waters (2000 m or

more) takes place only in the Atlantic Ocean just south of Greenland and possibly

in the Norwegian Sea (Reid, 1971). These regions are characterized by a small

density increase as a function of depth. When cool and dense water is formed in

these regions near the surface, such water can sink or mix downward with little

hydrostatic resistance. Also, in the Antarctic region, cool and dense water is formed
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Figure 2.68 Annual average temperature T (a) and salinity S (b) along a south�north

section (90�E) through the Indian Ocean.

Based on Levitus and Boyer (1994); data source: University of Columbia (1998).
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in winter, but owing to substantial precipitation, the salinity is low and, as seen

from Figs. 2.67�2.69, the temperature and salinity in open sea remain fairly strati-

fied. Only along the continental (Antarctic) shelf does the cool water sink down, in

an essentially non-turbulent manner (primarily in the Weddell Sea). This accounts

for the difference between the conditions (in particular the salinity) in the Southern

Hemisphere and the Northern Hemisphere, which contains the only regions of deep

convective mixing and thus the possibility of adding to the bottom some water that

has recently been in strongly interactive contact with the atmosphere. In the

Norwegian Sea, large masses of water have a composition revealing equilibrium

between atmosphere and water. This water does not immediately sink to the bottom

of the Atlantic Ocean, owing to the shallow sill separating the Norwegian Sea from
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Figure 2.69 Annual average temperature T (a) and salinity S (b) along a south�north

section (150�W) through the Pacific Ocean.

Based on Levitus and Boyer (1994); data source: University of Columbia (1998).
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the main part of the ocean (see Fig. 2.67). Instead, water from the Norwegian Sea

is pressed through the narrow passage in a highly turbulent mixing process, thus

losing density and becoming unable to penetrate to the very bottom. It is therefore

believed that the water near the bottom of the Atlantic Ocean is of Antarctic origin.

2.3.2.4 Scales of oceanic motion

The time scale of the oceanic circulation is very different from that of the atmo-

sphere. A frequency spectrum analogous to the atmospheric one (cf. section 2.5.2)

will reveal cycle times for the average circulation of a year or more, increasing

with depth by about a factor of 10 and being another factor of 10 larger for motion

in a vertical plane than for horizontal motion. Temperature adjustments in the upper

ocean require times of the order of weeks.

As in the case of the atmosphere, it is thus possible to separate the general circu-

lation from the short-term movements, which in the oceans, however, comprise not

only quasi-random, turbulent motions (eddies), but also organized motion in the

form of waves. As mentioned above, wave motion may play an important role in

the process of transferring mechanical energy between the atmosphere and the

ocean through the wind stress, the magnitude of which may itself depend on the

waves created.

To provide a rough picture of the classes of wave motion, Fig. 2.70 indicates the

frequency spectrum of wave motion in the oceans (Roll, 1957). The harmonic

waves in the spectral decomposition may be characterized by their wavelength, λw,
the phase velocity, Uw, and the amplitude at the water surface, a. Figure 2.66 shows

a time-averaged estimate of the distribution of amplitudes, a, on cycle times,

Tw5λw Uw
21. For waters of depth h much larger than the wavelength λw, har-

monic waves governed by the gravity and surface tension forces are characterized

by the relation
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Figure 2.70 Sketch of the main features of the spectral decomposition of ocean wave

amplitudes, averaged over time and position.

Based on Roll (1957).
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Uw 5
gλw

2π
1

2πγw
λwρw

� �1=2
; (2.27)

between wave velocity and wavelength, provided that the viscous forces in the water

are neglected. The gravitational acceleration at the Earth’s surface is g5 9.81 m s21,

and the surface tension of water against air, γw, has a value of about 0.073 N m21. It

follows from (2.27), which is shown graphically in Fig. 2.71, that Uw must exceed a

minimum value of about 0.23 s21 and that two values of λw are associated with each

Uw above the minimum value. The branch of wavelengths smaller than about 0.017 m

(corresponding to the minimum Uw) is called capillary waves, since they are mainly

governed by the surface tension. The branch of wavelengths above λw5 0.017 m are

the gravity waves, for which the term involving g in (2.27) dominates.

At cycle times around 2 min, pulsations in the amplitude of gravity waves

formed earlier by interaction with the wind field may give rise to the surf beat phe-

nomenon observed at shores (Sverdrup and Munk, 1947; Munk, 1980). The broad

peak in the wave spectrum in Fig. 2.70, centered on Tw5 20 min, includes the

flood-producing tsunamis occurring quite frequently, e.g., in the Pacific Ocean, as a

result of sudden movements of the ocean floor caused by earthquakes (Neumann

and Pierson, 1966).

The peaks at 12 and 24 h represent the tidal waves created by the time-dependence

of the gravitational fields of various celestial bodies. The most important tides are

caused by the Moon and the Sun in connection with the variations in distance from a

0.6
Capillary waves

Gravity waves

0.4

0.2

0 4

Wavelength, λw (10−2m)

W
av

e 
ve

lo
ci

ty
, U

w
 (m

s−1
)

8 12 16 20

Figure 2.71 Theoretical relationship between wave (phase) velocity, Uw, and wavelength,

λw, under the influence of gravity and surface tension, but neglecting viscosity.

Based on Roll (1957).
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given spot on the Earth’s surface, resulting from the rotation of the Earth. Much longer

tidal periods may be associated with orbital motion (lunar month, year, etc.). The theo-

retical description of waves and tides is discussed in section 2.5.3.

2.3.2.5 Joint models of general circulation in oceans
and atmosphere

Early models coupling atmospheric and ocean circulation models did not include

any detailed topography, had fixed amounts of cloud cover, and prescribed a radia-

tion field corresponding to constant carbon dioxide levels, constant water vapor,

and constant ozone. Oceanic equations included temperature, salinity, and ice, and

the hydrological model was fairly detailed on precipitation, evaporation, soil mois-

ture, snow cover, sea ice, melting processes, and river run-off (e.g., assuming that

when soil moisture exceeded a certain value, the excess would run off to the nearest

ocean). The spatial grids were typically around 500 km by 500 km at the Equator,

with around 10 vertical layers, and the time steps were of the order of a month for

oceans, but of the order of 6 h for the atmosphere (Bryan, 1969; Manabe, 1971;

Wetherald and Manabe, 1972).

As illustrated by, for example, the ocean salinity calculation (Fig. 2.72), the

general results were quite realistic (compare with an average of the salinity data

shown in Figs. 2.67�2.69). The models also allowed a first orientation into the

structure of major current systems in the oceans (Fig. 2.73).

Over the years, models have been refined in terms of effects included, as well

as in terms of the mesh sizes used. Some models replace the latitude�longitude

compartments by a spectral model for the Fourier components of the variables

[i.e., expanding all functions in terms of sine and cosine functions of a base fre-

quency times n (n5 1, . . . nmax), with nmax typically around 30] (Manabe and
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Stouffer, 1988). This speeds up computing times, but once realistic topography is

included, the advantage of this representation is diminished.

Current models include topography, a more complete water cycle with a cloud

model, and a number of minor components in the atmosphere contributing to the

radiation balance. The transfer of energy and momentum between ocean surfaces

and the atmosphere has been a difficult process to model, and only since about

1995 has it been possible to formulate coupled ocean�atmosphere models not

requiring some artificial correction for the mismatch between oceans and atmo-

sphere to be introduced. This need was not only due to lack of knowledge of

the processes involved, but also came from the different numerical treatment of

ocean circulation and atmospheric circulation, notably the difference in time steps,

and from having to start up the model by having it run for a period of time in

order to gain stability (the finding that one could not model ahead from some

known state of the atmosphere rests on the fact that input data were never fully

consistent with the model structure and restrictions, so that an “artificial” initial

state had to be created by running the model for several years, cf. the discussion in

Gates et al., 1966). Current models use spatial grids of 30�100 km spacing and

around 30 atmospheric levels plus a similar number of ocean depth levels, with

temporal grids of around half an hour for the atmosphere and an hour or more

for the ocean part (see, for example, UK Meteorological Office, 1997).

Models used near the year 2000 include the greenhouse effects of a number of gases

as well as scattering and reflection effects of aerosols, such as those derived from
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sulfur dioxide emissions from human activity. Earlier models lumped these together as

an effective change in solar radiation fluxes used in the models. Also, the interactions

between the biosphere and the atmosphere and oceans are important for both heat and

moisture fluxes, albedo, and surface roughness experienced by winds. This means that

the seasonal variation in standing crops as well as agricultural and forestry practices

become important for climate modeling, along with direct anthropogenic interference

through emissions of polluting substances to the atmosphere, in addition to natural pro-

cesses, such as volcanic eruptions. The human interference is further discussed below.

Figure 2.74 shows a newer model calculation of ocean salinity, considerably more

accurate than the early model shown in Fig. 2.72. Figures 2.75�2.79 show mean

sea-level pressure (i.e., pressure adjusted to zero height), precipitation, surface solar

radiation, wind speed, and temperature from a coupled ocean�atmosphere model

including sulfate aerosol effects and greenhouse gases corresponding to 1997 levels.

Where seasonal variation is important, the calculation is shown for two or four

seasons. Measured data for comparison are contained in Fig. 2.80 for sea-level pres-

sure, with Fig. 2.81 giving the pressure levels at the actual surface for comparison,

and Fig. 2.82 giving those for precipitation, while solar radiation on a horizontal plane

is shown in Fig. 2.24 and seasonally in Fig. 3.1.

Figure 2.85 shows observed surface temperatures and Figs. 2.83 and 2.84 show

observed wind speeds (w) and directions (d) at the surface (10 m).

These two quantities are derived from the zonal (u) and meridional (v) compo-

nents of the wind velocity,

w5 ðu21v2Þ1=2; d5A tanðv=uÞ or690� ðif u5 0 and v. 0 or v, 0Þ:

The sea-level pressure model results are generally consistent with the data, but

detailed agreement is better on the Southern Hemisphere. In the Northern Hemisphere,

the variations from North America over the North Atlantic Ocean to Europe are out of

phase with data for January, as are the Europe to Asia variations in July. It should be
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kept in mind that the model does not aim at reproducing data for individual years, but

the features of the Northern hemisphere measured pressures are fairly general, so a

slight imbalance in the model treatment of oceans and land may be indicated.

The model results for precipitation rates are generally in better agreement with mea-

sured values, for both January and July of 1997. Only for an area northeast of Australia

does the model predict much heavier rainfall than indicated by the observations.

For wind speeds, the model calculations generally reproduce observed patterns,

but the overall magnitude is on the low side, particularly for land locations in the

Northern Hemisphere. This may be a problem with the data rather than with the cal-

culation, because data are strongly influenced by land-based measuring stations

(which are particularly abundant for Northern Hemisphere continents) and, as many

stations are placed in sheltered locations, they may not represent the true average

wind speeds. This has implications for the use of meteorological data to forecast

production from wind turbines, as is further discussed in Chapter 3.

Figure 2.75 Coupled ocean�atmosphere model results for mean sea-level pressure (Pa) in

January 1997 (a) and July 1997 (b). HADCM2-SUL, the model used, which includes sulfate

aerosols, has been integrated from pre-industrial times (Mitchell and Johns, 1997).
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Figures 2.86 and 2.87 summarize calculated latitude distributions of the compo-

nents of the net total energy flux (2.18), and the rates of poleward energy transport

for a seasonal model, but averaged over seasons. The fluxes compare well with

those based on observations (Figs. 2.25, 2.45�2.47), while the sum of ocean and

atmospheric transport should match that required by the net radiation flux at the top

of the atmosphere (Figs. 2.11 and 2.12).

2.3.3 The climate

In the preceding subsections, the state of the atmosphere and the ocean�continent

system is described in terms of a finite set of state variables, such as temperature,

pressure, salinity, moisture content of soil or air, ozone content, CO2 content, etc.

Figure 2.76 Coupled ocean�atmosphere model results for total precipitation (m/year) in

January 1997 (a) and July 1997 (b). The HADCM2-SUL model, which includes sulfate

aerosols, has been integrated from pre-industrial times (Mitchell and Johns, 1997).
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In addition, the motion of matter is described in terms of a velocity field, and the

Earth�atmosphere system interacts with its surroundings through the exchange of

radiation. The incoming radiation may at first be considered to constitute a fixed

boundary condition, whereas the outgoing radiation may adjust itself as a result of

the equations governing the system, i.e., the equations of motion and the rate equa-

tions for chemical processes, as well as the equations describing physical processes

other than particle motion (e.g., the absorption and scattering of light).

It has been indicated that a state of overall equilibrium prevails between the

Earth�atmosphere system and its surroundings. This equilibrium is characterized

by the absence of a net energy flux between the system and its surroundings, on a

suitable average basis (involving at least annual and latitude�longitude averaging).

The state of equilibrium may vaguely be described as “the climate of the Earth.”

Figure 2.77 Coupled ocean�atmosphere model results for surface solar radiation (W m22) on

a horizontal surface in January 1997 (a) and April 1997 (b). The HADCM2-SUL model

includes sulfate aerosols (Mitchell and Johns, 1997). Coupled ocean�atmosphere model

results for surface solar radiation on a horizontal surface in July 1997 (c) and October 1997 (d).

The model includes sulfate aerosols (Mitchell and Johns, 1997).
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2.3.3.1 Climate variables

To arrive at a more accurate definition of climate, it is important to distinguish

between micro-and macro-variables and to define the kind of averaging performed.

From a physical point of view, the micro-variables may be thought of as variables

describing the atomic or molecular state and motion, while macro-variables would

be those associated with averages over statistical ensembles, such as pressure, tem-

perature, and wind velocity. However, this scale may still be considered micro-

scopic from a meteorological point of view. Higher levels of macroscopic scale

would thus be defined by further averaging (e.g., introducing a distinction between

eddy motion and synoptic scale motion, as discussed in section 2.5.2), and by mak-

ing a distinction between zonal average circulation and deviations from it.

If the complete set of micro-variables is denoted

fxjjj5 1; . . .; ng;
then the macro-variables corresponding to a given scale, s,

Figure 2.77 (Continued).
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fxsj jj5 1; . . .; nsg;

are obtained by a suitable averaging over the micro-variables or functions of the

micro-variables, e.g., time averages like

F
s

j 5
1

Δts

ðt11Δts

t1

Fs
j ðfxiðt2Þji5 1; . . .; ngÞdt2;

or by ensemble averages over N, identical systems,

hFs
j i5

1

Ns

XNs

m51

Fs
j ðfxiji51; . . .; ngÞm:

Figure 2.78 Coupled ocean�atmosphere model results for surface wind speed (m s21,

height 10 m), in January (a), April (b), and July 1997 (c). The HADCM2-SUL model

includes sulfate aerosols (Mitchell and Johns, 1997). Coupled ocean�atmosphere model

results for surface wind speed (m s21, height 10 m) in October 1997 (d). The HADCM2-SUL

model includes sulfate aerosols (Mitchell and Johns, 1997).
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The number of macro-variables of scale s, ns, may be smaller than the number

of micro-variables, n, because not all variables survive the averaging procedure or

because only a limited number are judged to be important (indeed, if the introduc-

tion of a macro-level description did not diminish the dimension, there would be

little motivation for performing the averaging procedure at all). In general, it may

be possible to define a very limited number of functions, Ks
j (to be denoted “climate

functions”), which are uniquely determined from {xj} and depend only on the

macro-variables of scale s,

Ks
k 5Gs

kðfxsj jj5 1; . . .; nsgÞ;

or a similar expression involving ensemble averages, for k5 1,. . ., ms.

The climate of scale s may then be defined as the set of functions

fKs
kjk5 1; . . . msg. If, alternatively, a definition of climate is sought that does not

Figure 2.78 (Continued).
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depend on whether unique definitions of the climate functions are possible, one

might follow Lorenz (1968) in using the averages of the micro-variables directly as

a “mathematical” climate, choosing Fj
s({xi})5 xj,

xsj 5
1

Δts

ðt11ts

t1

xjðt2Þdt2:

If {xj} are sufficiently well-behaved functions of time, these averages exist and

may be called the mathematical climate of scale s. Letting Δts go toward infinity,

one obtains what Lorenz calls “the climate of the variables xj.”

Figure 2.79 Coupled ocean�atmosphere model results for surface temperature (K) in

January (a) and July (b) of 1997. The HADCM2-SUL model includes sulfate aerosols

(Mitchell and Johns, 1997).
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The equations from which the time-dependence of xj may be determined (the

micro-level equations of state, of motion, etc.) are often expressed as differential

equations of the first order, and the time development in general depends on the ini-

tial conditions. This means that the averages xsj depend on the time t1, in which

case the equations are called intransitive, and the climate functions are not unique.

If, on the other hand, the averages xsj are independent of t1, the equations are

called transitive, and the mathematical climate is uniquely defined. A somewhat

weaker condition would be obtained if only the climate functions Ks
k have to be

uniquely defined, i.e., independent of initial conditions. As mentioned, the Ks
k then

approximately (to the extent that these climate functions represent the solutions to

the original micro-level equations) describe the actual climate of scale s. It is to be

expected that the climate functions may gradually approach independence from ini-

tial conditions, as the time-averaging period increases. At Δts5 1 year, a certain

Figure 2.80 Observed mean pressure, reduced to sea level, for January (a) and July (b) of

1997 (NCEP-NCAR, 1998).

135Origin of renewable energy flows



stability is already obvious (due to the periodicity of radiative boundary conditions),

but meteorologists normally define climate by requiring Δts� 30 years.

If time intervals of 30 years or longer are considered, it may no longer be

possible to assume that the external boundary conditions remain constant.

In that case, one would talk about climate change, a subject that is further dealt

with in section 2.4.

2.3.3.2 Stability of climate

The uniqueness of climate functions of a given scale s implies that the state of the

system is stationary. By stationary, one should not mean that the time development

has to be exactly periodic, but rather that the state of the system is periodic or

Figure 2.81 (a) Observed mean pressure (Pa) at actual surface height for January of 1995

(NCEP-NCAR, 1998). (b) Observed mean pressure (Pa) at actual surface height for July of

1995 (NCEP-NCAR, 1998).
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constant, after fluctuations of frequency much higher than (Δts)
21 have been fil-

tered out (by the averaging procedure defining the scale s).

The climate may also be characterized by its response to a small perturbation of

the state variables imposed at time t1. If there is a finite probability that the climate

functions will remain unaltered, the climate may be said to be stable, otherwise it is

unstable. This follows directly from the independence (or dependence) on initial

conditions at time t1. A similar argument may be made for sequences of random

perturbations, of closer resemblance to the actual “noise” introduced by fluctuations

of the micro-variables around their average value (or more generally, fluctuations

of time scales smaller than Δts).

A transitive system only possesses one stable climate. If a system has more than one

stable climate, it is by definition intransitive, and the interesting parameter is the magni-

tude of perturbation that would cause the system to make a transition from one

Figure 2.82 Observed total precipitation (m/month) for January (a) and July (b) of 1995

(NCEP-NCAR, 1998).
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stable climate to another. However, as pointed out by Lorenz (1968), it is not always

necessary to induce a perturbation in order to make the system perform the transition.

Some systems may remain in one stable state for a substantial time and then change into

a different “stable” state, where they would again remain for a long time, and then even-

tually make the transition back, and so on, without requiring any external perturbation.

Such systems (examples of which have been discussed, for example, by Hide, 1958)

may be called near-intransitive. Lorenz introduces this concept for systems that are

strictly transitive in the limit Δts!N, but for which the time averages over different

finite time intervals may differ substantially. He has constructed numerical experiments

with vacillating behavior (periodic transition between two patterns of circulation), and

suggests that the atmosphere may be such a quasi-intransitive system. This might

explain some of the climatic changes in the past, without recourse to external causes.

Figure 2.83 Observed mean wind speed (m s21) at surface height (10 m) for January (a),

April (b), and July (c) of 1997 (NCEP-NCAR, 1998). (d) Observed mean wind speed (m/s)

at surface height (10 m) for October of 1997 (NCEP-NCAR, 1998).
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The equations of section 2.5.2, used in sections 2.3.1 and 2.3.2 to describe the

general circulation in the atmosphere, are, in equilibrium calculations, assumed to

possess one stable solution, independent of initial conditions (at least over a sub-

stantial range). The way in which the equations were solved in early calculations

(Manabe and Strickler, 1964) used this directly. Starting with simple and

completely unrealistic conditions, such as a constant temperature throughout the

atmosphere, the equations are first integrated over a long period of time, with fixed

boundary conditions (such as radiation and ocean surface temperature). Then, after

equilibrium has been reached, seasonal or other variations in the boundary condi-

tions, as well as the ocean�atmosphere couplings, are introduced. After a while,

the situation is again stationary. Figure 2.88 shows, for a simple, one-dimensional

model, how the stationary temperature profile is reached, starting from initial condi-

tions of uniform high, or uniform low, temperature (Manabe and Strickler, 1964).

In more general cases, for example, with time-dependent forces like those

associated with the solar radiation, one cannot expect the solutions to be

Figure 2.83 (Continued).
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independent of the initial conditions. Contemporary calculations use actual data

as initial conditions, and provided these are of sufficient quality, the transient

behavior of the solutions should faithfully describe the effects of variations in

external forcing of the climate system (IPCC, 1996b). This is important for cal-

culations including greenhouse gas emissions into the atmosphere. Early calcula-

tions just aimed at deriving the equilibrium situation for a doubling of CO2,

whereas current models are capable of deriving the dynamic behavior of climate

during a period of time with changing emissions and changing response of the

reservoirs included in the models.

Figure 2.89 indicates the variation in climate (represented by the single variable

T5 temperature) actually observed at a given location, using different averaging

times Δts. It can be seen that the standard meteorological climate scale, 30 years,

still leaves some structure in the climate function T (Dansgaard et al., 1975).

Figure 2.84 Observed mean wind direction at surface (height 10 m, deg. counter-clockwise,

0� is west to east) for January (a) and April (b) of 1997 (NCEP-NCAR, 1998). Observed

mean wind direction at surface (height 10 m, deg. counter-clockwise, 0� is west to east) for

July (c) and October (d) of 1997 (NCEP-NCAR, 1998).

140 Renewable Energy



2.3.3.3 The ergodic hypothesis

It is expected that, for a stationary climate, time averaging and averaging over a

statistical ensemble of identical “climate experiments” will yield the same value,

when Δts and Ns become sufficiently large (in this case, the summation over the Ns

experiments may be replaced by an integral over each variable times the probability

density for that variable). This identity is known as the ergodic hypothesis (see, for

example, Hinze, 1975),

lim
Δts5N

xsj 5 lim
Ns5N

hxjsi:

Averaging over position vectors has been considered (e.g., in constructing zonal

means), but these would equal the time or statistical averages at a fixed position

only if the system were homogeneous, which the atmosphere is not. It should be

clear that the macro-variables describing the climate need not be global averages,

but may represent definite positions or zonal means. Also, the use of a large

Figure 2.84 (Continued).
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time-averaging interval, Δts, does not imply that the climate functions cannot

comprise indicators of seasonal or diurnal changes, such as 30-year averages of

May 18-humidity or of noon-pressure.

2.4 The energy cycle of the Earth

In this section, the energy conversion processes taking place in the

Earth�atmosphere system are summarized for the more or less stationary state con-

stituted by the present climate. In doing so, the energy flow is taken as a “common

denominator” for the variety of physical and chemical processes by which matter

Figure 2.85 Observed surface temperatures (in K at height 1000 mb) for January (a) and

April (b) of 1995 (NCEP-NCAR, 1998). Observed surface temperatures (in K at height

1000 mb) for July (c) and October (d) of 1995 (NCEP-NCAR, 1998).
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is transformed or moved. There are certainly contexts in which it is necessary to

follow the flow of matter directly, but only examples of this are given.

The second question examined is the possible interference with this “natural”

climate or energy flow caused (or possibly caused) by anthropogenic activity. The

possibility of climatic changes resulting from the injection of CO2 or particulate

matter into the atmosphere has been widely discussed, and only a brief review is

given. However, the climatic modeling techniques utilized in the discussion of such

effects may also prove valuable in discussing the impact of an increasing use of the

renewable energy flows for human purposes, since the models deal with precisely

those flows that would be redirected or displaced by renewable energy conversions.

Figure 2.85 (Continued).
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2.4.1 Flows of energy and matter

2.4.1.1 The undisturbed energy cycle

Based on the material presented in sections 2.2 and 2.3, and in particular on the

net radiation summary, Fig. 2.20, it is now possible to construct a schematic flow
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Figure 2.86 Annual and longitude average of calculated energy fluxes (in W m22) through a

vertical column extending from the surface of the Earth downward: net radiation, Erad
s , net

sensible energy flux, Esens
s , net latent energy flux, Elat

s , and net flux into the column, Fd,

taken as the upward flux into the top ocean level of the joint ocean�atmosphere model, from

deeper-lying ocean levels.

Based on Wetherald and Manabe (1972).

Figure 2.87 Poleward energy transfer (net) calculated from a joint ocean�atmosphere

model.

Based on Wetherald and Manabe (1972).
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chart for the energy conversion and transport taking place in the Earth�atmosphere

system (averaged over the year and geographical position). The result is shown in

Fig. 2.90.

Different energy forms have been placed in different vertical columns, whereas

the horizontal rows represent the different components of the Earth�atmosphere

system. Compartments in which energy may become stored are represented

by boxes, and the energy flows are indicated by lines with arrows, with the corre-

sponding rates being given in units of terawatts (TW). The usefulness of diagrams

of this type has been pointed out by King Hubbert (1971).

The first column contains the incoming short-wavelength solar radiation and its

disposition into one part reflected into space and another part absorbed in various

layers of the Earth�atmosphere system. The second column represents energy

stored as (geo-)potential energy, latent energy of phase changes, and other chemical

(molecular and atomic) energy, plus nuclear energy.

Most of these energy quantities are bound within matter and do not participate in

the undisturbed climatic processes. The third column represents storage of sensible

heat, and the fourth column represents storage of kinetic energy in the general cir-

culation of the atmosphere and the oceans. Certain compartments considered of lit-

tle importance have been left out (e.g., kinetic energy of continents moving, tides

of the solid Earth, and movements of ground water and of animals, as well as sensi-

ble energy stored in the biosphere). The final column contains the long-wavelength

re-radiation into space. According to the assumption of a stationary state, the net

energy exchange between the Earth�atmosphere system and its surroundings is

zero, which is the basis for talking about an energy cycle: the outgoing flow can

formally be joined to the incoming flow to form a closed cycle.

The top row contains the small contribution from gravitational attraction to other

celestial bodies (“tidal energy”), in addition to the radiative fluxes.

In the atmosphere, 41 400 TW, or about a quarter, of the incoming radiation

is absorbed. Based on this and a similar amount of energy from condensation

of water vapor (36 000 TW of which is latent energy of vapor evaporated from

the oceans, 5400 TW being from continents), the atmosphere maintains a strong

interaction with the Earth’s surface, involving an intense exchange of long-

wavelength radiation (see Fig. 2.20). The surface re-radiates a total of about

91 400 TW as long-wavelength radiation into space. The condensation of water

vapor (and associated precipitation) does not take place over the regions where

the evaporation took place, but transport processes generally have occurred. Yet

only 1200 TW are used to sustain the atmospheric circulation (the “winds”),

according to Fig. 2.54 (Lorenz, 1967). The net exchange of sensible energy

between the atmosphere and the underlying surface amounts to 4000 TW from

water surfaces and 4600 TW from continental surfaces, both in the direction

toward the atmosphere.

The hydrosphere absorbs the major fraction of the incoming solar radiation,

about 65 400 TW. This is more than expected from the fraction of surface area cov-

ered by oceans, but the average albedo of the oceans is smaller than the average
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albedo of the continents (cf. Fig. 2.21). The energy absorbed by the oceans is used

to evaporate water and to form sensible heat (36 000 TW), or it is re-radiated as

long-wavelength radiation (25 400 TW).

According to Gregg (1973), the amount of energy transferred from the wind

kinetic energy to oceanic circulation, by the surface stress, is around 3 TW. This

implies that practically all the loss of kinetic energy goes into frictional heating.

One would assume that the frictional losses are more pronounced over land than

over ocean, due to the much larger roughness length (cf. section 2.5.1) and due to

the impact against mountain topography. Although the frictional losses of kinetic

energy are not confined to the surface layer, a substantial fraction of the losses

takes place below a height of 1000 m (see, for example, the discussion of Newell

et al., 1969; another region of significant frictional losses is at the strong zonal

winds around an altitude of 12 km). Since the heat arising from the frictional inter-

action is dispersed in the air at first, the 1200 TW have been transferred to the air

sensible heat compartment in Fig. 2.90. If the heat is dispersed near the ground, it

may, of course, contribute to heating the soil, but this process is listed as part of the

(two-way) transfer between water or soil and air. Wave formation includes a trans-

fer estimated at 0.3 TW from wind to currents (Bryan, 1969), but additional transfer

may be directly to waves. A realistic treatment of wave formation will thus increase

the estimated wind stress and hence the energy transfer above what is indicated in

Fig. 2.90. Climate models often use the transfer as an adjustable parameter to com-

pensate for numerical problems caused by the differences in the time scales used

for the oceans and the atmosphere.

The lithosphere has been divided into an upper and a lower part. The upper part

is characterized by having an active heat exchange with the atmosphere, whereas lit-

tle heat transport takes place in the lower part, only the geothermal fluxes and a little

transport by way of ground water flow. Of the 15 600 TW estimated to be absorbed

at the continental surfaces, 5400 TW go to evaporation and sublimation, and a net

amount of 4600 TW are transferred to the atmosphere as sensible heat. Transfer

from continents to oceans may take place by run-off if the water temperature differs

from that of its environment. Such transfers are assumed to be negligible.

The polar ice is considered a part of the continents, and it is estimated that

melting consumes 21 TW of the absorbed energy. The latent energy of melting

is only formally transferred to the oceans, since it will normally not become

available until the water has been evaporated into the atmosphere and condenses

into snow.

The biosphere is presented as a separate compartment in Fig. 2.90, because of

its importance in the following. Biomass production utilizes 133 TW or 0.08%

of the solar radiation at the top of the atmosphere, according to Odum (1972).

Photosynthesis by phytoplankton and green algae in the top 100 m of the oceans

(cf. Fig. 2.30) accounts for about a third of biomass production. Almost as large a

contribution comes from a much smaller area, namely, the wet tropical and subtrop-

ical forests (such as the region around the Amazon River). Grassland and pastures

are responsible for roughly 10% of biomass production.
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The amounts of energy contained in each of the compartments considered in

Fig. 2.90 are generally much harder to estimate reliably than are the conversion

rates. If both are known, the turnover time for energy in a given compartment

can be obtained by dividing the amount of stored energy by the conversion rate.

The amount of kinetic energy contained in the atmospheric circulation has been

studied in some detail. From Fig. 2.54, the available potential energy (cf. section

2.3.1) in the atmosphere is 2.83 1021 J, and the kinetic energy of the circulation is

7.53 1020 J, corresponding to turnover times of 27.5 and 7.4 days, respectively.

Available potential energy is defined as the potential plus internal energy relative to

a reference state of the atmosphere, and thus represents a measure of the non-

radiative energy produced in a given region by absorbing radiation, by moving sen-

sible heat into the region, and by condensation of water vapor. The stored energy is

denoted “available” if it can be converted into kinetic energy, and the reference

state is one that cannot form any new kinetic energy (Lorenz, 1967; Newell et al.,

1969). If the stored energy in the atmosphere is not taken to be the available energy,

very different values could be obtained. For instance, the latent heat of vaporization

contained in all the water vapor present in the atmosphere in itself represents some

1.53 1022 J.

Much less is known about the magnitude of the energy stored in the oceans. An

indication of the amount of energy stored in wave motion may be derived from

the observed frequency distributions of wave height. In the North Atlantic

(φ5 59�N, λ5 19�W), the annual average wave amplitude is hai5 1.23 m, and

the average of the squared amplitude is ha2i5 2.13 m (Salter, 1974). From the

discussion in section 2.5.3, rigorously valid only for sinusoidal waves, one then

derives the average energy stored per m2 ocean surface, W
total � 104 J=m2

(In Fig. 2.90, the wave compartment has been placed under “kinetic energy,”

although on average half the energy is in the form of potential energy, cf. section

2.5.3.). If this amount of stored energy were found uniformly over the world’s

oceans, the total energy stored would be of the order of 1018 J. From similar

order-of-magnitude arguments, based on measured velocities and estimated mass

transports of surface currents (Sverdrup et al., 1942), the kinetic energy of hori-

zontal currents would be of the order of 1017 J, and the kinetic energy of the ther-

mohaline (meridional) motion, based on the calculated circulation shown in

Fig. 2.73, would be of the order of 1016 J. These rough estimates, which should be

viewed with considerable reservation, would imply turnover times of about a few

days for the surface wave motion, increasing to several years for the motion in the

meridional cells. In the deep sea, which was not adequately described in the calcu-

lation referred to (Bryan, 1969), the turnover time may be several hundreds

of years.

The amount of energy stored in the biosphere may be taken as the total biomass

in energy units. Based on Odum (1972), the average biomass may be estimated to

be about 1.53 1022 J, giving an average turnover time of 3.5 years. This average

conceals a considerable spread, with values of a few weeks for phytoplankton and

several hundreds of years for certain trees being included.
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2.4.1.2 Man’s interference with the energy cycle

Figure 2.91 summarizes the modifications of the energy cycle caused by human

society today and identifies a number of points on the flow diagram of Fig. 2.90

that could contribute to serving man’s purpose. Some of these conversion methods

are well known but are only in modest use today. The compartments and main

layout of Fig. 2.90 are repeated without text in Fig. 2.91, as a background for the

lines connecting certain points along the energy flows or at the energy stores, with

the box representing human society.

The main source of present energy conversion in human society is fossil fuels,

such as oil, coal, and natural gas. This flow amounted to about 7.2 TW in the early

1970s, and about 12 TW in the late 1990s (European Commission, 1997), whereas

the rate of forming new fuel of this type (peat, etc.) is negligible in comparison.

Conversion of nuclear energy by induced fission of 235U (plus other fissile material

produced in the reactors) in a sustained neutron-rich environment presently

accounts for about 0.7 TW (electric output), while hydropower converts about

0.5 TW of potential energy from the hydrological cycle (regulated through the for-

mation of high-lying reservoirs).

The energy flow of organic matter from the biosphere to human society is about

1.2 TW, of which half is food. Not all the 0.6 TW transferred to human society as

food actually serves as food intake, since part of it is lost in processing or is trans-

ferred to refuse. The other 0.6 TW of organic matter is mostly wood, but only a

small fraction is burned directly. The rest goes into wood products or is lost in the

production process. The amount of energy stored in wooden products is probably

growing, although losses of stock take place when wooden (including paper) pro-

ducts are discarded and eventually burned.

Other conversion processes (indicated by dashed lines in Fig. 2.91) contribute

less than 0.05 TW. They are geothermal energy (hot springs, etc.), tidal power,

wind turbines, heat pumps, and solar collectors (thermal) or solar cells. The possi-

bility of an increasing role played by conversion schemes based on renewable

energy flows is a major theme in the following chapters.

A minor theme is the study of those areas of the energy cycle that have not yet been

utilized by man but for which conversion methods have been proposed. In several of

these areas, research is under way, although the practical viability of most of the

proposed schemes remains to be demonstrated. The dot-and-dash lines in Fig. 2.91

indicate some such conversion possibilities, including wave energy, temperature and

salinity gradients in the oceans, direct solar energy conversion outside the atmosphere,

and hydropower stations in connection with glacier melt-off. Fusion of light elements

to release nuclear energy is also included as an unproven process (that is, controlled),

although its position might have been taken in the hydrosphere (deuteron�deuteron or

deuteron�tritium processes) rather than in the lithosphere (bearing in mind that lithium

enters the reaction chains primarily being studied today).

Energy conversion within human society produced about 8.2 TW of waste heat (in

the early 1970s) in the form of sensible and latent energy emissions and long-

wavelength radiation. The sensible energy emissions go into the hydrosphere (cooling

149Origin of renewable energy flows



water) or atmosphere, and the latent energy emissions (water vapor from cooling

towers, etc.) go mostly into the atmosphere, where they add to the natural heat source

function (see section 2.5.2). The long-wavelength radiation alters the net radiation

flux at the level in question (most conversion presently being at ground level), which

leads to a readjustment of the fluxes in both directions (upward and downward). Such

changes have been observed locally (“heat islands” over metropolitan or heavily

industrialized areas), whereas the evidence for global changes is at present

Short-wavelength
radiation

Extraterrestrial
sources

Atmosphere

S
ol

ar
 e

ne
rg

y
17

2 
50

0
89

 7
00

86
00

65 400

41 400 Water vapor,
gases,

particles

Oceans,
rivers,
reservoirs

Waves,
currents,
tides

Water

Condensation

Air Wind

1200

5600

25 400

91 400

57
00

12
2 

50
0

H
ea

t  
re

-r
ad

ia
tio

n

Friction

Polar ice,
moisture,
inorganic
matter

Soil, rock

Organic
matter

V
ol

ca
ni

sm
0.

3 30

G
eo

th
er

m
al

 e
ne

rg
y

(0)

(0
)

(3
)

54
00

46
00

40
00

4600

Melting,
run-off (21)

Evaporation
36 000

Fossil
deposits

Rock

Inorganic
matter

Radioactive
matter

15 600

5

25

From mantle

Uptake

133

3

T
id

al
en

er
gy

50
 0

00
R

ef
le

ct
io

n

Hydrosphere

Upper
lithosphere

Biosphere

Lower
lithosphere

Potential, latent,
chemical and

nuclear energy

Sensible
heat

energy

Kinetic
energy

Long-wavelength
radiation

D
ec

om
-

po
si

tio
n

Figure 2.90 Schematic energy cycle without anthropogenic interference. The energy flows

are in TW (1012 W). Numbers in parentheses are uncertain or rounded off.

Constructed with use of Odum (1972); Budyko (1974); Gregg (1973); Lorenz (1967);

Manabe (1969).

150 Renewable Energy



inconclusive. The 8.2 TW constitutes 4.73 1025 of the solar radiation at the top of

the atmosphere. For comparison, the maximum relative change in the solar radiation

at the top of the atmosphere due to changes in the eccentricity of the Earth’s orbit

around the Sun during the past 500 000 years has been 1023 (Hays et al., 1976).

Energy is stored in a number of products within human society, and some are

later exported, such as 0.2 TW estimated to go back into the biosphere (agriculture)

with fertilizers.
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background box layout corresponds to the compartments in Fig. 2.90.
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There is a net inflow of energy into human society, indicating a build-up of

stored energy. The exact magnitude of the amount of energy stored is difficult to

assess, since some of it is likely to be found in discarded products and other wastes,

some of which may be on their way back into the biosphere or lithosphere, while

other wastes cannot be expected to release stored energy in the near future (e.g.,

some manufactured products containing stored chemical energy). On the other hand,

the stock of such energy (e.g., chemical) residing in the structures and materials

forming our cities, transportation systems, etc., has certainly increased with time.

The amounts of non-renewable fuels expected to be recoverable with technology

not too different from today’s (proven plus estimated recoverable reserves) are of

the order of 1022 J for oil and gas, 1023 J for coal, and 1022 J for 235U (Ion, 1975;

Sørensen, 1999). Ion states that not all known coal reserves may be mineable, and,

of the uranium estimate given here, only about 10% has been verified so far.

2.4.1.3 Matter cycles

Since the exchange of matter between the Earth�atmosphere system and its surround-

ings is small (cosmic particles are received and some atmospheric matter is probably

lost to space), matter cycles are essentially irrelevant when conserved quantities like

non-radioactive elements are considered. Normally, each element participates in sev-

eral different chemical configurations during its cycle. Only in a few cases, such as

the water cycle considered in Fig. 2.65, is it relevant to describe the flow of a chemi-

cal compound. Here the reason is that the gross flow of water in its different phases

is little affected by chemical reactions between water and other elements, of which a

number do take place in the atmosphere as well as in the lithosphere.

In most cases, a cycle would then be drawn for a single element, such as oxygen,

carbon, or nitrogen. However, the flow of matter (the element) in itself does not

give any indication of the processes involved, because it is often the chemical reac-

tions that determine the flow rates in the system.

Of particular interest in connection with renewable energy flows are the flows of

those materials that participate in the biological processes depending on photosyn-

thesis. Examples of such elements are carbon, nitrogen, phosphorus, potassium,

oxygen, and hydrogen, but a long list of other elements should be added to account

for the structure of organic material, including the enzymes and hormones impor-

tant for the control of biological processes.

2.4.1.4 The carbon cycle

Figure 2.92 shows the construction of a gross carbon cycle, based on a small

number of highly aggregated compartments in the marine and terrestrial areas. The

matter flow is expressed in units of 1012 kg of carbon per year, and the amounts of

carbon stored in the compartments is expressed in units of 1012 kg of carbon.

The rates and stored quantities have been assumed to correspond to a stationary

situation, before interference by human society. Over a longer period of historical

development, as shown in Fig. 2.2 for oxygen, photosynthetic conversion can no

longer be assumed to be at a constant level. On this time scale, the most important
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processes adding or removing CO2 from the atmosphere, aside from photosynthe-

sis, are the weathering of limestone and the formation of such rock, by the

combination of Ca21 ions with CO3
22 ions, and the exchange of CO2 between the

oceans and the atmosphere. The maximum CO2 content of the atmosphere, which

may have prevailed when there was no photosynthesis, is limited to about 1%

(about 30 times the present level) by the CaCO3 rate of formation (Rubey, 1951).

Assuming the oceans to be present, the maximum amount of atmospheric oxygen

would, in the absence of photosynthesis, be given by the rate of photodissociation

of water in competition with the screening of this process by the oxygen already

formed. The corresponding upper limit for atmospheric oxygen would be of the

order of 0.02% (1000 times smaller than the present level) according to Berkner

and Marshall (1970).

It follows that practically all the oxygen now present in the atmosphere has been

formed by photosynthesis. The same seems to be true for the oxygen present in the

lithosphere, and the ratio of carbon and oxygen in the atmosphere plus lithosphere

(but excluding the hydrosphere, which contains oxygen in water) is very close to

0.5, indicating that all of it may have its origin in photosynthetic dissociation of

CO2 (Cloud and Gibor, 1970). A positive amount of CO2 would have been trans-

ferred from oceans to atmosphere during most of the period in which photosynthe-

sis has taken place outside the oceans (about 53 108 years).

Possible non-fossil carbon, in the form of methane, may be present in the

Earth’s crust (Gold and Soter, 1980), and it has been proposed that the sudden

release of large amounts of methane could have been responsible for the climate

change occurring 55 million years ago (Norris and Röhl, 1999).
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Figure 2.92 indicates a surplus of CO2 going into the atmosphere as a result of the

burning of fossil fuels, the clearing of natural vegetation, and the introduction of agri-

cultural practices, which expose larger volumes of soil to contact with the air (deep

plowing), whereby they release more CO2. Part of this surplus is absorbed by the

oceans, but the process seems unable to keep pace with the rapid growth of CO2 in

the atmosphere, so the net result is that about half the extra CO2 injected into the

atmosphere is accumulating there. Also, the mixed upper layer of the oceans has a

turnover time that is longer than the time scale of human interference with the carbon

cycle, so the additional CO2 absorbed by the oceans largely accumulates in the mixed

layer, rather than reaching the long-term sink provided by the deep ocean. The larger

uptake due to anthropogenic emissions 1950�2005 has been observed (IPCC, 2013a).

The transfer rate of CO2 across the atmosphere�ocean boundary, which in a sta-

tionary state would equal the ocean�atmosphere transfer rate, has been estimated

on the basis of the depletion rate of 14C injected into the atmosphere by nuclear

weapons tests. Telegadas (1971) found that the effective half-life of the excess 14C

in the atmosphere was at an average value of 5.6 years during the period

1963�1966 and 8.2 years during the period 1966�1969. He interpreted the rising

half-life as an approach to an equilibrium, in which re-emitted 14C from biosphere

and oceans must be subtracted from the fallout rate in order to give the effective

half-life. The value t
eff

1=2 5 5:6 years is thus an upper limit of the one-way fallout

rate, which may become diminished if mechanisms of sufficiently short-time re-

entry into the atmosphere are present. One such mechanism would be associated

with the part of the biosphere respiration (cf. Fig. 2.92) derived from living plants

or animals. The atmosphere�ocean transfer rate derived from these arguments is

about 63 1013 kgC y21, but different interpretations of essentially the same data

give transfer rates in the range (3�14)3 1013 kgC y21 (Machta, 1971; Bolin, 1970;

Fairhall, 1973). An average value of 93 1013 kg y21 is used in Fig. 2.92.

The rates of new fossilization and formation of new rock (limestone) containing

CaCO3 have been estimated from the average history of deposits present today.

Thus, the actual formation may have taken place over a shorter period, yielding a

varying rate that is larger than that indicated under certain circumstances, but zero

during other periods.

2.4.1.5 The nitrogen cycle

Another biologically important element is nitrogen, the tentative cycle of which is

depicted in Fig. 2.93. Nitrogen gas (N2) is a major constituent of the atmosphere, but in

order for it to become available for building biological material, the nitrogen must first

be “fixed.” Nitrogen fixation is defined as a process by which gaseous nitrogen (N2) is

transformed into a constituent of a compound, such as ammonia (NH3):

Nitrogen fixation

N2 1 energy ð0:673 106 J=molÞ ! 2N;
2N1 3H2 ! 2NH3:
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The fixation may be accomplished by plants, but not all plants are suited to per-

form the process. Leafy vegetables are particularly suitable, and the increased culti-

vation of such vegetables by human activity is estimated to be responsible for a

nearly 50% increase in the total fixation of nitrogen in the terrestrial biosphere

(143 109 kg y21). The actual set of chemical reactions involved in the biological

fixation is much more complicated than the summary equations given above, since

they are combined with metabolic processes by which the solar energy input is trans-

formed into useful energy. Thus, the energy needed in the first step is derived from

photosynthesis, while the second step, which is slightly exoergic, takes a different

form, due to the absence of free hydrogen in practically all biological materials.

In the industrial nitrogen fixation process (the “Haber process”), the energy input

may be from natural gas (methane) or another fossil fuel, which also provides the

hydrogen for the second step. If renewable (other than biological) or nuclear energy

is the starting point, hydrogen may be obtained by electrolysis. The rate of indus-

trial fixation is presently around 303 109 kg y21 (Delwicke, 1970). Most of the

ammonia produced in this way is used to manufacture fertilizers, e.g., ammonium

nitrate (NH4NO3) or urea (CO(NH2)2):

Fertilizer production

NH3 1 2O2 ! HNO3 1H2O;
HNO3 1NH3 ! NH4NO3;

or
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Figure 2.93 Schematic nitrogen cycle. The rates of transfer are given in 109 kg of nitrogen

per year. Man-made contributions are shown in italics.

Constructed with use of Delwicke (1970).
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2NH3 1CO2 ! COðNH2Þ2 1H2O:

The growth of plants that rely on nitrogen fixed by other plants can be greatly

enhanced by administration of fertilizer. Nitrogen in fixed form appears to be a

dominant limiting factor for such plants, but also the yield of plants that are them-

selves able to fix nitrogen can be enhanced by the addition of fertilizer. Since fertil-

izer can replace biological fixation, it saves the biosphere from spending the

amount of energy that would otherwise be used to fix the corresponding amount

of nitrogen. This is the basis for associating the use of fertilizer with an energy

transfer from human society to the biosphere, as shown in Fig. 2.91. To the extent

indicated by this figure, one may say that plants are grown on fossil fuels rather

than on solar energy.

A third source of fixed nitrogen, both for continents and oceans, is shown in

Fig. 2.93 under the heading “atmospheric fixation.” It is due to fixation within the

atmosphere by ionization of N2 caused by radiation or lightning, and the nitrogen in

fixed form is transferred to ocean or land surfaces by precipitation.

In a natural ecosystem that has reached a stationary state, no net removal of

nitrogen from the atmosphere takes place. This is because the nitrogen fixed by nat-

ural processes is later returned to the atmosphere by denitrification processes. The

dead organic matter, in which the nitrogen may be bound in very complex com-

pounds, is decomposed by bacteria that release the nitrogen in the form of ammonia

(ammonifying bacteria). Another set of bacteria, called nitrifying bacteria, oxidize

ammonia to nitrite (NO2
2) or nitrate (NO3

2). Finally, the return of gaseous nitro-

gen, N2, or N2O to the atmosphere is achieved by denitrifying bacteria through

highly exo-energetic processes based on sulfur or glucose, for example:

Denitrification processes

C6H12O6 1 6KNO3 ! 6CO2 1 3H2O1 6KOH1 3N2O;

5C6H12O6 1 24KNO3 ! 30CO2 1 18H2O1 24KOH1 12N2:

At the present level, denitrification processes do not balance the sum of natural

and man-made fixation processes. The reason is not so much the time lag between

the growing man-made nitrogen fixation and the formation of dead organic mate-

rial, as the fact that only a fraction of the additional nitrogen in fixed forms adheres

to the biological cycle all the way. A large quantity (in Fig. 2.93 estimated as

223 109 kg y21) leaves the terrestrial biosphere with ground water or surface run-

off or is accumulated in soil (a build-up of 53 109 kg y21 is indicated for the dead

organic matter compartment on land). Some of the fertilizer administered to agricul-

tural soils runs off with surface water even before it has been absorbed by plants,

and some is carried away by ground water flows. Also, the conditions for a match-

ing growth in denitrification do not appear to be fulfilled, for physical (the way in

which the dead organic matter is deposited) or biological (the limiting factors gov-

erning growth of the population of denitrifying bacteria) reasons. The result is an

accumulation of nitrogen in fixed forms in local water systems and in the oceans.
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According to the estimates made in Fig. 2.93, 43 109 kg is accumulated per year in

the hydrosphere, and 93 109 kg y21 is being removed from the atmosphere.

The above examples of matter cycles illustrate some of the problems introduced

by the rapidly increasing amount of interference, on the part of human society, with

stationary cycles that have taken much longer to establish than the time scales of

the changes now induced. It has also been demonstrated that the construction of a

reasonable model of such cycles requires an intimate knowledge of all the chemical

and physical processes of importance for the element considered.

2.4.2 Climate changes

The year-by-year fluctuations in climate parameters may appear as random fluctua-

tions around an average climate when only a small number of years are considered.

Over longer periods, evidence for systematic changes has been found, and over the

entire geological history, it is certain that major changes in climate have taken place.

One important question is the extent to which human activities inadvertently

cause climatic changes that would not otherwise have occurred or speed up changes

that would have happened anyway. In the longer term, the use of planned anthropo-

genic intervention may be considered, in order to avert natural climate changes that

would limit or reduce the possibility of sustaining a human society of the type

desired. At present, however, the consequences of human interference with climate,

planned or inadvertent, cannot be predicted with a sufficient degree of certainty, so

it would seem prudent to keep the amount of interference at the lowest possible

level while more reliable information is being sought.

Energy use is the focus when addressing questions of anthropogenic interference

with climate, as well as in the discussion of environmental pollution. The utilization

of renewable energy flows is often considered a non-polluting alternative (dams for

hydroelectric installations perhaps excepted), which may be true in terms of the

absence of gaseous and particulate emissions. However, since these flows are inte-

gral parts of the climate, it is by no means certain that any utilization—be it only a

time delay in the return of long-wavelength radiation to space—could not have an

effect on climate. In particular, agriculture is a way of utilizing solar energy that

involves changes of large land areas and almost certainly has had climatic impacts

during the history of cultivation (cf. the discussion in Chapter 1).

Studies applying general circulation models have been used to address the question

of the possible climatic impact of fuel burning with CO2 emissions, of activities that

may reduce the stratospheric ozone content, and of general changes in net radiation,

e.g., due to emissions altering cloud cover. Below, first an outline of climatic changes

that have occurred in the past, inasmuch as they have been identified, is given.

2.4.2.1 Climatic history

There is no detailed account of the early climate of the Earth before the Paleozoic

period starting about 63 108 years BP (before the present). Paleontological evi-

dence suggests that even the poles must have been ice-free more than 90% of the

time since then. However, about 33 108 years BP, a major glaciation took place at
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both poles, which at that time were covered by two vast continents, Laurasia in the

north and Gondwana in the south. This period of glaciation, possibly with interrup-

tions, lasted about 53 107 years and was followed by a warm period extending

throughout the Mesozoic era (see Fig. 2.94). It is tempting to associate the cessation
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Figure 2.94 Trends in the surface temperature of the Earth. The lower part (b) gives gross

estimates of temperature based on paleontological evidence and, from 73 107 years BP,

an estimate from drilled deep-sea cores with benthic data, assuming ice-free ocean surface.

Glaciations have taken place in the period between 3.53 108 and 2.73 108 years BP, and

again 3.83 107 years ago at the South Pole and 43 106 years ago at the North Pole. (Based

on Shakleton and Opdyke, 1973; Crowley, 1998; Zachos et al., 2001; Jansen et al., 2007.)

The top part (a) shows, on an expanded scale, the trends in temperature variations during the

last 53 106 years, also from benthic data (18O to 16O ratio and fossilized organisms).

Based upon Lisieki and Raymo (2005).
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of this ice age with continental drift, allowing warm ocean water to be circulated

into the Arctic regions.

From the Tertiary period (beginning about 63 107 years BP), a cooling finally

led to new periods of glaciation within the Quaternary period (from about 106 years

BP). During the last half of the Quaternary period, oscillatory behavior of the cli-

mate has been well established by studying layer sequences in ocean cores (Hays

et al., 1976), as well as evidence derived from estimated extents of the ice cover.

The glaciation period started about 53 106 years BP in the Antarctic region, but

2�3 million years later in the Arctic region, presumably due to the distribution of

continents at the time.

The fluctuating extent of the ice cover from the beginning of the Quaternary

period to the present has been subjected to various kinds of smoothing and spectral

analysis. Based on ocean core data, Hays et al. (1976) found an overall frequency

of the glaciations of about 1025 y21. The shape of the temperature function

is asymmetric, with a slow cooling from the interglacial maximum, taking

about 93 104 years to reach the minimum (peak glaciation), followed by a rapid

(104 years) rise of temperature back to the maximum value. The difference between

maximum and minimum average temperature is believed to be about 10�C.
Superimposed on the glaciation cycle are oscillations corresponding to a cycle time

of about 43 104 years and another set, possibly with more than one component, of

cycle times in the range (1.9�2.4)3 104 years.

Figure 2.95 shows estimated variations in the average temperature during the

last 140 ky, based on ocean core data and (for the last 75 000 years) ice cores

from Greenland (Dansgaard, 1977). The ice cores contain a more detailed record

of climate, where seasonal variations can be followed. Each year corresponds to

a depth interval of several centimeters, except for the very oldest (deepest) parts

of the core. For the ocean cores one has to rely on estimated sedimentation rates.

The temperature estimate is primarily based on the isotopic abundance of 18O,

which depends on the temperature prevailing in the atmosphere when the precip-

itation that formed the ice was falling. The reason is that H2
18O has a lower

vapor pressure than H2
16O, and thus the abundance of 18O will be slightly higher

in the precipitation than in the atmospheric vapor, implying a depletion of 18O

from the atmosphere. The lower the atmospheric temperature, the more 18O has

been removed from an air parcel having traveled for a while under the influence

of condensation processes, so that a low 18O content in the snow in Greenland

indicates a low temperature throughout the “fetch region.” It is clear that this

type of temperature determination contains a number of uncertainties and that it

is not possible to deduce the global average temperature from such data.

However, the time sequence of warming and cooling trends should be very reli-

able, and comparisons with direct temperature measurements in recent periods

indicate that these trends from the Greenland ice cores correlate well with the

trends observed at northern mid-latitudes (Dansgaard et al., 1975). Temperature

scales similar to those indicated in Fig. 2.95 are suggested on the basis of

other kinds of data, e.g., tree ring data, pollen records, and fossil plankton data

(see Bolin, 1974).
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The latest ice age built up over a period of at least 60 000 years and then disap-

peared over something like 4000 years, with a number of fluctuations of appreci-

able amplitude superimposed on the main trend. During this glaciation period, man

developed societies of substantial sophistication, including medical use of plants
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Figure 2.95 Trends in average surface temperature during the last 1.43 105 years. The upper
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(Fig. 2.89), representative for Greenland. The amplitudes of the temperature variations during the

most recent couple of hundred years have been smaller at mid-latitudes than in Greenland.

Based on Bolin (1974); Dansgaard et al. (1975); Dansgaard (1977).
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and the art of painting. Major urbanizations are found throughout the warm period

starting about 104 years ago (“the climatic optimum”). During the most recent

103 years, the greatest change in climate has occurred in the present century,

exhibiting a warming trend until about 1940, then a slight cooling trend until 1980,

and finally more warming (IPCC, 1996a).

The 1880�1940 temperature rise from the Greenland data (Fig. 2.95, top) is

somewhat larger than that observed at mid-latitudes, with the latter being 0.4�C
according to IPCC (1996b). Not just temperature was affected by glaciation.

Climate models indicate higher ocean salinity during the maximum glaciation

period (IPCC, 2013a).

2.4.2.2 Causes of climatic change

In the early history of the Earth, climate changes were integral parts of the evolu-

tion of continents and of the formation of the atmosphere and the oceans and their

subsequent evolution. Major alterations in surface structure, the formation of moun-

tain chains and volcanic activity, influenced climatic variables, and varying cloudi-

ness and ozone content in the atmosphere modified the net radiation received at

the surface, which itself, through changes in albedo, modified the radiation

being reflected. Therefore, there are plenty of causes to choose from and to com-

bine in order to account for the large-scale evolution of climate on Earth. As briefly

mentioned above, the formation and dissolution of large continents near the

poles may explain the late Paleozoic glaciation and its subsequent disappearance.

Superimposed on the large-scale trend of climatic behavior shown in Fig. 2.94,

short-term temperature excursions are likely to have taken place. Budyko (1974)

argues that if the size and frequency of volcanic eruptions were stochastically

distributed, then there would, during a time period as long as the Mesozoic era, be

several occurrences of global dust-triggered temperature drops of perhaps 5 or

10�C, strong enough to last for several decades. The speculation is, then, that such

episodes may have been responsible for the extinction of certain animal species

(in particular species of dinosaurs, which appear to have had no thermoregulatory

mechanism). Of course, the durations of these temperature excursions may have

been too short to leave any geological traces. Alternative suggestions for the extinc-

tion of dinosaurs involve meteorite hits.

Considering the Quaternary period, the physical state of the Earth (such as distri-

bution of continents and oceans) may be regarded as sufficiently stationary to

exclude it as a likely cause of climatic changes. It is thus tempting to associate the

periodic occurrence of ice ages and temperature oscillations (Fig. 2.94, top) with

periodic variations in the external conditions serving as boundary conditions for the

climate equations. Such variations would primarily be variations in incident radia-

tion, which could be caused, for example, by the periodic changes in the Earth’s

orbital parameters, due to many-body interactions in the planetary system. Less

likely suggestions invoke periodic passage through interplanetary dust (the difficul-

ties of such theories have been pointed out by Dennison and Mansfield, 1976) or

periodic changes in the Sun’s radiation output (see Hammond, 1976), similar, but
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with different periods, to the well-known changes in magnetic activity of the Sun,

e.g., the 11-year sunspot cycle. However, the effects of the cyclic sunspot periods

of variations in solar output are much smaller than needed to explain ice ages

(IPCC, 1996b). Finally, the shorter-term oscillations in temperature during the

Quaternary period might be interpreted in terms of Lorenz’s model of near-

intransitive, vacillating systems (see section 2.3.3), requiring no external causes.

The explanation of glaciation behavior considered viable is the one in terms of

orbital changes that was first proposed by Milankovitch (1941). The frequency

spectrum of such variations has a peak at 1053 103 years (changes in the eccentric-

ity of the Earth’s orbit), 41 000 years (changes in obliquity, i.e., the angle between

the equatorial and ecliptic planes), and a continuous shape with two peaks at about

23 000 and 19 000 years (changes in the longitude of the perihelion due to preces-

sion). The variations in obliquity and precession do not alter the total solar radiation

received by the Earth, but lead to periodic variations at fixed geographical loca-

tions. The variation in eccentricity does alter the total amount of radiation, but by

less than 0.1%. If this is considered negligible, the amount of radiation is unaf-

fected, even locally, by the eccentricity variations.

In studies of ocean core samples, evidence for the presence of these spectral

peaks show up in the 18O to 16O ratio as well as in the sea surface temperature (as,

e.g., estimated from the abundance of unicellular organisms, radiolarians; Hays

et al., 1976, or from benthic organisms on the seabed, Lisiecki and Raymo, 2005).

The samples cover a time interval of about 5 million years back from the present

(cf. Fig. 2.94). Although the obliquity periods around 43 104 years are clearly

showing up from 1.5 to 0.6 My, they disappear or are diminished thereafter. The

precession 23 103 year period may play a role but is mostly buried in more chaotic

variations in the data, possibly associated with volcanic activity but probably also

having other causes. The 105 year eccentricity period is the main explanation for

the periodic occurrence of ice ages showing up on oxygen-isotope and temperature

data from 0.6 My to the present.

2.4.2.3 Understanding glaciation

It is only recently that climate models (see section 2.5) have been able to incorpo-

rate the variations in CO2 derived from the 18O data (Fig. 2.94). Even today, several

models can only deal with a single value for the carbon dioxide in the atmosphere

and have to be rerun for different values to study the effect of say anthropogenic

CO2 emissions. The long-range computer simulations (thousands of years) needed

to study the possible onset and end of major glaciation climatic periods are neces-

sarily of a more rudimentary type than the models aiming at studying the climate

over the next hundred years only, and they have to include the variations in solar

radiation mentioned above, as well as land depression by the weight of thick ice

covers and its dynamics. Furthermore, the precise mechanisms by which glaciation

progression depends on CO2 are poorly known. It appears that in order for a new

ice age (massive expansion of ice sheets from the poles to a range of high latitudes)

to start, the atmospheric CO2 content should not be larger than about 210 ppmv

162 Renewable Energy



(parts per million by volume). The recent 600-My glacial cycles build up irregularly

from this value to a maximum of around 280 ppmv, reached at the maximum glaci-

ation some 90 ky after the cycle onset (e.g., Sørensen, 2011). The atmospheric CO2

content then used over the subsequent 10 ky with ice melting to end the cycle by

returning to 210 ppmv, but the current interglacial period shows a different behav-

ior, even before the combustion of fossil fuels on a large scale began (see Fig. 7.14

and IPCC, 2013d).

The new, fairly low-quality climatic models for describing log-time glaciation

behavior have attempted to address the speculation that agriculture with its land use

changes and its reliance on methane-producing domesticated animals for food could

have delayed the onset of glaciation (Ruddiman, 2003; Claussen et al., 2005). Early

anthropogenic practices could have been enough to keep the atmospheric CO2 con-

tent so much above 210 ppmv that the previous mechanism of generating a new ice

age no longer works (Ganopolski et al., 2016). By the industrial revolution from the

18th century, the CO2 level reached some 280 ppmv, and by 2015 the value is

370 ppmv and rising. The simple models suggest that with such levels of CO2, the

start of a new ice age that otherwise could have occurred over the past hundreds of

years is now postponed by some 50 000 years (Loutre and Berger, 2000; Berger

and Loutre, 2002). The further emissions of greenhouse gases from 2015 to the

final abandonment of fossil fuels in the 22 century (at the latest) will likely further

postpone the next ice age to at least some 100 000 years into the future (Ganopolski

et al., 2016). The IPCC (2013c) assessment notes that ice sheets have already

shrunk by some 15% from 1970 to 2015. Decreasing ice volumes are causing sea

levels to rise and the behavior over the past 0.8-My period has been established

(Skinner and Shackleton, 2006; Waelbroeck et al., 2008; Elderfield et al., 2012).

Although the simplified climatic models predicting the prolongation of an inter-

glacial world (shown in Fig. 8.4) include relevant mechanisms of ice formation and

melting, they still use a fixed CO2 content and thus are run several times with dif-

ferent values, which may not correspond to simulations taking the variations in CO2

into account dynamically. For this and other reasons model simplification, the

model outcomes, including statements on when the next glaciation would have

started without anthropogenic interference, should therefore still be taken with a

grain of salt.

2.4.2.4 The white Earth state

It is important to realize that, under present conditions, and probably throughout the

Quaternary period, the most stable state of the Earth is one of complete glaciation

(i.e., all oceans frozen, all continents snow-covered). The explanation is of course

that the albedo of such a “white Earth” would exceed 0.7 and thus reflect

more than twice as much of the incident radiation as at present. The estimated

global average surface temperature in this state is about 270�C (Budyko, 1974).

Model calculations indicate that the average temperature for the entire atmosphere

would be about 20�C below the average surface temperature, but that stratospheric

temperatures would be almost unchanged (Wetherald and Manabe, 1975).
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Various attempts have been made to estimate the size of perturbation that would

trigger a transition from the present climate to a “white Earth.” According to

Budyko’s (1974) simple, one-dimensional model, which parametrizes the compo-

nents of the net radiation flux and neglects seasonal variations and variations

in cloudiness, a decrease as small as 1.6% in the solar constant would cause the

ice caps to exceed a critical size, beyond which they would continue to grow until

the entire Earth was covered. This process comes about as a result of a feedback

loop: temperature decrease ! increased glaciation ! increased albedo ! more

temperature decrease. Budyko’s model contains latitudinal transport of energy, in a

highly idealized way, with parameters adjusted to reproduce present latitude

dependence of temperature. In Fig. 2.96, the mean surface temperature derived

from Budyko’s model is compared with the results of Wetherald and Manabe,

using the three-dimensional atmospheric circulation model with idealized topogra-

phy, described in section 2.3.2, but without the oceanic circulation and without

seasonal variations or detailed cloud modeling. The hydrological model is

included, but, as the authors emphasize, the results concerning the relationship
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Figure 2.96 The calculated variation in globally averaged surface temperature, as a

function of changes in the solar constant, relative to the present. The full curve is based

on the one-dimensional model of Budyko (1974), while the dashed curve is based on a

three-dimensional model of Wetherald and Manabe (1975).
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between solar radiation and temperature (or glaciation) may not be more reliable

than those of Budyko, because his phenomenological parameters are fitted to (pres-

ent) data, while Wetherald and Manabe approximately solve the true equations for

a system that resembles, but is not, the actual Earth. As seen in Fig. 2.96, their

average temperature for the Earth at present is about 6�C too high, and they predict

a much slower dependence of the temperature on solar radiation, with no “white

Earth” instability in the interval of solar constants considered, from 2% above the

present actual value to 4% below. They warn that inclusion of the meridional

transport by ocean currents may increase the sensitivity to the value of the solar

constant. The extent of the maximum ice caps during the Quaternary period

exceeded 75% of the way to Budyko’s critical latitude of roughly 50�, which

would have led to a white Earth.

From the above discussion, the long-term evolution of the Earth’s climate may

be seen in a new light when one realizes that an explanation is required to account

for the presence of non-frozen water for more than 33 109 years, i.e., that the

Earth could not have been in a stable state of complete glaciation during that time

(or, if it was for shorter periods, an explanation is required to account for the large

amount of energy necessary to melt the ice). The apparent contradiction is derived

from the near certainty that the solar constant must have been increasing regularly

from a value about 25% lower than the present value during the 4.53 109 years

since the Sun became a main-sequence star. The gradual increase in solar luminos-

ity is a result of the hydrogen depletion and radius increase, cf. Fig. 2.9. The mag-

nitude of the relative increase in the solar constant, being thus about 0.05 per 109

years, is not strongly dependent on the particular solar model employed (Newman

and Rood, 1977).

It is thus tempting to conclude that the change in solar constant must have been

counteracted by a change in the Earth�atmosphere system, such that the average

surface temperature has never been below the critical value leading to the white

Earth, which again implies either that the Earth�atmosphere albedo was lower

before or that the greenhouse effect was more pronounced. Even for an entirely

ocean-covered Earth, the albedo decrease might not be sufficient, because increased

cloudiness would counteract such a decrease. The greenhouse effect would be

increased if the long-wavelength re-radiation from the atmosphere toward the

Earth’s surface increased, as a result of an atmosphere of a composition different

from the present one. The larger CO2 content possible in the periods with little or

no photosynthesis would act in this direction, but according to Sagan and Mullen

(1972), even the maximum possible CO2 content (in equilibrium with the CO2 in

oceans and the carbonate-containing rocks) would be insufficient. Sagan and

Mullen suggest that a small amount of NH3 (mixing ratio 1025) was present, which

would effectively absorb radiation of wavelengths of around 1025 m, leading to a

surface temperature increase of as much as 70�C. At the same time, the atmospheric

availability of NH3 would enhance the chances of forming life, bypassing the step

of nitrogen fixation. It may also be suggested that NH3 was formed as a result of

atmospheric fixation in periods of intense electrical activity in the atmosphere. If no

new changes in the atmospheric composition take place, Sagan and Mullen estimate
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that the continued rise in the magnitude of the solar constant will lead to a 50�C
increase in average temperature in another 4.53 109 years (this in itself may change

the atmosphere into one like that of Venus today). A similar calculation for the

Martian atmosphere suggests that in 4.53 109 years it will have a temperature

much like the Earth’s today, which may serve as a consolation.

2.4.2.5 Man’s interference with climate

The first significant anthropogenic influence on climate is probably the one associated

with extensive destruction of natural vegetation, primarily aimed at transforming it

into arable land or pastures. Presently, about 10% of the continental area is cultivated

and about 30% is occupied by grassland or pastures (Odum, 1972). The transforma-

tion of steppe or forest into arable land has a number of consequences. The compo-

nents of the net energy flux (2.18) are altered. The net radiation flux is diminished

owing to a (modest) increase in surface albedo. The albedos for steppe and coniferous

forest (in non-Arctic regions) are about 0.13, for deciduous forest and tropical forest

during the dry season, 0.18, for tropical forest during wet season, 0.24, for savannahs

and semi-deserts, 0.14 during the dry season and 0.18 during the wet season, and for

deserts, 0.28 (Budyko, 1974); the mean albedo for cultivated land and pastures is

0.20. Considering the types of transformation taking place, a reduction in net radia-

tion ranging from 3% to 20% has been reported for the establishment of agricultural

land in the temperate zones (Wilson and Matthews, 1971). Also, land reclaimed from

the sea has a higher average albedo. The evapotranspiration and hence the latent heat

flux away from the surface is smaller for grassland and slightly smaller for dry arable

land than for forest, while it is slightly larger for wet arable land (rice paddies, etc.).

The upward sensible heat flux is very small for wet arable land, medium for dry ara-

ble land and deciduous forest, and quite high for grassland and coniferous forest.

Thus, the transformation of forest to arable land is likely to reduce considerably the

Bowen ratio, defined as the ratio of sensible and latent heat fluxes,

Bowen ratio5Esens
s =Elat

s :

It is probable that man’s quest for agricultural land has had much larger unin-

tended effects than the above-mentioned changes. It is believed that the savannah

grasslands in the tropical regions are entirely man-made, since the natural vegeta-

tion of these semi-humid regions is dry, deciduous forest. The activities of man

have greatly augmented the number of forest fires.

In the semi-arid regions, dry steppe is being transformed into semi-desert by over-

grazing, which exposes the soil to wind erosion as well as to water erosion during the

(short) rainy season. Calculations indicate that the albedo change due to overgrazing

may induce severe drafts in such regions (Charney and Stone, 1975). Also, tropical

forests have been, and still are being, destroyed by human activity. For instance,

archeological evidence suggests that the Rajputana desert in India was as fertile as a

tropical forest only 1000 years ago, which implies that its Bowen ratio, which is now

in the range 2�6, has decreased more than tenfold (Bryson, 1971).
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When a tropical forest is being removed, the soil is no longer able to retain its

humidity. Then precipitation runs off along the surface, and the soil becomes still

drier. The humus layer is washed away and a solid crust of clay is developed.

Weathering of this dry soil may greatly increase the particle content of the atmo-

sphere, and by reflecting incoming radiation this dust may reduce the net radiation at

the surface. On the other hand, cloud cover is likely to become reduced. According

to a computer simulation (Potter et al., 1975), the surface temperature may drop by

about 0.4�C, while the temperature at a height of 12�13 km may drop by 1�C (year

average). Figure 2.97 shows the calculated change in zonal precipitation resulting

from the assumed complete removal of the tropical rain forests. It is worth noting

that the induced climate changes are global. The model does not include the influ-

ence of the dust particles from the barren soil on the rate of precipitation.

Urbanization is another factor in climate modification due to anthropogenic land

use that may be significant, although the area involved is smaller than that of agri-

cultural utilization. Urbanization usually entails an increase in temperature, a

decrease in wind speed (through increased roughness length for the wind profile

described in section 2.5.1), and, at least for societies relying on burning fossil fuels

and on polluting industries, an increase in atmospheric content of particles and trace

gases, and an increase in cloudiness and precipitation, but less incoming radiation

at the surface and less relative humidity of the atmosphere over the urban area.

Man’s interference with the hydrological cycle (Fig. 2.65) has become quite

significant. Lvovitch (1977) divides the total river run-off of 393 1012 m3 water

per year into a “stable” part, being maintained by ground water flows

(123 1012 m3 y21) or being regulated by reservoirs (23 1012 m3 y21), plus a
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Figure 2.97 Calculated change in the rate of precipitation (averaged over longitudes),

resulting from removing all tropical jungles.

Based on Potter et al. (1975).
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variable or “unstable” part (253 1012 m3 y21). Anthropogenic interference with

these flows is summarized in Fig. 2.98. It appears that the largest usage is for irriga-

tion, then industry, and then a small amount for household and livestock watering,

but the significant measure for interference is probably the amount of water neces-

sary to dilute wastewaters (which for some industrial enterprises may be very

large), plus of course the amount of water really “used,” i.e., left in an unretrievable

form. As much as 45% of the stable run-off is being diverted through human soci-

ety, plus around 5% of the unstable run-off. Human extraction of ground water

enhances the hydrological cycle, and significant changes in the net water flow at

the surface are induced by the creation of artificial lakes or reservoirs and (working

in the opposite direction) by drainage of swamps and other humid soils.
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Figure 2.98 Schematic picture of human interference with river run-off. The rates are given

in units of 109 m3 of water per year. The “stable” part of the run-off is the part maintained

by ground water flow plus the part associated with regulated reservoirs.

Based on Lvovitch (1977).
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The amounts of latent energy moved by irrigation and subsequent evaporation

and condensation are several times larger than the waste heat presently associated

with direct anthropogenic energy conversion. But rather than changing the energy

content of the atmosphere (as in urban “heat islands”), the effect of irrigation is to

speed up the hydrological cycle. This could have climatic effects beyond the hydro-

logical cycle, which, as demonstrated, for example, by the model calculations

described in section 2.3.1, is strongly coupled to the general circulation and temper-

ature distribution.

The general circulation of the oceans has also been affected by human activities.

In this context, the regulation of rivers by building dams (in connection with hydro-

power) or canals (usually for transportation) may play a role by causing an “unnatu-

ral” timing of the peak run-off into the oceans or by diverting the run-off to other

parts of the oceans than those originally receiving the river water. Few such

planned engineering enterprises have been undertaken in open oceans, but a number

of proposals have been put forward that could invoke large-scale climatic changes.

An example is the proposal for building a dam across the Bering Strait and pump-

ing water from the Arctic Ocean into the Pacific Ocean. Thereby, new warm water

would be pulled into the Arctic region from the Atlantic Ocean, where it might

melt the sea ice (the same might be achieved by spraying soot on the ice to reduce

its albedo). Another example is the artificial upwelling of cold and nutrient-rich

water into surface regions, with the purpose of increasing biomass production (e.g.,

in the tropical ocean surfaces, where the net radiation is abundant and the supply of

nutrients is the main limiting factor) or energy production (thermal or salinity gradi-

ent conversion, see Chapter 4). Primary climatic effects might be increased foggi-

ness in summer and increased heat flux in winter (Wilson and Matthews, 1971).

Concern has been expressed over the effect of oil spills (from tankers, offshore

drilling, etc.) on the ocean�atmosphere interface (Wilson and Matthews, 1970). At

large oil concentrations, the heat fluxes may become impeded, but even at small

concentrations wave motion is damped (particularly the short-wavelength wave

components near the crests), and thus the transfer of kinetic energy from the atmo-

sphere to the oceans may be diminished, with consequences for the circulation in

the oceans as well as in the atmosphere.

Direct interference with the energy cycle takes place in connection with rain

making (seeding clouds with condensation or freezing nuclei, such as silver iodide

crystals) or rain prevention (hail suppression, hurricane control). The possible cli-

matic effects have not been adequately studied, and they presumably depend

strongly on the circumstances of a given operation, e.g., whether the provoked pre-

cipitation is subsequently transferred by evapotranspiration or by surface run-off.

Particle emissions (e.g., from industry) in a certain size range may provide an

unintended source of cloud condensation nuclei. It is estimated (Hobbs et al., 1974)

that a relatively small number of suitable particles may affect the hydrological cycle

in a globally significant way. All activities that may affect cloud structure, cloud

cover, and cloud height have the potential of inducing climatic changes brought

about by the influence on the radiation climate (short- and long-wavelength) and on

the hydrological cycle.
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2.4.2.6 Aerosols

Only particles with suitable properties, related to crystal structure for freezing

nuclei and solubility for water condensation nuclei, can serve as cloud nuclei.

The concentration of such particles is estimated as (4�10)3 1025 m23 over oceans

and 43 1024 m23 over continents, their production rate being estimated as

43 1028 y21. Their average mass is 10220 kg (Twomey and Wojciechowski, 1969).

This is only a small fraction of the total particle content in the atmosphere

(cf. Fig. 2.34), and the production rate is only about 0.1% of total anthropogenic

emissions (cf. section 2.3.1). The remaining particles influence climate primarily by

scattering and absorption of radiation.

A layer of particles implies quite complex processes, in which radiation is

(multiply) scattered, absorbed, or transmitted, with each subprocess depending on

the wavelength of radiation as well as on the properties of the particle (aerosol) on

which the radiation is scattered. The net result is a modified albedo of the

Earth�atmosphere system containing an aerosol layer, as well as a modification in

the amount of upward radiation from the Earth’s surface into space. The modified

albedo is expected to be larger when the aerosol layer is present, leading to less

radiation incident on the Earth’s surface, which again constitutes a cooling effect.

On the other hand, the presence of the aerosol layer is expected to decrease the

amount of radiation from the Earth’s surface back into space. Therefore, the tem-

perature at the surface increases, implying a heating effect. It has been estimated

(Reck et al., 1974) that the cooling effect dominates if the albedo as of the Earth’s

surface is below 0.6 and that the heating effect dominates if as is above 0.6

(snow and ice), fairly independently of other parameters (note that albedos used

here all refer to short-wavelength radiation).

Globally averaged, there is thus little doubt that an increase in atmospheric

aerosol content will lead to a decrease in temperature, but in the polar region

there will be a delicate balance between cooling and heating effects. The average

albedo at high latitudes is about 0.6 for the combined Earth�atmosphere system

(Raschke et al., 1973), but higher for continental ice sheets (Greenland and

Antarctic). At low latitudes, the surface albedo as is considerably smaller than the

Earth�atmosphere albedo a0, due to the influence of clouds, but in polar regions, as
and a0 are more similar. It may thus be expected that the addition of particles in

Arctic regions may have a slight warming (ice melting) effect, while the effect at

lower latitudes is definitely cooling.

The magnitude of the cooling effect caused by increased aerosol load in the

atmosphere was first studied by Rasool and Schneider (1971) and others at the

same time. Figure 2.99 shows the amount of incoming (short-wavelength) radiation

absorbed by the Earth�atmosphere system (including an aerosol layer), as a func-

tion of the dimensionless optical thickness L of the aerosol layer (a measure of the

amount of aerosols present),

L5

ð
σabsds5

ð
l21ds5

ð
dI=I;
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where σabs is the absorption cross-section per unit volume, l is the mean free path

of light due to aerosol absorption, and I is the intensity of the radiation. In all cases,

averages over wavelengths should be performed, but often the calculation simply

uses one “characteristic” wavelength, in the present case λ5 5.53 1027 m, corre-

sponding to visible light. The corresponding optical thickness will be denoted Lsw.

The interval of uncertainty indicated represents the lack of knowledge of the

absorptive properties of the individual aerosols, the nature of which has not been

specified. The calculation of Rasool and Schneider assumes that the aerosol layer

lies between the surface and an altitude of 1000 m (cf. Fig. 2.34). It further assumes

a 50% cloud cover and an aerosol size distribution proportional to r24 for the

(approximate) calculation of multiple Mie scattering (cf. section 2.3.1).

For long-wavelength radiation, the Mie scattering cross-section is much smaller

than for wavelengths in the visible range, as seen from Fig. 2.43. Rasool and

Schneider assume that the ratio of optical thicknesses for infrared (taken as

λ5 1025 m) and visible radiation is

Llw=Lsw 5 0:108:

Thus, infrared radiation to space is little affected by the presence of an aerosol

layer, relative to the influence on the transmission of visible light. In Fig. 2.99, an
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Figure 2.99 Absorption of short-wavelength radiation by the Earth�atmosphere system with

an aerosol layer, as a function of the optical thickness Lsw of the aerosol layer in visible light.

The absorbed flux A0 is related to incoming radiation and albedo of the Earth�atmosphere

system by A0 5Esw
01ð12 a0Þ. The figure also shows the long-wavelength re-radiation into

space, Elw
0 , as a function of the optical thickness Llw of the aerosol layer in infrared light

(top scale), for a range of surface temperatures Ts (right-hand scale).

Based on Rasool and Schneider (1971).
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Llw scale is added at the top, and curves representing the long-wavelength radiation

to space are drawn (thin lines) for different values of the surface temperature, Ts,

i.e., the Planck radiation temperature of the upward radiation spectrum [cf. (2.3)].

The optical aerosol thickness at present is believed to be around 0.1. The

figure indicates that in order to decrease the average surface temperature by one

degree, the aerosol content would have to be increased by a factor of 1.5�2.0. For

the average residence time around 15 days mentioned for atmospheric particles in

section 2.3.1, the particle emission, which increases the atmospheric load by a fac-

tor of two, can be taken as twice the present level. Thus, if 20% of the emissions

(including emission of gases that later form particles) at present are of anthropo-

genic origin, then a doubling of the total amount would require a sixfold increase of

the anthropogenic emissions.

The newest climate model calculations mentioned below under “carbon dioxide”

all include a model for aerosol content in the atmosphere.

2.4.2.7 Carbon dioxide

Gaseous emissions into the atmosphere may entail environmental side-effects and

may affect human health. Such pollution has been demonstrated, for example, in

connection with sulfur oxides from fossil fuel combustion and with photochemical

smog. However, trace gases may also interfere directly with climate, by altering

components of the radiation fluxes. As can be seen from Fig. 2.40, H2O and CO2

are very important absorbers in the infrared wavelength region, particularly for

wavelengths above 1025 m, where the peak of the long-wavelength radiation to

space is situated. It is thus to be expected that an increase in the atmospheric con-

tent of these absorbers will lead to a higher temperature in the troposphere as well

as on the Earth’s surface. The present content of CO2 is already big enough to

imply a nearly total absorption at λ5 1.53 1025 m. It is therefore unlikely that

even a dramatic increase in CO2 could have consequences similar to the addition of

a small amount of NH3 (temperature changes globally averaging something of the

order of 10�C or more), discussed earlier in this section. However, a temperature

change of just 1 or 2� globally may have serious effects on climate, particularly

if the local temperature change is amplified in sensitive regions, such as the polar

regions.

As shown in Fig. 2.92, a little over half of the anthropogenic CO2 emissions are

accumulating in the atmosphere, but it is difficult to determine precisely the magni-

tude of future emissions that would lead to a specific temperature increase, owing

to the non-linear absorption response at the specific radiation wavelengths charac-

terizing each gas contributing to greenhouse warming (cf. Fig. 2.40).

Numerous calculations estimating the climatic effects of doubling the atmo-

spheric CO2 content have been performed over the years. An early model by

Manabe and Wetherald (1967) used a global average one-dimensional (height) tem-

perature distribution, taking into account both the changes in radiation components

and the change in the turbulent (convective) fluxes from the surface, as a function

of CO2 content. Assuming a fixed relative humidity and cloudiness, a doubling of
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the CO2 concentration in this calculation implied a temperature increase at the

Earth’s surface amounting to 2.4 K. A later three-dimensional equilibrium model

used by Manabe and Wetherald (1975) employed the techniques described in

section 2.3.1, but with the idealized topography discussed in section 2.3.2 in

connection with the joint ocean�atmosphere model of the same authors. No

seasonal variations of radiation were considered in that calculation, with no oceanic

heat transport, and the cloud cover was fixed at 0.5. Test computations starting with

substantially different initial conditions gave equilibrium temperature distributions

that concurred with each other to better than about 1 K. Figure 2.100 shows the

hemispherical longitude averages of temperature for the calculation with CO2 con-

tent doubled, minus the corresponding temperatures for a reference calculation

(CO2 mixing ratio 4.563 1027 by mass). In the stratosphere, the doubled CO2 con-

tent leads to a net cooling, while the troposphere is heated. The temperature at mid-

heights is increased by about 3 K, while the surface temperature is increased by

2�3 K, except in the polar region, where the temperature increases by up to 10 K.

The sensitivity of the polar region is associated with the possibility of large albedo

changes, primarily connected with ice melting. The model predicts a poleward

movement of the border of the ice cap by about 10�, plus a reduction in the thick-

ness of snow cover. The latter is due to reduced snowfall (in the polar region),

while the total amount of precipitation increases at all latitudes, as a result of dou-

bling CO2. For this reason, the latent heat upward flux (evaporation) increases sig-

nificantly, and the warming of the troposphere by a greenhouse effect is due to the

combined absorption of radiation by water vapor and CO2. The effective tempera-

ture T0 of the entire Earth�atmosphere system is increased by roughly 0.6 K, but

the authors warn that the strong interconnection between the CO2 cycle and the

hydrological cycle that the model has indicated may necessitate the inclusion of a

predictive equation for the cloud cover in their model.
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Figure 2.100 Calculated change in longitude-averaged temperature distribution (K) in the

atmosphere over the Northern Hemisphere, as a result of doubling the concentration of

carbon dioxide.

Based on Manabe and Wetherald (1975).
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Finally, Fig. 2.101 gives the results of a recent modeling effort using a grid with

spatial resolution 2.5� 3 3.75� combined with 19 atmospheric height levels and 20

oceanic depth levels (Mitchell et al., 1995; Mitchell and Johns, 1997). The model is

transient, starting with realistic data from about the year 1860 and following the

development under conditions of changing CO2 emissions as well as taking into

account the sulfate aerosol negative forcing. Model output for the present era sub-

stantially agrees with observed data, and Fig. 2.101 shows the geographical

Figure 2.101 (a,b) January and April surface temperature changes for the mid-21st century,

from a transient climatic model including both CO2 increase (roughly doubling) and sulfate

aerosol forcing (average 2050�2059 minus 1990�1999, in �C). (c,d) July and October

surface temperature changes for the mid-21st century, from a transient climatic model

including both CO2 increase (roughly doubling) and sulfate aerosol forcing (average

2050�2059 minus 1990�1999, in �C).
Panels a and b: Based on HADCM2-SUL run by Mitchell and Johns, 1997; data source IPCC

Data Distribution Centre (1998). Panels c and d: Based on HADCM2-SUL run by Mitchell

and Johns (1997); data source IPCC Data Distribution Centre (1998).
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distribution of calculated change between surface temperatures around 2055 and

those characterizing the 1990s for each season, averaged over period of 10 years.

Compared to the earlier calculation, the only significant change is the cooling

effect of particles in the atmosphere, which is strong at present and in the near

future (giving a very complex temperature modification pattern), but diminishes in

importance toward the end of the period because of assumed reductions in sulfate

aerosol emissions from power plants and other activities, as environmental regula-

tion introduced in many countries today is making itself felt globally. The average

warming from the doubled CO2 is about 2.5
�C.

There is a continued effort to include more and more realistic effects in the

climate simulation models. The effort includes differentiating between different

residence times of different greenhouse gases (rather that lumping them together as

an “effective CO2 emission”); improving modeling of cloud and water vapor in

Figure 2.101 (Continued).
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general, of oceanic transport, and of transfer of heat and particles between oceans

and atmosphere; and, of course, refining the grid resolution and accuracy of

topography.

Support for the correctness of the calculated persistence in the atmosphere of

greenhouse gases has recently come from the analysis of a climatic change that

occurred 55 million years ago and that is interpreted as having been caused by sud-

den release of methane from sedimentary hydrides. The residence time found by

the sediment core study is 120 000 years (Norris and Röhl, 1999).

It is not the intention here to give an extensive list of possibilities for human

interference with climate. In brief, it may be stated that life, and in particular

human life, is sensitive to even very small changes in certain critical elements.

Among these, a well-established case is that of ultraviolet radiation penetration to

the surface, which, as discussed in section 2.3.1, depends on the presence of definite

trace gases in the stratosphere (see Fig. 2.38). In particular, it has been suggested

that the ozone concentration may be very sensitive to various human activities,

such as aircraft combustion products (see, for example, Alyea et al., 1975), chloro-

fluoromethanes (see, for example, Wofsy et al., 1975), and nitrous oxide, N2O,

from increased use of fertilizers in agriculture (Johnston, 1977) (cf. section 2.4.1).

In the two latter cases, the gases in question are very inert in the troposphere, but

may become catalysts for chemical processes in the stratosphere by which ozone is

depleted. The modeling of these changes, and their induced modifications of the

radiative spectrum (Cutchis, 1974), was one of the first climate calculations under-

taken. It involves a detailed knowledge of the chemistry and photochemistry of the

atmosphere, together with the general atmospheric models describing the circulation

and other physical processes, in particular the mixing and diffusion processes

between the stratosphere and the lower atmosphere.

As a result of these calculations, international agreements on the reduction of

emissions affecting the ozone content in the atmosphere have been reached, and

similar agreements may theoretically be forthcoming regarding the curbing of

greenhouse gas emissions. The very substantial economic implications involved are

discussed in Chapters 7 and 8.

2.5 Inclusion of non-radiative energy flows

2.5.1 Vertical transport in the atmosphere

If the transport of sensible or latent energy is governed by the gradients of tempera-

ture and humidity, it may be described by the diffusion equation (see, for example,

Sellers, 1965)

dT

dt
5

@

@z
k
@T

@z

� �
; (2.28)

where k is the diffusion coefficient and the z-axis is in the vertical direction.

Considering a quasi-stationary situation (the partial derivatives of T with respect to
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time t as well as with respect to horizontal directions x and y being considered

negligible), (2.28) may be integrated to give

k
@T

@z
5 constant5

Esens
s

ρð0ÞcP
: (2.29)

The change in stored sensible heat in a small volume dx dy dz close to the

ground is

dWsens=dt5 ρ 0ð Þ dx dy dz cP dT=dt
� �

;

and the sensible heat flux per unit area is thus

dEsens
s 5

1

dx dy

dWsens

dt
5 ρð0ÞcP dz

dT

dt
:

Insertion of this into (2.28) explains the form of the constant used on the right-

hand side of (2.29).

The vertical transport of water vapor through the laminar boundary layer may

also be taken as a diffusion-type process and is given by the equation analogous to

(2.29),

k
@q

@z
5

Elat
s

ρð0ÞLv
; (2.30)

where q is the specific humidity. The molecular diffusion coefficient in air is of the

order of k5 23 1025 m2 s21.

Considering the vertical change in the horizontal velocity u of the air, the

expression analogous to (2.29) or (2.30),

ρk
@u

@z
5 τ; (2.31)

represents the shearing stress acting on the ground (or more generally on a horizon-

tal unit area). τ has the dimension of force per unit area or pressure.

Above the laminar boundary layer, transport usually takes place by turbulent

convection. The mass motion may be considered as consisting of overlaying eddies

of varying size, eventually superimposed on a laminar flow. The fact that laminar

flow is, in general, horizontal or nearly horizontal near the ground implies that all

vertical transport is related to eddy motion.

It is now assumed (Rossby, 1932) that the expressions (2.29)�(2.31), based on

molecular diffusion theory, can also be applied in the region of turbulent motion,

provided that the coefficient k is given an effective value. This eddy diffusion

parameter is no longer constant. It will depend on the quantity being transported
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and on the velocity field of the atmosphere, i.e., k will be a time-dependent function

of the height z. The picture of turbulent transport given here is equivalent to the

mixing length formulation used in the discussion in section 2.1.1 of convective

transport in stellar atmospheres. The eddy diffusion parameter k is related to the

mixing length l by

k5 l2
@u

@z
:

If the temperature profile is approximately adiabatic,

dT

dz
� dT

dz

� �
adiabatic

5
cP 2 cV

cP

T

P

dP

dz
(2.32)

(P is pressure, cV is the heat capacity at constant volume), then it has been sug-

gested that the mixing length be taken as proportional to or at least a linear function

of z,

l5κz

or

l5κðz1 z0Þ; (2.33)

where κ close to 0.4 is von Kármáns constant (Prandtl, 1932). Using (2.33) together

with the assumption that the shearing stress τ (2.31) is independent of z within the

stable atmospheric layer, where the temperature gradient has been assumed to cor-

respond to adiabaticity, then the horizontal velocity varies with height according to

u5

ð
z0

τ
ρ

� �1=2
dz

l
5

1

κ
τ
ρ

� �1=2
log

l

κz0

� �
: (2.34)

The lower limit of integration, z0, is the height of the laminar boundary layer,

for which the velocity u becomes zero if the first expression (2.33) for l is used,

whereas for the second expression the velocity u becomes zero at the ground, z5 0.

None of the expressions can be rigorously correct, since the second one, which

gives the correct boundary condition u(z5 0)5 0, also predicts eddies that extend

to the ground, l(z5 0) 6¼ 0, in contradiction to the basic assumptions regarding the

laminar boundary layer. The first expression correctly predicts l(0)5 0, but cannot

be used to estimate u if z & z0. The coefficient (τ/ρ)1/2 has the dimension of veloc-

ity and is often referred to as the friction velocity.

If the eddy diffusion parameter k is left as a function of z [to be determined

empirically rather than using (2.33)], and the heat flux Esens is regarded as indepen-

dent of z, then (2.29) may be integrated,
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Esens
s 5

ðz
0

dz

kðzÞ 5 ρcPðTðzÞ2 Tð0ÞÞ:

According to Budyko (1974), the integral appearing on the left-hand side

depends little on z, in contrast to k, so that the expression offers an empirical

method of determining Esens
s from temperature measurements. A similar expression

for Elat
s may be found from (2.30), again replacing the molecular diffusion coeffi-

cient k by the eddy diffusion parameter as a function of z.

2.5.1.1 Water transport

The transport of water vapor through the lower part of the atmosphere may be

described by equation (2.30), which may be read as an expression of the potential

evaporation from a “wet surface” (i.e., a surface of moisture exceeding the above-

mentioned “critical” value), depending on the distribution of humidity q in the air

above the surface, and on the diffusion coefficient k(z), which again may depend on

the wind velocity, etc.,

e52
Elat
s

Lv
52ρk

@q

@z
: (2.35)

Within the laminar boundary layer, k may be considered constant, but in the

turbulent layer, k varies. If the integral

ðz
0

k21dz

can be considered as constant (Budyko, 1974), an integration of (2.35) shows that e

varies linearly with the specific humidity q at some height z above the surface. On

the other hand, if k is identified with the diffusion coefficient for horizontal wind

velocity u (2.31), one obtains, similarly to (2.34),

ðz
0

k21dz5κ21 τ
ρ

� �21=2

log
z

z0

� �
5κ22u21 log

z

z0

� �� �2

and

e � ρðqð0ÞÞ2 qðzÞÞ κ2u log
z

z0

� �� �22

: (2.36)

Several expressions of this structure or similar ones have been compared with

measurements, where they are found to agree overall but not in specific detail

(see, for example, Sellers, 1965; Sørensen, 1975).
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The evaporation from ocean surfaces is not independent of the occurrence of

waves. At high wind speeds, surface tension is no longer able to hold the water sur-

face together, and spray droplets are ejected into the atmosphere (whitecaps). Some

of these droplets evaporate before they fall back into the sea, thereby providing a

source of vapor that does not follow the diffusion formulae given above.

Condensation of water vapor in the atmosphere may take place whenever the

vapor pressure of water exceeds that of saturation at the prevailing conditions.

However, if no condensation nuclei are present, the vapor may become supersatu-

rated. One source of condensation nuclei that is of particular importance over

oceans is the salt particles left over from the spray droplets discussed above, after

the evaporation of the water. Typically, the mass of these salt particles is so small

that gravitation can be disregarded, and the salt particles may remain suspended in

the atmosphere for a considerable length of time. Other particles of suitable size

and structure serve equally well as condensation nuclei, and globally the sea-salt

spray particles do not dominate the condensation processes (Junge, 1963).

2.5.1.2 The disposition of water and heat in soils

The penetration of water into soil and the movement of ground water depend

strongly on local conditions, such as the sequence of soil types. Underground aqui-

fers may transport water at moderate velocities, but the average turnover time even

in the regions of active exchange is very slow, 200�300 years, as estimated from

Fig. 2.65.

The ability of soils to store heat absorbed from solar radiation depends on the

heat capacity of the soil, which may be written

Cs 5Cdry
s ms 1Cwmw; (2.37)

in terms of the heat capacity of dry soil (Cdry
s typically in the range

2.0�2.53 106 J m23 K21) and of water [Cw� 4.23 106 J m23 K21 or roughly half

of this value for ice (frozen soil)]. The mixing ratios (by volume) ms and mw are

much more variable. For soils with different air content, ms may be 0.2�0.6 (low

for peat, medium for clay, and high for sand). The moisture content mw spans the

range from zero to the volume fraction otherwise occupied by air, ma (equal to

about 0.4 for clay and sand, but 0.9 for peat) (Sellers, 1965). In temperate climates

an average value of mw for the upper soil layer is around 0.16 (Geiger, 1961).

Since the absorption of radiation takes place at the soil surface, the storage of

heat depends on the competition between downward transport and long-wavelength

re-radiation plus evapotranspiration and convective transfer. The thermal conductiv-

ity of the soil, λ(z), is defined as the ratio between the rate of heat flow and the

temperature gradient, at a given depth z,

Es 5λðzÞ @T
@z

: (2.38)
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(Note that by the sign convention previously adopted, z is negative below the soil

surface.) Figure 2.102 gives a rough idea of the dependence of λ on the moisture

content for different soil types.

If the downward heat transport can be treated as a diffusion process, equation

(2.28) is valid. Taking the partial derivative of (2.38) with respect to depth (2z),

and assuming that k and λ are independent of z (homogeneous soil),

@Ez

@z
5

λ
k

dT

dt
:

Together with the heat transport equation

@Ez

@z
5Cs

dT

dt

(cf. section 2.5.2; in the absence of heat sources, heat sinks, and a fluid velocity in

the soil), this implies the relation

k5λ=Cs: (2.39)

Figure 2.103 shows an example of the variation in the monthly average tempera-

ture as a function of depth in the soil. The time variation diminishes with increasing

depth, and the occurrence of the maximum and the minimum is increasingly

delayed. These features are direct consequences of the diffusion approach, as one

can easily see, for example, by assuming a periodic temperature variation at the

surface (Carslaw and Jaeger, 1959),

Tðz5 0; tÞ5 T0 1 T1sin ωt: (2.40)
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Figure 2.102 Heat conductivity, λ, for various soil types, as a function of water content by

volume, mw.

Based on Sellers (1965).
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With this boundary condition, (2.28) can be satisfied by

Tðz; tÞ5 T0 1 T1exp z
ωCs

2λ

� �1=2 !
sin ωt1 z

ωCs

2λ

� �1=2 !
; (2.41)

and the corresponding heat flux is from (2.38)

EzðtÞ52T1ðωCsλÞ1=2exp z
ωCs

2λ

� �1=2 !
sin ωt1 z

ωCs
2λ

� �1=2
1

π
4

 !
: (2.42)

The amplitude of the varying part of the temperature is seen from (2.41) to drop

exponentially with depth (2z), as the heat flux (2.42) drops to zero. For a fixed

depth, z, the maximum and minimum occur at a time that is delayed proportional to

|z|, with the proportionality factor ωCs=2λ
� �1=2

. The maximum heat flux is further

delayed by one-eighth of the cycle period (also at the surface).

The approximation (2.40) can be used to describe the daily as well as the

seasonal variations in T and Ez. For the daily cycle, the surface temperature is

maximum sometime between 1200 and 1400 h. This temperature peak starts to
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Figure 2.103 Seasonal variations of soil temperature at various depths measured at St. Paul,

Minnesota. In winter, the average air temperature falls appreciably below the topsoil

temperature (z520.01 m), due to the soil being insulated by snow cover.

Based on Bligh (1976).
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move downward, but the highest flux away from the surface is not reached until 3 h

later, according to (2.42). While the temperature peak is still moving down, the

heat flux at the surface changes sign some 9 h after the peak, i.e., in the late even-

ing. Next morning, 3 h before the peak temperature, the heat flux again changes

sign and becomes a downward flux. Of course, the strict sine variation may only be

expected at equinoxes.

2.5.1.3 Geothermal heat fluxes

In the above discussion, the heat flux of non-solar origin, coming from the interior

of the Earth, has been neglected. This is generally permissible, since the average

heat flux from the interior is only of the order of 33 1012 W, or about

83 1022 W m22. Locally, in regions of volcanoes, hot springs, etc., the geothermal

heat fluxes may be much larger. However, it has been estimated that the heat trans-

fer through the Earth’s surface by volcanic activity contributes only less than 1% of

the average flux (Gutenberg, 1959). Equally small or smaller is the amount of heat

transmitted by seismic waves, and most of this energy does not contribute any flux

through the surface.

Although the distribution of heat generation within the solid Earth is not directly

measurable, it may be estimated from assumptions on the composition of various

layers of the Earth’s interior (cf. Lewis, 1974, and Fig. 2.11). Thus, one finds that

most of the heat generation takes place within the rocks present in the Earth’s crust.

The source of heat is the decay of radioactive elements, chiefly potassium, uranium,

and thorium. The estimated rate of generation (see, for example, Gutenberg, 1959)

is roughly of the same order of magnitude as the outward heat flux through the

surface, although there is considerable uncertainty about this.

It is believed that the temperature gradient is positive inward (but of varying

magnitude) all the way to the center, so that the direction of heat transport is pre-

dominantly outward, with possible exceptions in regions of convection or other

mass movement.

A more detailed discussion of the nature of the geothermal energy flux is

deferred to section 3.4.2.

Temperature gradients also exist in the oceans, but it will become clear that they

are primarily maintained not by the heat flux from the Earth’s interior, but by extra-

terrestrial solar radiation coupled with conditions in the atmosphere and in the sur-

face layers of the continents.

2.5.1.4 Momentum exchange processes between
atmosphere and oceans

The mixing and sinking processes sketched above constitute one of the two sources

of oceanic circulation. The other one is the momentum exchange between the atmo-

spheric circulation (winds) and the oceans. The interaction between wind and water

is complex, because a large fraction of the kinetic energy is transformed into wave

motion rather than directly into currents. Although the roughness length over water
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[z0 of (2.33), (2.34)] is very small, a strong wind is capable of raising waves to a

height of about 10 m.

The wind stress acting on the ocean surface may be taken from (2.33),

τ5 ρaκ
2Vðz1Þ2 log

z1

z0

� �� �22

; (2.43)

where ρa is the density of air, κ is von Karman’s constant, and z1 is a reference

height. When the height variation of the horizontal wind velocity V is logarithmic

as in (2.34), τ is independent of height. This is true for the lower part of the turbu-

lent layer (the Prandtl layer), within which z1 must be taken, and the value of τ
found in this way will remain constant through the laminar boundary layer, i.e., the

force exerted on the ocean surface can be determined from measurements in a

height z1 of, say, 10 m.

However, the approach may be complicated by the motion of the water surface.

If waves are propagating along the water surface in the direction of the wind, one

may argue that the stress should be proportional to the square of the relative veloc-

ity (V2Uw)
2, where Uw is the wave velocity, rather than to the square of V alone.

Further, the roughness parameter z0 may no longer be a constant, but may depend

on the wave velocity as well as on the wave amplitude. Given that the waves are

formed as a result of the wind stress τ, this implies a coupled phenomenon,

in which τ initiates wave motion, which again modifies τ as a result of a changed

surface friction, etc. There is experimental evidence to suggest that z0 is nearly

constant except for the lowest wind velocities (and equal to about 63 1023 m;

Sverdrup, 1957).

The mechanism by which the surface stress creates waves is not known in

detail, nor is the distribution on waves and currents of the energy received by

the ocean from the winds, or any subsequent transfer (Pond, 1971). Waves may

be defined as motion in which the average position of matter (the water “parti-

cles”) is unchanged, whereas currents do transport matter. This may also be

viewed as a difference in scale. Waves play a minor role in the atmosphere,

but are important in the hydrosphere, particularly in the upper water layers, but

also as internal waves. The reason is, of course, the higher density of water,

which allows substantial potential energy changes to be caused by modest

lifting heights.

2.5.2 Circulation modeling

2.5.2.1 The basic equations in terms of time-averaged variables

As outlined in section 2.3, the averaging procedure leading to (2.23) may now be

applied to the general Eulerian equation of transport, for any relevant quantity A,

@

@t
ρAð Þ1 divðvρAÞ1 divðsAÞ5 SA: (2.44)
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This equation states that the change in A within a given volume, per unit time, is

due to gains from external sources, SA, minus the macroscopic and molecular out-

flow (divergence terms). The macroscopic outflow is due to the velocity field v,
and the microscopic transport is described by a vector sA, the components of which

give the transport by molecular processes in the directions of the co-ordinate axes.

Applying the definitions (2.21)�(2.23), the time-averaged version of (2.44)

becomes

@

@t
ðρA�Þ1 divðρv�A� 1 ρv0A0 Þ1 divðsAÞ5 SA: (2.45)

If A is taken as unity, (2.44) becomes the equation of continuity (of mass),

@

@t
ρ1 divðρv�Þ5 0: (2.46)

The density-averaging method is essential for obtaining the same form as for the

instantaneous values. If A is taken as a component of the velocity vector, (2.45)

becomes [with utilization of (2.46)]

ρ
@v�i
@t

1 ðv� � gradÞv�i
� �

1 ððdivv0Þρvi0Þ5
X
j

@

@xj
τij 1Fext;i; (2.47)

The sources of velocity are the external forces Fext (gravitational and Coriolis

forces), and the molecular transfer of velocity (or momentum) is given in terms of

the derivatives of the stress tensor τij,

2ðsvjÞi 5 τij 52 P1 η0 2
2

3
η

� �
ρ divðvÞ

� �
δij 1 ηρ

@vi
@xj

1
@vj
@xi

� �
;

where P is the thermodynamic pressure, η and η0 are the kinematic and volume

viscosities, �and δij is the Kronecker delta (Hinze, 1975). In the last term on the

left-hand side of (2.47), the divergence operator div5
P

j@=@xj is supposed to act

on all three factors v0jρ vi
0 following.

It is clear from the equation of motion (2.47) that the large-scale motion of the

atmosphere, v�, cannot generally be described by an equation that depends on only

averaged quantities (for a discussion of early attempts to achieve such a description,

see Lorenz, 1967). The divergence term on the left-hand side describes the influ-

ence of small-scale turbulent motion on the large-scale motion. It is usually referred

to as the eddy transport term.

Apart from the well-known pressure gradient term, the contributions from the

stress tensor describe the molecular friction forces. These may be important for

calculations of energy transformations, but are often left out in calculations of

� The viscosities are sometimes taken to include the factor ρ.
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general circulation (Wilson and Matthews, 1971). According to Boussinesq

(1877), it may be possible to approximate the eddy transport term by an expres-

sion of the same form as the dynamic viscosity term [see (2.60)], introducing an

effective “eddy viscosity” parameter similar to the parameter k considered above

in connection with the turbulent transport of heat from the Earth’s surface to the

boundary layer [the Prandtl layer, extending about 50 m above the laminar

boundary layer and defined by an approximately constant shear stress τ in expres-

sions like (2.34)].

The difference between the scales of vertical and horizontal motion makes it

convenient to define separate velocities w and V,

v5 ðw � ezÞez 1 ðv2 ðv � ezÞezÞ5wez 1V;

and split the equation of motion (2.47) into a horizontal part,

ρ
@V�

@t
1 ðV� � gradÞV� 1w� @V

�

@z

� �
1

@

@z
ðρw0V0 Þ52grad P2 ρf ez 3V�;

(2.48)

and a vertical part, which, as mentioned, can be approximated by the hydrostatic

equation,

@P

@z
52gρ: (2.49)

In (2.48), the molecular friction forces have been left out, and only the vertical

derivative is kept in the eddy term. This term thus describes a turbulent friction, by

which eddy motion reduces the horizontal average wind velocity V�. The last term

in (2.48) is due to the Coriolis force, and

f 5 2 Ω sin φ;

where Ω is the angular velocity of the Earth’s rotation and φ is the latitude.

As a lowest-order approximation to the solution of (2.48), all the terms on the

left-hand side may be neglected. The resulting horizontal average wind is called the

geostrophic wind, and it depends on only the pressure gradient at a given height and

a given geographical position. The smallness of the left-hand terms in (2.48), relative

to the terms on the right-hand side, is, of course, an empirical relationship found spe-

cifically in the Earth’s atmosphere. It may not be valid for other flow systems.

The large-scale horizontal wind approaches the geostrophic approximation when

neither height nor latitude is too small. At lower heights the turbulent friction term

becomes more important (up to about 1000 m), and at low latitudes the Coriolis

term becomes smaller, so that it no longer dominates over the terms involving local

time and space derivatives.
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In analogy to (2.47), the averaging procedure may now be applied to the general

transport equation for some scalar quantity, such as the mixing ratio for some minor

constituent of the atmosphere. Equation (2.47) then becomes

ρ
@A�

@t
1 ðV� � gradÞA� 1w� @A

�

@z

� �
1

@

@z
ðρw0A0 Þ5 SA: (2.50)

The source term on the right-hand side indicates whether the substance in ques-

tion is created or lost, for example, by phase changes or chemical reactions. SA will,

in general, depend on all the state variables of the atmosphere, the air velocity, and

the mixing ratios for other constituents. In an approximate manner, the source term

may be taken to depend only on the average values of its parameters (Wilson and

Matthews, 1971),

SA 5 SAðρ;P;V� ;w� ;A�
j Þ:

The ideal gas approximation to the equation of state for the air reads, in aver-

aged form,

P5RρT�=μ; (2.51)

where R/μD 280 m2 s22 K21 up to a height z of about 90 km, above which level

the molecular weight drops quickly. Eventually, a correction depending on humidity

may be incorporated into (2.51).

Temperature is often replaced by a variable called the potential temperature,

defined by

θ5 T
P0

P

� �ðcP2cV Þ=cP
or θ� 5 T� P0

P

� �ðcP2cV Þ=cP
; (2.52)

where the constant P0 is usually taken as the standard sea-level pressure

(105 N m22). The significance of the potential temperature is that it is constant

during processes that do not change entropy. Figure 2.104 shows an example of

latitude variations of θ� and T� based on the same data.

The first law of thermodynamics states that the change in internal energy per

unit mass is given by

cV dT 5 ρ21dWint 52P dðρ21Þ1Q dt; (2.53)

where Q is the amount of heat added to the system (an air parcel of unit mass) per

second. As in (2.48), the molecular friction (which also produces heat) will be left

out. From the definition of specific entropy s, one obtains

T ds5 cP dT 2 ρ21dP;
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and by introducing the potential temperature (2.52),

ds5 cPθ21dθ:

Inserting this into (2.53), the time derivative of θ is obtained,

dθ
dt

5
Q

cP

P0

P

� �ðcP2cV Þ=cP
:

This is the source term to be entered on the right-hand side of the expression

(2.50) for the averaged potential temperature,

ρ
@θ�

@t
1 ðV� � gradÞθ� 1w� @θ

�

@z

� �
@

@z
ðρw0θ 0 Þ5 ρQ

cP

P0

P

� �ðcP2cV Þ=cP
: (2.54)

Again the last term on the left-hand side describes an amount of heat lost from a

given volume by small-scale vertical eddy motion. The external heat sources

are radiation and, according to the implicit way of treating latent heat, the heat of

condensation of water vapor (plus possibly other phase change contributions),

ρQ5R1C;

where R is the amount of heat added to a unit volume by radiation and C is the

contribution from condensation processes.

For the approximations considered, a complete set of equations for the atmo-

sphere is constituted by (2.46), (2.48), (2.49), (2.54) and a number of equations
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Figure 2.104 Distribution of seasonal (October�March) and longitudinal average of

temperature T and potential temperature θ for the Northern Hemisphere.

Based on Lorenz (1967).
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(2.50), the most important of which may be that of water vapor. Auxiliary relations

include the equation of state, (2.51), and the equations defining the potential tem-

perature (2.52), the heat sources, and the source functions for the other constituents

that have been included in (2.50). The water vapor equation is important for calcu-

lating the condensation contribution to the heat source function Q. The calculation

of the radiative contribution to Q involves, in addition to knowing the external radi-

ation input from space and from continents and oceans as a function of time, a

fairly detailed modeling of those constituents of the atmosphere that influence the

absorption of radiation, e.g., ozone, water in all forms (distribution of clouds, etc.),

and particulate matter.

2.5.2.2 The atmospheric heat source function

Alternatively, but with a loss of predictive power, one may take Q as an empirical

function, in order to obtain a closed system of equations without (2.50), which—if

the turbulent eddy term is also left out—allows a determination of the averaged

quantities V�, w�, ρ, P and T� or θ�. Any calculation including the dissipation by

turbulent eddies must supplement the equations listed above with either the equa-

tions of motion for the fluctuations V0 and w0, or (as is more common) by some

parametrization of, or empirical approximation to, the time averages ρw0V0 ; ρw0θ 0

and eventually ρw0A0 .
Figure 2.105 shows an empirical heat source function for two different seasons,

but averaged over longitudes. This function could be inserted on the right-hand

side of (2.54) to replace ρQ=ðcPρÞ (the proper SI unit would be K s21 and not

K day21 as used in the figure). The different contributions to the heat source func-

tion are shown in Figs. 2.106 and 2.107. Figure 2.106 shows the net radiation dis-

tribution, R, over the atmosphere (bottom) and the net condensation (condensation

minus evaporation) of water vapor in the atmosphere, C (both in units of cP).

These two contributions constitute the truly external heat sources Q, but the total

diabatic heating of the atmosphere illustrated in Fig. 2.105 also includes the

addition of sensible heat by the turbulent eddy motion described by the last term
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Based on Newell et al. (1969).
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of condensation of water vapor, C (top) and radiation, R (bottom). Both are in units of

(cP deg day21) and averaged over longitude and the period December�February.

Based on Newell et al. (1969).
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on the left-hand side of (2.47). Figure 2.107 gives the magnitude of this “heating

source” by the quantity

@

@z
ðρw0T 0 Þ=ρ:

The diabatic heating contributions integrated over a vertical column through the

atmosphere are indicated in Fig. 2.108. The difference between radiation absorbed

and re-emitted from the atmosphere, Erad
a , is negative and fairly independent of lati-

tude. The heat of condensation, which is approximated by the precipitation rate ra
times the latent heat of vaporization Lv, varies substantially with latitude, depending

primarily on the distribution of land and ocean surfaces. The heat added to the

atmosphere by turbulent convection is equal to the net sensible heat flow at the

Earth’s surface, with opposite sign, i.e., 2Esens
s . The sum of the three contributions

shown in Fig. 2.108 is not zero, but has to be supplemented by the transport of sen-

sible heat in the atmosphere, between the different latitude areas. However, this is

exactly what the equations of motion are supposed to describe.
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Figure 2.108 Components of the net energy flux passing the atmosphere, averaged over

longitude and the year. Erad
a is the net radiation flux, Lvra is the heat gained by condensation

of water vapor, and 2Esens
s is the turbulent flux of sensible heat from the Earth’s surface to

the atmosphere (i.e., the same quantities appearing in Figs. 2.106 and 2.107, but integrated

over height). The deviation of the sum of the three quantities from zero should equal the heat

gain from horizontal transport of sensible heat ðFsens
a Þ.

Based on Sellers (1965).
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2.5.2.3 Separation of scales of motion

The averaging procedure discussed in conjunction with (2.23) presumes that a

“large” and a “small” scale of motion are defined. This may be properly done by

performing a Fourier analysis of the components of the wind velocity vector, or of

the wind speed |v|. It is convenient to consider the variance of the wind speed

(because it is proportional to a kinetic energy), defined by h~v � ~vi. The brackets hi
denote average over a statistical ensemble, corresponding to a series of actual mea-

surements. Writing the spectral decomposition in the form

1
2
h~v � ~vi5

ðN
0

SðωÞdω5

ðN
0

ωSðωÞ dðlogωÞ;

one obtains a form-invariant spectral function S(ω), which is shown in Fig. 2.109,

based on a modern version of a pioneering measurement effort made by Hoven

(1957). The peaks exhibited by the spectrum vary in magnitude with the height of

measurement (cf. Fig. 3.37).

A striking feature of the spectrum in Fig. 2.109 (and the analogues for other

heights) is the broad gap between ω� 0.5 h21 and ω� 20 h21. A large number of

measurements have confirmed that the existence of such a gap is an almost universal

feature of the wind speed spectrum. Its significance is to provide a clear distinction

between the region of large-scale motion (ω & 0.5 h21) and the region of small-scale

(eddy) motion (ω * 5 h21). The existence of the gap makes the time-averaging pro-

cedure in (2.21) easy and makes the exact choice of Δt insignificant over a reason-

ably large interval, so that the resulting large-scale motion is not critically dependent

on the prescription for time averaging. One should be warned, however, not to con-

clude that the gap in Fig. 2.109 indicates that large-scale motion and small-scale
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Figure 2.109 Wind speed variance spectrum 7 m above ground, based on three different

measurements.

The main part from Petersen (1974, cf. Sørensen, 1995).
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motion are not coupled. It is not necessary for such couplings to involve all interme-

diate frequencies; on the contrary, distinct couplings may involve very different

scales of motion in a straightforward way. Examples of this are evident in the equa-

tions of motion, such as (2.48), which allows kinetic energy to be taken out of the

large-scale motion (V�) and be put into small-scale motion ðρw0V0 Þ or vice versa.
Thus small- and large-scale motions in the atmosphere are well-defined

concepts, and no accurate model of the atmospheric circulation can be obtained

without treating both simultaneously. Current modeling, both for short-term behav-

ior of the atmospheric circulation (“weather forecasts”) and for long-term behavior

(“climate change”), uses averaged values of terms coupling the scales and thus

effectively only includes large-scale variables. This is the reason for the poor valid-

ity of weather forecasts: they remain valid only as long as the coupling terms

involving turbulent (chaotic) motion do not change. For climate modeling, the

constraints offered by the system boundaries make the model results valid in an

average sense, but not necessarily the detailed geographical distribution of the mag-

nitude of climate variables. This also means that the stability of the atmosphere,

which as mentioned in section 2.4 is not in its lowest energy state, cannot be

guaranteed by this type of calculation and that the atmosphere could experience

transitions from one relatively stability state to another (as it has during its history,

as evidenced by the transitions to ice ages and back).

Furthermore, since the motion within the atmosphere is not capable of carrying

out all the necessary transport of heat (see Fig. 2.48), an accurate model of the cir-

culation of the atmosphere is not possible without including the heat transport

within the ocean�continent system (ocean currents, rivers, run-off along the sur-

face, and, to a lesser extent, as far as heat transport is concerned, ground water

motion). Such coupled models are considered below, after introducing the energy

quantities of relevance for the discussion.

2.5.2.4 Energy conversion processes in the atmosphere

The kinetic energy of the atmospheric circulation can be diminished by friction,

leading to an irreversible transformation of kinetic energy into internal energy

(heat). In order to make up for frictional losses, new kinetic energy must be created

in the atmosphere. This can be achieved by one of two processes, both of which are

reversible and may proceed adiabatically. One is the conversion of potential energy

into kinetic energy (by gravitational fall), and the other is the transformation of

internal energy into kinetic energy by motion across a pressure gradient. In terms of

the averaged quantities (i.e., neglecting terms like ρV0 � V0 ), the kinetic, potential,

and internal energies may be written

Wkin 5
1

2
ρðV� � V� 1w�w�Þ;

Wpot 5 ρgz;

Wint 5 ρcVT�;

(2.55)
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and the corresponding changes in time

dWkin

dt
5V� � grad P2w� @P

@z
2w�ρg2V� � @

@z
ðρw0V0 Þ; (2.56)

obtained from (2.46) by scalar multiplication with v�,

dWpot

dt
5 ρgw� (2.57)

[from the definition in (2.55)] and

dW int

dt
52Pdivðv�Þ1 ρQ1V� � @

@z
ðρw0V0Þ; (2.58)

which follows from (2.53) by using

ρ
d

dt

1

ρ

� �
5 divðvÞ

and adding the heat gained by turbulent convection on the same footing as the

external heat sources ρQ (radiation and gain of latent heat by condensation). As

noted by Lorenz (1967), not all potential and internal energy is available for con-

version into kinetic energy. The sum of potential and internal energy must be mea-

sured relative to a reference state of the atmosphere. Lorenz defines the reference

state as a state in which the pressure equals the average value on the isentropic sur-

face passing through the point considered [hence the convenience of introducing

the potential temperature (2.52)].

2.5.2.5 Modeling the oceans

As mentioned in section 2.3, the state of the oceans is given by the temperature T,

the density ρ5 ρw (or alternatively the pressure P), the salinity S (salt fraction by

mass), and possibly other variables, such as oxygen and organic materials present

in the water. S is necessary in order to obtain a relation defining the density that

can replace the ideal gas law used in the atmosphere. An example of such an equa-

tion of state, derived on an empirical basis by Eckart (1958), is

P5
x1ðT ; SÞρ
12 x0ρ

2 x2ðT ; SÞ; (2.59)

where x0 is a constant and x1 and x2 are polynomials of second order in T and first

order in S�.
The measured temperature and salinity distributions are shown in

Figs. 2.67�2.69. In some studies, the temperature is instead referred to surface
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pressure, thus being the potential temperature θ defined according to (2.52). By

applying the first law of thermodynamics, (2.53), to an adiabatic process (Q5 0),

the system is carried from temperature T and pressure P to the surface pressure P0

and the corresponding temperature θ5 T(P0). The more complex equation of state

(2.59) must be used to express d(1/ρ) in (2.53) in terms of dT and dP,

d
1

ρ

� �
5

@X

@P
dP1

@X

@T
dT ;

where

X5
x1 1 x0ðP1 x2Þ

P1 x2
5

1

ρ
:

This is then inserted into (2.53) with Q5 0, and (2.53) is integrated from (T, P)

to (θ, P0). Because of the minimal compressibility of water (as compared to air, for

example), the difference between T and θ is small.

2.5.2.6 Basic equations governing the oceanic circulation

Considering first a situation where the formation of waves can be neglected, the

wind stress may be used as a boundary condition for the equations of motion analo-

gous to (2.47). The “Reynold stress” eddy transport term may, as mentioned in con-

nection with (2.47), be parametrized as suggested by Boussinesq, so that it gets the

same form as the molecular viscosity term and—more importantly—can be

expressed in terms of the averaged variables,

ðdivv0Þρv0 �2kzρ
@

@z

@

@z
V�2kyρ

@

@y
gradV�

y 1
@

@y
V�

� �
2kxρ

@

@x
gradV�

x 1
@

@x
V�

� �
:

(2.60)

Here use has been made of the anticipated insignificance of the vertical velocity,

w�, relative to the horizontal velocity, V�. A discussion of the validity of the

Boussinesq assumption may be found in Hinze (1975). It can be seen that (2.60)

represents diffusion processes that result from introducing a stress tensor of the

form (2.31) into the equations of motion (2.47). In (2.60), the diffusion coefficients

have not been assumed to be isotropic, but in practice the horizontal diffusivities kx
and ky are often taken to be equal (and denoted K; Bryan, 1969; Bryan and Cox,

1967). Denoting the vertical and horizontal velocity components in the ocean

waters ww and Vw, the averaged equations of motion, corresponding to (2.48) and

(2.49) for the atmosphere, become

@Pw

@z
52gρw ; (2.61)

195Origin of renewable energy flows



�x0 5 0:6983 1023 m3=kg;

x1 5 ð177 9501 l125T � 7:45T2 � ð3801 TÞ1000SÞ m2=s2;

x2 5 ð58901 38T � 0:375T2 1 3000SÞ105 N=m2;

where T should be inserted in �C (Bryan, 1969).

@V�
w

@t
1 ðV�

w � gradÞV�
w 1w�

w

@V�
w

@z
2 kz

@2

@z2
V�

w 2K
@2

@x2
1

@2

@y2

0
@

1
AV�

w

2K
@

@x
gradV�

wx 1
@

@y
grad V�

wy

0
@

1
A5

1

ρ
grad Pw 2 f ez 3V�

w;

(2.62)

where the Coriolis parameter is

f 5 2Ωsin φ1
V�
wx

rs
tan φ;

in terms of the angular velocity of the Earth’s rotation, Ω, plus the longitudinal

angular velocity of the mean circulation, V�
wx(rs cos φ)21, with rs being the radius

of the Earth.

The boundary conditions at the ocean’s surface are

w�
wðz5 0Þ5 0;

ρwkz
@V�

wðz5 0Þ
@z

5 τ; (2.63)

where τ is the wind stress (2.43). The boundary condition (2.63) [cf. (2.31)] reflects

the intuitive notion that, for a small downward diffusion coefficient, kz, a non-zero

wind stress will lead to a steep velocity gradient at the ocean surface. Knowledge

of kz is limited, and in oceanic calculations kz is often taken as a constant, the value

of which is around 1024 m2 s21 (Bryan, 1969).

If the density of water, ρw, is also regarded as a constant over time intervals

much larger than that used in the averaging procedure, then the equation of continu-

ity (2.46) simply becomes

div v�w 5
@V�

wx

@x
1

@V�
wy

@y
1

@w�
w

@z
5 0: (2.64)

Since the pressure, Pw in (2.61), is related to temperature and salinity through

the equation of state, (2.59), a closed set of equations for the oceanic circulation
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must encompass transport equations analogous to (2.50) for the average values of

temperature and salinity,

@A�

@t
1 ðV�

w � gradÞA� 1w�
w

@A�

@z
2 kz

@2

@z2
A� 2K

@2

@x2
1

@2

@y2

� �
A� 5

SA

ρw
: (2.65)

The turbulent diffusion coefficients, kz and K, being phenomenological quanti-

ties, could eventually be chosen separately for temperature, A� 5 Tw
�, and salinity,

A� 5 Sw
�, and not necessarily be identical to those used in (2.62) for momentum. If

it is assumed that there are no sources or sinks of heat or salt within the ocean, the

right-hand side of (2.65) may be replaced by zero. The exchange of heat and salt

between the ocean and the atmosphere can then be incorporated into the boundary

conditions, under which the two equations (2.65) are solved,

ρwkz
@T�

wðz5 0Þ
@z

52
Etotal
s

Cw

; (2.66)

ρwkz
@S�wðz5 0Þ

@z
5 S�wðz5 0Þðe2 rÞ: (2.67)

Among the chemical reaction terms that have been suggested for inclusion as

source terms, SA in (2.50), are the sulfate-forming reactions found in sea-salt spray

particles (Laskin et al., 2003).

The surface net energy flux Etotal
s [cf. (2.18)], the evaporation e, and precipitation

r are variables that link the ocean with the atmosphere, as well as the wind stress

appearing in (2.63). In (2.66), Cw is the specific heat of water.

The above expressions do not include the contributions from ice-covered water.

Bryan (1969) has constructed boundary conditions allowing for formation and melt-

ing of sea ice. Pack ice extending to a depth of less than 3 m is able to move, so

Bryan adds a transport equation for such sea ice in the general form of (2.65) and

with a suitable source term. More recent models include a specific ice cover model

and take into account both melting and sublimation processes (see, for example,

NCAR, 1997).

2.5.2.7 Recent model applications surveyed
in the 4th and 5th IPCC assessment

For several years, climate models have continuously improved, both with respect to

resolution (currently down to about 25 km for the spatial grids used, leading to

some 125 km accuracy of the final calculation results) and with respect to effects

included. Recent models treat sea ice formation and movements, as well as details

of cloud cover and its influence on both water cycle and air properties. To be con-

sidered in the models are the coupling between glaciation, depression and upheaval

of the crust, and the associated changed in sea shorelines (Peltier, 1994; 2004).
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These are not only important for reproducing past climates but also for understand-

ing the effects of ice melting in Greenland and Antarctica. Therefore, modeling

efforts are directed not only at future climates, but also as the past ones as they are

relevant for a basic understanding of climate change, whether anthropologically

induced or not (Kaspar and Cubasch, 2007; Jansen et al., 2007; NOAA, 2010;

Sørensen, 2011).

The development since the 2007 publication of the 4th Assessment of the

Intergovernmental Climate Panel IPCC has not significantly improved resolution,

but has concentrated on improving those submodels that have failed to reproduce

observed traits. The 5th Assessment Report (IPCC, 2013a,b) is a survey of ongoing

work in this respect, still with many open ends. The original purpose of the IPCC

was to evaluate published work related to climate change, but because the model

improvements are becoming more marginal, scientific journals now only publish

results containing a specific new insight, and the IPCC has therefore increasingly

been basing its model assessment on commissioned computer runs from a selection

of climate science centers. Much of the assessment in and after the 5th report has

had the character of inter-comparison of this set of models, and many of the

Figures in the 5th report show the significant spread of model results from different

models. Because the models include different effects that might influence the global

climate, in addition to the standard inclusion of the effect of greenhouse gases and

other forcing components, the comparison could reveal which additional effects

that are most important, but variance could also be ascribed to differences in the

programming details (or even errors). In any case, the dependence of IPCC on the

centers making these calculations may be the reason that little effort is directed at

identifying the “best” models.

There are more fundamental problems in the way the IPCC is operating. The

Working Group I responsible for modeling the physical aspects of the Earth’s cli-

mate needs input of emissions and other data that may influence the modeling.

The two other working groups dealing with effects of climate change and mitiga-

tion or adaptation options depend on the output from the Working Group 1 cli-

mate models in order to perform their tasks, but such output is not forthcoming

without knowing the input assumptions. These may to an extent draw on the

reflections offered by the Working Groups 2 and 3, but to ease the process, IPCC

has commissioned a set of emission scenarios from an outside group resembling

the setup of the working groups but strongly leaning on the traditional energy

industry, as evidenced by the scenarios created. Probably the reason for regarding

the essential emission scenario input as external to the IPCC mission is historical,

as the first IPCC Assessments just had to use the assumptions of available pub-

lished climate model studies. For many years, these used just a doubling or

quadrupling of greenhouse gas emissions relative to pre-industrial levels, without

any deeper reflections on alternatives to the neo-liberal economic growth model

that has shaped the energy behavior during the last three decades. Considering

the many alternative economic approaches that have been in vogue earlier

and are debated today (such as welfare, socialist or sustainable economies,

cf. Sørensen, 2016), it would seem a very strong assumption to imbed projections
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by climate modeling aimed to extend centuries into the future into one possibly

short-lived economic mantra.

The emission scenarios commissioned for the 4th Assessment (Nakićenović

et al., 2000) are based on interview studies, in principle accepting input from any-

one. In reality, NGOs and independent scientists submitted what they saw as the

best scenarios for a sustainable future, while energy industry (and particularly elec-

tric utility companies in Japan) submitted business-as-usual scenarios, often with

some 25 variants. Somebody must have told them that the submissions would be

treated statistically. It is not helpful when Nakićenović et al. warns against using

expressions like “business-as-usual” or “best” scenarios, when the selection proce-

dure has disfavored anything involving new economic paradigms or premature

phasing out of conventional energy resources before their price rises due to shortage

of resources. As a result, the 2001 and 2007 IPCC scenarios became dominated by

fossil growth scenarios, the 100% renewable scenarios in the scientific literature

were treated as anomalies outside the statistical confidence limits, and the only sce-

narios with lower emissions included were described as a stagnation scenario with

little economic development and extensive poverty due to decisions being made

locally and a lack of globalization. The actual development has in several ways

proven these assumptions incorrect. Zero-emission energy technologies are growing

fast, energy efficiency improvement is in some sectors halting energy growth while

maintaining economic revenues, and emissions of particulate matter is declining

faster than assumed in the 4th Assessment.

As a consequence, IPCC has had to modify its emission scenarios for the

5th Assessment. They are now characterized by forcings (see Fig. 7.16 and accom-

panying text) ranging from 2.6 to 8.5 W m22, leading to average global warming

by year 2100 of 1.52 5.0�C (Moss et al., 2010; IPCC, 2013b). The scenarios are

now recognizing increased energy efficiency but the most promising renewable

energy resources (wind and solar) are hardly used, while bio-energy use is extensive

in three of the scenarios. The high-forcing scenario assumes a 7�8 times increase

in use of coal, relative to year 2000 (Vuuren et al., 2011). The apparently wide

range of scenarios is clearly only a subset of possibilities, representing a very

conventional outlook, and the low-emission IPCC scenario have implications

for social development very different from those associated with the segments of

current societies wishing to see a sustainable future based on renewable energy.

The examples of climate model output given in Figs. 2.110 and 2.111 for tem-

perature and precipitation are taken from what is considered one of the best models

of work underlying the 4th Assessment, not bothering with the small changes in

some of the 5th Assessment runs. The Japanese model behind Fig. 2.110 has

been run from the pre-industrial situation prevailing around 1860, and for various

emission scenarios for future emissions of greenhouse gases. Figure 2.110 picks

the A1B scenario, which is close to the “business-as-usual” scenario (IS92a;

cf. Fig 2.101) of previous IPCC assessments. That scenario was an exponential

growth scenario mainly based on fossil energy resources. The A1B scenario still

assumes that the current 18th-century economic paradigm prevails but recognizes

that in some parts of the world there is a discussion of limited resources and
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Figure 2.110 (a) January temperature differences from pre-industrial level for 20-year

periods centered at 2020, 2055, and 2090. A1B emission scenario, NIES-MIROC3.2-HI

climate model (Hasumi and Emori, 2004; IPCC Data Distribution Centre, 2010). (b) Same as

Fig. 2.110a but for July temperature differences (top: 2020, middle: 2055, bottom: 2090).



Figure 2.110 (Continued).
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Figure 2.111 (a) January precipitation differences from pre-industrial level for 20-year

periods centered at 2020, 2055, and 2090. A1B emission scenario, NIES-MIROC3.2-HI

climate model (Hasumi and Emori, 2004; IPCC Data Distribution Centre, 2010). (b) Same as

Fig. 2.111a but for July precipitation differences (top: 2020, middle: 2055, bottom: 2090).

The scale used in Fig. 2.111a and b is shown at the top of the following page. (a and b)

Scale used in figures on the two preceding pages.



Figure 2.111 (Continued).
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carrying capability of the environment. The emission scenario assumes that a

mixture of fossil, nuclear, and renewable energy resources will be employed, as

dictated by market prices without externalities during the unrestrained economic

growth. Miraculously, world population stabilizes and the CO2 concentration in the

atmosphere stabilizes at 720 ppm toward the end of the 21st century (causes

invoked may be the decline in fertility characterizing presently rich countries to

spread, but this is a controversial issue related to the outlook for reducing economic

inequality, inside and between countries, where currently disparity between rich

and poor seem to rise everywhere; Sørensen, 2016).

Compared to the earlier model results shown in Fig. 2.101, for a doubling of

CO2 but relative to about 1995, the new 2055 numbers, expected to represent a

comparable situation, show increased warming, and in contrast to the 2020 results

and the old 2055 values of Fig 2.101, there are now no regions with a lowering of

temperature. Considering the different year of departure, the results can be consid-

ered consistent. These remarks are valid for both the January and the July results.

By 2090, warming is very strong, up to 25�C at the poles, and over 5�C when

averaged over land areas. This is the expected outcome of the lack of political

action characterizing the A1B emission scenario. The warming is predicted to affect

high-latitude Northern areas already in 2020, by 2055 most areas in the northern

United States, Siberia, and China. Mountain areas like the Himalayas experience

strong warming, and both they and the arctic areas are likely to lose large amounts

of ice. By 2090, all inhabited parts of the world are strongly affected, including

South America, Africa, and Australia, and in both January and July.

The calculated effect of climate change on precipitation, shown in Fig. 2.111,

shows a much stronger change than in temperature from pre-industrial times to the

2011�2030 period, and somewhat less during the rest of the 21st century, except

for a pronounced reduction in the Eastern Equatorial Pacific and an even stronger

increase in the Western Equatorial Pacific. A similar but more divided effect is

seen in the Indian and Atlantic Oceans. This behavior is even stronger in July than

in January. Generally, the dry areas in the northern half of Africa and in the Middle

East become even dryer, and the high-latitude areas more wet. The U.S. Midwest is

becoming dryer during July but is neutral in January, which could have implications

for agriculture there, which is already considerably dependent on artificial irriga-

tion. The opposite is the case for India, getting more summer rain in the southeast

and considerably less in the northwest, including the already dry Rajasthan desert.

There is no conservation of the water cycle through the atmosphere: The amount

of water evaporated from land and sea surfaces and later falling as precipitation

increases, as one would expect due to the general warming.

The studies assessed by the (presently five) IPCC Working Group I reports

have had a considerable effect on making decision-makers aware of the climate

change problem associated with anthropogenic emissions. The success is largely

due to the scientific credibility of the assessments, which was ensured when

IPCC was formed, by following the suggestion by its first chairman, Bert Bolin,

to deviate from the usual United Nations procedure of having governments desig-

nate members of committees (occasionally leading to the nomination of family

members of say African leaders to committees that they had no expertise to be
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on, or to the nomination of energy�industry lobbyists). This was facilitated by

not having IPCC subsumed under one UN agency, but sitting between two. When

UN in 1997 after political pressure from climate change skeptic nations chose to

revert working group member selection to traditional UN rules, Bolin resigned

and the altered role of IPCC blurring the division between scientific assessment

and political recommendations has therefore been questioned (Hulme et al.,

2010). Governments may nominate good scientists to the IPCC working groups,

but they may also nominate some that can advance a particular government’s

attitude toward acting on the warming threat. The main message in the IPCC

report has, however, remained unchanged and attacks from various lobby groups

have so far not been able to shake its substance. After all, the greenhouse effect

is an established physical fact and although many additional effects that add to

the behavior of climate are important, they largely serve to qualify the

indisputable main effects. Those (e.g., some sunspot scientists) who think that

finding new effects will automatically invalidate classical physics are clearly at

variance with scientific rationality. The situation for the two other working

groups is different and will be dealt with in Chapter 7.

2.5.3 Tides and Waves

Consider a celestial body of mass M and distance R from the center of the Earth.

The gravitational force acting on a particle of mass m placed at distance r from the

Earth’s center may, in a co-ordinate system moving with the Earth, be written

Ftidal 5m
d2r

dt2
5m

d2

dt2
ðR0 2RÞ52mMG

R0

R03 2
R

R3

� �
;

where R0 is the position vector of the mass m relative to M. The force may be

decomposed into a radial and a tangential part (along unit vectors er and et),
introducing the angle θ between 2R and r and assuming that |r| is much smaller

than |R| and |R0| in order to retain only the first terms in an expansion of R022

around R22,

Ftidal � 2mMGr

R3
ðcos2θer 1 sinθ cosθetÞ: (2.68)

If the particle m is at rest within or near to the Earth, it is further influenced by

the gravitational force of the mass of the sphere inside its radius, with the center

coinciding with that of the Earth. If the particle is following the rotation of the

Earth, it is further subjected to the centrifugal force and, if it is moving relative to

the Earth, to the Coriolis force. The particle may be ascribed a tidal potential

energy, taken to be zero if the particle is situated at the center of the Earth (Bartels,

1957),
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Wtidal 5

ðr
0

Ftidal � erdr5
mMGr2

R3
cos2θ:

If the particle is suspended at the Earth’s surface in such a way that it may adjust

its height, so that the change in its gravitational potential, mgz, can balance the tidal

potential, then the change in height, z5Δr, becomes

z5
MGr2

gR3
cos2θ:

If one inserts lunar mass and mean distance, this height becomes z5 0.36 m for

cos2θ5 0, i.e., at the points on the Earth facing the Moon or opposite (locations

where the Moon is in zenith or in nadir). Inserting instead data for the Sun, the

maximum z becomes 0.16 m. These figures are equilibrium tides that might be

attained if the Earth’s surface were covered with ocean and if other forces, such as

those associated with the Earth’s rotation, were neglected. However, since water

would have to flow into the regions near θ5 0 and θ5 π, and since water is

hardly compressible, volume conservation would require lowering of the water level

at θ5π/2.
The estimate of “equilibrium tides” only serves the purpose of a zero-order ori-

entation of the magnitude of tidal effects originating from different celestial bodies.

The actual formation of tidal waves is a dynamic process that depends not only on

the above-mentioned forces acting on the water particles, but also particularly on

the topography of the ocean boundaries. The periods involved can be estimated by

inserting into (2.68) the expression for the zenith angle θ of the tide-producing

celestial body, in terms of declination δ and hour angle ω of the body,

cos θ5 sin δsin φ1 cos δ cos φ cos ω

[cf. the discussion in connection with (2.9) and (2.10)]. The tidal force will have

components involving cosω and cos2ω5 (cos(2ω)1 1)/2, or the corresponding sine

functions, which proves the existence of periods for lunar tides equal to one lunar

day (24 h and 50 min) and to half a lunar day. Similarly, the solar tides are periodic

with components of periods of a half and one solar day. If higher-order terms had

been retained in (2.68), periods of a third the basic ones, etc., would also be found,

but with amplitudes only a small fraction of those considered here.

Owing to the inclination of the lunar orbital plane relative to that of the

Earth�Sun system, the amplitudes of the main solar and lunar tidal forces (2.68)

will add in a fully coherent way only every 1600 years (latest in 1433; Tomaschek,

1957). However, in case of incomplete coherence, one can still distinguish between

situations where the solar tidal force enhances that of the Moon (“spring tide”) and

situations where the solar tidal forces diminish the lunar tides (“neap tide”).

Tidal waves lose energy due to friction against the continents, particularly at

inlets with enhanced tidal changes in water level. It is estimated that this energy

dissipation is consistent with being considered the main cause for the observed
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deceleration in the Earth’s rotation (the relative decrease being 1.163 10210 per

year). Taking this figure to represent the energy input into tidal motion, as well as

the frictional loss, one obtains a measure of the energy flux involved in the tides as

equal to about 33 1012 W (King Hubbert, 1969).

2.5.3.1 Gravity waves in the oceans

The surface of a wavy ocean may be described by a function σ5σ(x, y, t), giving
the deviation of the vertical co-ordinate z from zero. Performing a spectral decom-

position of a wave propagating along the x-axis yields

σðx; tÞ5
ðN
2N

expð2iðkx2ωðkÞtÞÞSðkÞdk; (2.69)

where S(k) represents the spectrum of σ. If ω is constant and positive, (2.69)

describes a harmonic wave moving toward the right; if ω is constant and negative,

the wave moves toward the left. By superimposing waves with positive and nega-

tive ω, but with the same spectral amplitude S(k), standing waves may be con-

structed. If S(k) in (2.69) is different from zero only in a narrow region of k-space,

σ will describe the propagation of a disturbance (wave packet) along the ocean

surface.

The wave motion should be found as a solution to the general equations of motion

(2.61)�(2.64), removing the time averages and interpreting the eddy diffusion terms

as molecular diffusion (viscous) terms, with the corresponding changes in the numeri-

cal values of kx5K into ηw (the kinematic viscosity of water, being around

1.83 1026 m2 s21). Owing to the incompressibility assumption (2.64), the equation

of motion in the presence of gravity as the only external force may be written

@vw
@t

1 ðvw � gradÞvw 52gez 2 ρ21
w gradPw 1 ηwdiv gradvw: (2.70)

For irrotational flow, rot ν5 0, the velocity vector may be expressed in terms of

a velocity potential, φ (x, y, z, t),

vw 5 gradφ; (2.71)

and the following integral to the equation of motion exists,

@φ
@t

1
1

2
v2w 1 gz1

Pw

ρw
5 0; (2.72)

where the constant on the right-hand side is only zero if proper use has been made

of the freedom in choosing among the possible solutions φ to (2.71). In the case of

viscous flow, rot vw is no longer zero, and (2.71) should be replaced by
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vw 5 gradφ1 vrotw : (2.73)

A lowest-order solution to these equations may be found using the infinitesimal

wave approximation (Wehausen and Laitone, 1960) obtained by linearizing the

equations [i.e., disregarding terms like 1
2
v2w in (2.72), etc.]. If the surface tension,

which would otherwise appear in the boundary conditions at z5 0, is neglected,

one obtains the first-order, harmonic solution for gravity waves, propagating in the

x-direction,

φ5 aUwe
kz sinðkðx� UwtÞÞ expð�2k2ηwtÞ; (2.74)

σ5 acos kðx� UwtÞð Þ expð�2k2ηwtÞ; (2.75)

where the connection between wave velocity (phase velocity) Uw, wave number k,

and wavelength λw is

Uw 5
g

k

� �1=2
; k5

2π
λw

(2.76)

[cf. the relation in the presence of surface tension (2.27)]. No boundary condition

has been imposed at the bottom, corresponding to a deep ocean assumption, λw{h,

with h being the depth of the ocean. If the viscous forces are disregarded, the

lowest-order solutions are similar to those of (2.74) and (2.75), but with the last

exponential factor omitted. Improved solutions can be obtained by including

higher-order terms in the equations of motion, by perturbative iteration starting

from the first-order solutions given here. The second-order correction to φ is zero,

but the wave surface (2.75) becomes (for ηw� 0)

σð2Þ 5 a cosðkðx2UwtÞÞ1 0:5 a2k cosð2kðx2UwtÞÞ:

The correction makes the wave profile flatter along the bottom (trough) and

steeper near the top (crest). Exact solutions to the wave equations, including surface

tension but neglecting viscous forces, have been constructed (see, for example,

Havelock, 1919). An important feature of these solutions is a maximum value that

the ratio between wave amplitude a and wavelength λw can attain, the numerical

value of which is determined as

ak5 a
2π
λw

# 0:89: (2.77)

As already suggested by Stokes (1880), the “corner” occurring at the crest of

such a wave would have an angle of 120�. Figure 2.112 indicates the form of the

gravity wave of maximum amplitude-to-wavelength ratio. For capillary waves, the

profile has opposite characteristics: the crest is flattened, and a corner tends to

develop in the trough.
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2.5.3.2 The formation and dissipation of energy in wave motion

The energy of wave motion is the sum of potential, kinetic, and surface contribu-

tions (if surface tension is considered). For a vertical column of unit area, one has

Wpot 5
1

2
ρwgσ

2; (2.78)

Wkin 5
1

2
ρw

ð0
2N

@φ
@x

� �2
1

@φ
@z

� �2 !
dz; (2.79)

Wsurf 5
1

2
γw

@σ
@x

� �2
: (2.80)

Thus, for the harmonic wave (2.74) and (2.75), the total energy, averaged over a

period in position x, but for a fixed time t, and neglecting Wsurf , is

Wtotal 5
1

2
ρwga

2expð24k2ηwtÞ: (2.81)

This shows that a wave that does not receive renewed energy input will dissipate

energy by molecular friction, with the rate of dissipation

D52
dW

total

dt

����
t50

5 2ρwga
2k2ηw: (2.82)

Of course, this is not the only mechanism by which waves lose energy. Energy is

also lost by the creation of turbulence on a scale above the molecular level. This may

involve interaction with the air, possibly enhanced by the breaking of wave crests, or

oceanic interactions due to the Reynold stresses (2.60). Also, at the shore, surf for-

mation and sand put into motion play a role in energy dissipation from wave motion.

Once the wind has created a wave field, it may continue to exist for a while,

even if the wind ceases. If only frictional dissipation of the type (2.82) is active, a

wave of wavelength λw5 10 m will take 70 h to be reduced to half the original

amplitude, while the time is 100 times smaller for λw5 1 m.

0
x − Uwt
λw 2λw

W
av

e
am

pl
itu

de
, α

Figure 2.112 Wave profile for pure gravity wave of maximum amplitude-to-wavelength

ratio in a co-ordinate system following the wave.

Based on Wehausen and Laitone (1960).
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The detailed mechanisms by which a wave field is created by the wind field, and

subsequently transfers its energy to other degrees of freedom, are not understood in

detail. According to Pond (1971), about 80% of the momentum transfer from the

wind may be going initially into wave formation, implying that only 20% goes

directly into forming currents. Eventually, some of the energy in wave motion is

transferred to the currents.

2.5.3.3 The energy flux associated with wave motion

Now reconsider a single, spectral component of the wave field. The energy flux

through a plane perpendicular to the direction of wave propagation, i.e., the power

carried by the wave motion, is given in the linearized approximation by (Wehausen

and Laitone, 1960)

P52

ð0
2N

ρw
@φ
@t

@φ
@x

dz2 γw
@σ
@t

@σ
@x

: (2.83)

For the harmonic wave (2.74) and (2.75), neglecting surface tension, this gives

P5
1

4
ρwg

g

k

� �1=2
a2; (2.84)

when averaged over a period. Since (g/k)1/25Uw, this together with (2.81) for

ηw5 0 gives the relationship

P5
1

2
UwW

total: (2.85)

Thus the energy is not transported by the phase velocity Uw, but by 1/2Uw.

For a spectral distribution, the power takes the form

P5
1

2
ρwg
ð
SðkÞ2UgðkÞdk; (2.86)

where Ug(k) is the group velocity d(kUw)/dk (equal to 1/2Uw for the ocean gravity

waves considered above). It is no surprise that energy is transported by the group

velocity, but (2.85) and (2.84) show that this is the case even if there is no group

(or wave packet) at all, i.e., for a single, sinusoidal wave.

2.5.3.4 Wind-driven oceanic circulation

The generation of currents by a part of the wind stress, or maybe as an alternative

dissipation process for waves (Stewart, 1969), can be described by the equation of

motion (2.62), with the boundary condition (2.63) eventually reducing τ by

the amount spent in the formation of waves. Considering the Coriolis and

210 Renewable Energy



vertical friction terms as the most important ones, Ekman (1902) writes the solution

in the form

V�
wx 5V�

0 e
bz cosðbz1α2π=4Þ;

V�
wy 5V�

0 e
bz sinðbz1α2π=4Þ;

where z is the directional angle of the surface stress vector (measured from the

direction of the x-axis) and

V�
0 5 jτjρ21

w ðfkzÞ21=2; b5 f 1=2ð2kzÞ21=2

(f is the Coriolis parameter). The surface velocity vector is directed 45� to the right of

the stress vector, and it spirals down with decreasing length. The average mass trans-

port is perpendicular to the wind stress direction, 90� to the right. The observed angle

at z� 0 is about 10� rather than 45� (Stewart, 1969), supporting the view that more

complicated processes take place in the surface region. The gross mass transport,

however, is well established, for example, in the North Atlantic Ocean, where water

flows into the Sargasso Sea both from the south (driven by the prevailing eastward

winds at the Equator) and from the north (driven by the mid-latitude “westerlies”).

In the Sargasso Sea, the assembled water masses are pressed downward and

escape to the sides at a depth. All the water masses are, on average, following the

rotation of the Earth, but the lateral squeezing process causes a change in rotational

speed of the water involved, in particular a reduction in the vertical component of the

angular speed vector. If the rotational speed of some mass of water does not fit with

the rotation of the solid Earth at the latitude in question, the water mass will try to

move to another latitude that is consistent with its angular speed (unless continents

prevent it from doing so). For this reason, the water masses squeezed out below the

Sargasso Sea move toward the Equator. Later, they have to return northward (other-

wise, the polar part of the Atlantic Ocean would be emptied). Also, in this case, the

rotation has to be adjusted to conserve angular momentum. This change in rotation is

achieved by frictional interaction with the western continents. Owing to the sense of

the Earth’s rotation, these return flows (e.g., the Gulf Stream) have to follow western

shores, whether the return flow is northward or southward.

A description is provided above of how the wind drives the Ekman flow in the

Atlantic Ocean, which induces its major currents. Similar mechanisms are present

in the other oceans. Models of these flows, as well as the flows generated by sink-

ing cold water (i.e., not by the winds), have been constructed and integrated along

with the atmospheric models considered in section 2.3.1 (Manabe, 1969; Bryan,

1969; Wetherald and Manabe, 1972).
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3Individual renewable energy

sources

3.1 Direct solar energy

Assessment of the “magnitude” of solar radiation as an energy source will depend

on the geographical location, including local conditions, such as cloudiness, turbid-

ity, etc. In section 2.2.2 a number of features of the radiation flux at a horizontal

plane are described, such as spectral distribution, direct and scattered parts, geo-

graphical variations, and dependence on time, from annual to diurnal variations at a

given location. The seasonal variation in solar radiation on a horizontal plane is

shown in Fig. 3.1, corresponding to the annual average of Fig. 2.24.

For actual applications, it is often necessary to estimate the amount of radiation

received by tilted or complexly shaped devices, and it is useful to look at relations

that allow relevant information to be extracted from some basic measured quanti-

ties. For instance, radiation data often exist only for a horizontal plane, and a

relation is therefore needed to predict the radiation flux on an arbitrarily inclined

surface. In regions at high latitudes, directing solar devices toward the Equator

at fairly high tilt angles actually gives an increase in incident energy relative to

horizontally placed collectors.

Only the incoming radiation is discussed in detail in this section, since the outgo-

ing flux may be modified by the specific type of energy conversion device consid-

ered. In fact, such a modification is usually the very idea of the device. A description

of some individual solar conversion devices is taken up in Chapter 4, and their poten-

tial yield in Chapter 6, in terms of combined demand and supply scenarios.

3.1.1 Direct radiation

The inclination of a surface, e.g., a plane of unit area, may be described by two

angles. The tilt angle, s, is the angle between vertical (zenith) and the normal to the

surface, and the azimuth angle, γ, is the angle between the southward direction and

the direction of the projection of the normal to the surface onto the horizontal plane;

γ is considered positive toward east [in analogy to the hour angle]. In analogy to the

expression at the top of the atmosphere, given in section 2.2.1, the amount of direct

radiation reaching the inclined surface characterized by (s, γ) may be written

Ds;γ 5 SNcos θ; (3.1)

where SN is the “normal radiation,” i.e., the solar radiation from the direction to the

Sun. The normal radiation is entirely direct radiation, according to the definition of

Renewable Energy. DOI: http://dx.doi.org/10.1016/B978-0-12-804567-1.00003-7
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Figure 3.1 Average short-wavelength solar radiation on a horizontal plane at the Earth’s

surface (W m22), for the months of January (a), April (b) and July (c) of 1997 (NCEP-

NCAR, 1998). (d) Average short-wavelength solar radiation on a horizontal plane at the

Earth’s surface (W m22), for the month of October of 1997 (NCEP-NCAR, 1998).
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direct and scattered radiation given in section 2.2.2. The angle θ is the angle

between the direction to the Sun and the normal to the surface specified by s and γ.
The geometrical relation between θ and the time-dependent co-ordinates of the Sun,

declination δ (2.9) and hour angle ω (2.10), is

cos θ5 ðSC2CSCÞ sin1 ðSS sin ω1 ðCC1 SSCÞ cos ωÞ cos δ; (3.2)

where the time-independent constants are given in terms of the latitude φ and the

parameters (s, γ) specifying the inclination of the surface,

SC5 sin φ cos s;
CSC5 cos φ sin s cos γ;
SS5 sin s sin γ;
CC5 cos φ cos s;
SSC5 sin φ sin s cos γ:

(3.3)

For a horizontal surface (s5 0), θ equals the zenith angle z of the Sun, and (3.2)

reduces to the expression for cos z given in section 2.2.1. Instead of describing the

direction to the Sun by δ and ω, the solar altitude h5 1/2π2 z and azimuth Az (con-

ventionally measured as positive toward the west, in contrast to the hour angle)

may be introduced. The two sets of co-ordinates are related by

sin h5 sin δ sin φ1 cos δ cos φ cos ω;
sin Az cos h52cos δ sin ω: (3.4)

In the height�azimuth co-ordinate system, (3.2) may be written

cos θ5 sin h cos s1 cos h sin s cosðAz1 γÞ: (3.5)

Figure 3.1 (Continued).
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Again, the sign conventions for Az and γ are opposite, so that the argument of

the last cosine factor in (3.5) is really the difference between the azimuth of the

Sun and the projection of the normal to the surface considered. If cos θ found from

(3.2) or (3.5) is negative, it means that the Sun is shining on the “rear” side of the

surface considered. Usually, the surface is to be regarded as “one-sided,” and cos θ
may then be replaced by zero, whenever it assumes a negative value, in order that

the calculated radiation flux (3.1) becomes properly zero.

If data giving the direct radiation flux D on a horizontal plane are available, and

the direct flux impinging on an inclined surface is wanted, the above relations

imply that

Ds;γ 5D cos θ=cos z:

It is evident that care should be taken in applying this relation when the Sun is

near the horizon.

More reliable radiation fluxes may be obtained if the normal incidence radiation

flux SN is measured (as function of time) and (3.1) is used directly. SN is itself a

function of zenith distance z, as well as a function of the state of the atmosphere,

including ozone mixing ratio, water vapor mixing ratio, aerosol and dust content,

and cloud cover. The dependence on zenith angle is primarily a question of the path

that the radiation has taken through the atmosphere. This path-length is shortest

when the Sun is in zenith (often denoted air mass one for a clear sky) and increases

with z, being quite large when the Sun is near the horizon and the path is curved

due to diffraction. The extinction in the atmosphere is normally reduced at elevated

locations (or low-pressure regions, notably mountain areas), in which case the

effective air mass may become less than one. Figure 3.2 gives some typical varia-

tions of SN with zenith angle for zero, small, and heavy particle load (turbidity).

Underlying assumptions are: cloudless sky, water vapor content throughout a verti-

cal column equal to 0.02 m3 m22, standard sea-level pressure, and mean distance to

the Sun (Robinson, 1966).

Since a complete knowledge of the state of the atmosphere is needed in order to

calculate SN, such a calculation would have to be coupled to the equations of state

and motion discussed in section 2.3.1. Only some average behavior may be

described without doing this, and if, for example, hourly values of SN are required

in order to predict the performance of a particular solar energy conversion device, it

would be better to use measured values of SN (which are becoming available for

selected locations throughout the world, cf. Turner, 1974) or values deduced from

measurements for horizontal surfaces. Measurement techniques are discussed by

Coulson (1975), among others.

Attempts to parameterize the solar radiation received at the ground are usually

made for global radiation (direct plus scattered, and, for tilted planes, radiation

reflected onto the surface), rather than separately for normal incidence and scattered

radiation [cf. (2.20)].
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3.1.1.1 Dependence on turbidity and cloud cover

The variability of SN due to turbidity may be demonstrated by noting the range of

SN values implied by extreme high or low turbidities, in Fig. 3.2, and by consider-

ing the spread in mean daily turbidity values, an example of which is shown in

Fig. 3.3. The turbidity coefficient Bλ for a given wavelength may be defined

through an attenuation expression of the form

SNðλÞ=Esw
01ðλÞ5 102mrðτsλ1τaλ1BλÞ:

Here mr is the relative air mass (optical path-length in the atmosphere), τsλ
describes the scattering on air molecules, and τaλ is the absorption by ozone.

In terms of the cross-sections σs(λ), σa(λ), and σp(λ) for scattering on air mole-

cules, ozone absorption, and attenuation by particles, one has
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Figure 3.2 Normal incidence radiation as a function of zenith angle for a cloudless sky with

different particle contents: (a) hypothetical atmosphere with zero turbidity [B5 0, no

aerosols but still water vapor and molecular (Rayleigh) scattering]; (b), clear sky (B5 0.01);

(c), atmosphere with heavy aerosol pollution (B5 0.4). B is the turbidity coefficient Bλ

(defined in the text) averaged over wavelengths. Sea-level pressure (105 N m22), a water

content of 0.02 m3 m22, an ozone content of 0.0034 m3 m22 (both referred to standard

temperature and pressure) and mean Earth�Sun distance have been assumed. At the top, an

approximate air mass scale is provided, relative to the one for a vertical path from sea level.

Based on Robinson (1966).
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2mrτsλ 5 log10 exp

ð
σsðλÞds

� �� �
;

and similarly for τaλ and Bλ. Figure 3.3 gives both daily and monthly means for

the year 1972 and for a wavelength of 53 1027 m (Bilton et al., 1974). The data

suggest that it is unlikely to be possible to find simple, analytical expressions for

the detailed variation of the turbidity or for the solar fluxes, which depend on

turbidity.

Another major factor determining the amount and distribution of different types

of fluxes is the cloud cover. Both cloud distribution and cloud type are important.

For direct radiation flux, the important questions are whether the path-line is

obscured, and, if it is, how much attenuation is caused by the particular type of

cloud. Figure 3.4 shows the total and scattered flux on a horizontal plane (and, by

subtraction, the direct flux), for a clear sky and three different types of clouds, as a

function of the zenith angle of the Sun. The cloud classification represents only a

general indication of category. It is evident in this example that altocumulus and

stratus clouds are almost entirely impermeable to direct radiation, whereas cirrus

clouds allow the penetration of roughly half the direct radiation flux. Meteorological

observations containing records of sunshine (indicating whether the direction to the

Sun is obscured) and of cloud cover (as a percentage and identifying the cloud types

and their estimated height) may allow a fairly reliable estimate of the fraction of

direct radiation reaching a plane of given orientation.
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Figure 3.3 Turbidity coefficient Bλ at the wavelength λ5 53 1027 m, as measured during

1972 at Raleigh (North Carolina) by Bilton et al. (1974). Daily means are indicated by dots,

monthly means by the curve. Only days with a cloudless sky in the direction of the Sun have

been included. Data points above Bλ5 0.4 are indicated at 0.4 (cf. the high turbidity curve of

Fig. 3.2).
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3.1.2 Scattered radiation

The scattered radiation for a clear sky may be estimated from knowledge of the

composition of the atmosphere, as described in section 2.3.1. The addition of radia-

tion scattered from clouds requires knowledge of the distribution and type of

clouds, and the accuracy with which a calculation of the scattered flux on a given

plane can be made is rather limited. Even with a clear sky, the agreement between

calculated and observed fluxes is not absolute, as seen, for example, in Fig. 2.41.

Assuming that the distribution of intensity, Sscatt:h;Az ; for scattered radiation as a

function of the directional co-ordinates (h, Az) [or (δ, ω)] is known, then the total

flux of scattered radiation reaching a plane tilted at an angle s and directed azimuth-

ally, at an angle γ away from south, may be written

ds;λ 5

ð
Sscatt:h;Az cos θ dΩ5

ðπ=2
0

dðAzÞ
ðπ=2
hminðAzÞ

dhSscatt:h;Az cos θðh;AzÞ cos h: (3.6)

Here hmin(Az) is the smallest height angle, for a given azimuth, for which

the direction defined by (h, Az) is on the “front” side of the inclined plane. The

unit solid angle is dΩ5 sin z dz d(Az)5�cos h dh d(Az). For a horizontal plane θ
(h, Az)5 z5 1/2π�h.

If the scattered radiation is isotropic,

Sscatt:h;Az 5 constant5 Sscatt:;

then the scattered radiation flux on a horizontal plane becomes

d5πSscatt:; (3.7)

and the scattered radiation flux on an arbitrarily inclined surface may be written

ds;γ 5 dcos2ðs=2Þ; (3.8)
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Figure 3.4 The influence of clouds on the radiation flux reaching a horizontal plane (total

short-wavelength flux, D1 d, and scattered flux alone, d).

Based on measurements by J. Millard and J. Arvesen, as quoted in Turner (1974).
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an expression that can also be derived by considering the fraction of the sky “seen”

by the tilted surface.

A realistic distribution of scattered radiation intensity is not isotropic, and, as

mentioned earlier, it is not even constant for a cloudless sky and fixed position of

the Sun, but depends on the momentary state of the atmosphere. Figure 3.5 shows

the result of measurements for a cloudless sky (Kondratyev and Fedorova, 1976),

indicating that the assumption of isotropy would be particularly poor for planes

inclined directly toward or away from the Sun (Az equal to 0 or π relative to the

solar azimuth). Robinson (1966) notes, from observations such as the one shown in

Fig. 2.41, that the main differences between observed distributions of scattered radi-

ation and an isotropic one are: (a) increased intensity for directions close to that of

the Sun, and (b) increased intensity near the horizon. In particular, the increased

intensity in directions near the Sun is very pronounced, as is also evident from

Fig. 3.5, and Robinson suggests that about 25% of d, the scattered radiation on a

horizontal plane, should be subtracted from d and added to the direct radiation,

before the calculation of scattered radiation on an inclined surface is performed

using the isotropic model. However, such a prescription would not be generally

valid, because the increased intensity in directions near the Sun is a function of the

turbidity of the atmosphere as well as of cloud cover.

It is evident from Fig. 3.4 that the effect of clouds generally is to diminish direct

radiation and increase scattered radiation, although not in the same proportion.

Cirrus clouds and, in particular, altocumulus clouds substantially increase the scat-

tered flux on a horizontal plane.
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Figure 3.5 Ratio between scattered radiation flux on an inclined surface (tilt angle s,

azimuth angle γ) and scattered radiation flux on a horizontal surface for a cloudless sky with

solar height 15�.
Based on Kondratyev and Fedorova (1976).
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The radiation scattered by clouds is not isotropically distributed. Figure 3.6

gives the luminance distribution, i.e., the intensity of total radiation, along the

great circle containing zenith as well as the direction to the Sun, the height angle

of which was 20� at the time of measurement. For complete cloud cover, the

luminance distribution is entirely due to scattered radiation from the clouds, and

it is seen to be maximum at zenith and falling to 0.4 times the zenith value at the

horizon.

3.1.3 Total short-wavelength radiation

For inclined surfaces or surfaces surrounded by elevated structures, the total short-

wavelength (wavelengths below, say, 33 1026 m) radiation flux comprises not only

direct and scattered radiation, but also radiation reflected from the ground or from

the surroundings onto the surface considered.
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Figure 3.6 Luminance distribution along a great circle containing zenith as well as the

direction toward the Sun, as a function of cloud cover. The distributions have been

normalized at h5 90�. The data are based on several measurements with solar height 20� and
mean turbidity, performed by Tonne and Normann (1960).
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3.1.3.1 Reflected radiation

The reflected radiation from a given area of the surroundings may be described in terms

of an intensity distribution, which depends on the physical nature of the area in ques-

tion, as well as on the incoming radiation on that area. If the area is specularly reflect-

ing, and the incoming radiation is from a single direction, then there is also a single

direction of outgoing, reflected radiation, a direction that may be calculated from the

law of specular reflection (polar angle unchanged, azimuth angle changed by π).
Whether the reflection is specular may depend not only on the fixed properties of the

particular area, but also on the wavelength and polarization of the incoming radiation.

The extreme opposite of specular reflection is completely diffuse reflection, for

which by definition the reflected intensity is isotropic over the hemisphere bordered by

the plane tangential to the surface at the point considered, no matter what the distribution

of incoming intensity. The total (hemispherical) amount of reflected radiation is in this

case equal to the total incoming radiation flux times the albedo a of the area in question,

R5 aE1;

where, for horizontal surfaces, E15D1 d (for short-wavelength radiation).

In general, the reflection is neither completely specular nor completely

diffuse. In this case, the reflected intensity in a given direction, e.g., specified by

height angle and azimuth, S
refl:
Ωr

; depends on the distribution of incident radiation

intensities Sinc:Ωr
,�

S
refl:
Ωr

5

ð
hemisphere

ρ2ðΩr;ΩiÞSinc:Ωi
cos θðΩiÞdΩi: (3.9)

Here ρ2(Ωy, Ωi) is called the bi-angular reflectance (Duffie and Beckman, 1974;

these authors include an extra factor π in the definition of ρ2). Dividing by the aver-

age incoming intensity,

ð
Sinc:Ωi

cos θðΩiÞdΩi

ð
cos θðΩiÞdΩi 5E1=π

a reflectance depending only on one set of angles (of reflected radiation) is defined,

� The intensity SΩ is here defined as the energy flux passing through an infinitesimal area into an infini-

tesimal solid angle in the direction specified by Ω (e.g., h and Az). The infinitesimal area is perpendicu-

lar to the direction Ω, and the dimension of SΩ is energy per unit time, unit area, and unit solid angle.

The energy flux passing through a unit area is found by multiplying SΩ by cos θ, with θ being the angle

between the direction Ω and the normal to the plane, and by dΩ, and then integrating over the hemi-

sphere above or below the unit area considered (giving directional fluxes E2 or E1). These definitions

are consistent with those used in sections 2.1 and 2.2, remembering that the incident solar radiation

represents a limiting case of infinitesimal solid angle for the definition of intensity, because the rays from

the Sun are treated as parallel, and recalling that several of the energy fluxes considered in section 2.2 are

global averages.
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ρ1ðΩrÞ5πSrefl:Ωr
=E1: (3.10)

In general, ρ1 is not a property of the reflecting surface, since it depends on

incoming radiation, but if the incoming radiation is isotropic (diffuse or blackbody

radiation), the incoming intensity can be divided out in (3.10).

The total hemispherical flux of reflected radiation may be found by integration

of (3.9),

R5

ð
hemisphere

S
refl:
Ωr

cosθðΩrÞdΩr; (3.11)

and the corresponding hemispherical reflectance,

ρ5R=E1 5 a; (3.12)

is equal to the albedo defined above.

All of the above relations have been written without reference to wavelength,

but they are valid for each wavelength λ, as well as for appropriately integrated

quantities.

In considering the amount of reflected radiation reaching an inclined surface, the

surrounding surfaces capable of reflecting radiation are often approximated by an

infinite, horizontal plane. If the reflected radiation is further assumed to be isotropic

of intensity Srefl., then the reflected radiation flux received by the inclined surface is

Rs;γ 5πSrefl:sin2ðs=2Þ: (3.13)

The factor sin2(s/2) represents the fraction of the hemisphere above the inclined

surface from which reflected radiation is received. This fraction is evidently com-

plementary to the fraction of the hemisphere from which scattered radiation is

received and, therefore, equal to 12 cos2(s/2) from (3.8). The albedo (3.12) may be

introduced, noting from (3.11) that R5πSrefl. for isotropic reflection,

Rs;γ 5 aE1sin
2ðs=2Þ: (3.14)

For short-wavelength radiation, the flux E1 on a horizontal plane equals D1 d,

the sum of direct and scattered short-wavelength fluxes.

If the geometry of the reflecting surroundings is more complicated (than a

plane), or if the reflected intensity is not isotropic, the calculation of the amount of

reflected radiation reaching a given inclined surface involves integration over the

hemisphere seen by the inclined surface. Thus, for each direction of light reflected

onto the inclined plane, a contribution to S
refl:
Ωr

is included from the first unobscured

point on the line of sight capable of reflecting radiation. If semitransparent objects

(such as a water basin) are present in the surroundings, the integration becomes

three-dimensional, and the refraction and transmission properties of the partly opa-

que objects must be considered.
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Figure 3.7 shows an example of the enhancement of indirect radiation that may

result from increasing albedo of the surroundings—in this case, due to snow cover

in winter (Kondratyev and Fedorova, 1976). The rejected radiation on the inclined

surface reaches a maximum value for the tilt angle s5 90� (vertical).

3.1.3.2 Average behavior of total short-wavelength radiation

The sum of direct, scattered, and reflected radiation fluxes constitutes the total

short-wavelength (sw) radiation flux. The total short-wavelength flux on a horizontal

surface is sometimes referred to as the global radiation, i.e., D1 d (if there are no

elevated structures to reflect radiation onto the horizontal surface). For an inclined

surface of tilt angle s and azimuth γ, the total short-wavelength flux may be written

Esw
s;γ 5Ds;γ 1 ds;γ 1Rs;γ; (3.15)
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Figure 3.7 The ratio of scattered plus reflected radiation flux on inclined surfaces to that on

a horizontal surface (scattered flux d only) for a clear sky with the Sun at height 34�.
Measurements corresponding to two different ground albedos are depicted, based on summer

and winter (snow-covered ground) conditions at a location in the Soviet Union (Kondratyev

and Fedorova, 1976).
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with the components given by (3.1), (3.6) or (3.8), and (3.14) or a generalization of

it. The subscript “1” on Esw has been left out, since the direction of the flux is

clear from the values of s and γ (the E2 flux would generally require s. 90�).
Examples of the influence of clouds, and of solar zenith angle, on global radia-

tion Esw
s50;γ are given in Fig. 3.4. Figure 3.8 illustrates the influence of cloud cover

on the daily sum of total short-wavelength radiation received by inclined surfaces,

relative to that received by a horizontal surface. For south-facing slopes, the

γ = 0°
(South-facing)

γ = 180°
(North-facing)

E
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γ
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Figure 3.8 Daily sums of total short-wavelength radiation on an inclined plane, relative to

that of a horizontal plane, for different cloud cover and as a function of tilt angle for north-

and south-facing surfaces.

Based on measurements in the Soviet Union, Kondratyev and Fedorova (1976).
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radiation decreases with increasing cloud cover, but for north-facing slopes the

opposite takes place.

Monthly averages of total short-wavelength radiation for different geographical

locations are shown in Figs. 3.9 and 3.10 for a horizontal surface. In Fig. 3.10, two

sets of data are compared, each representing a pair of locations with the same lati-

tude. The two at φ� 43�N correspond to a coastal and a continental site, but the

radiation, averaged for each month, is nearly the same. The other pair of locations

are at 35��36�N. Albuquerque has a desert climate, while Tokyo is near the ocean.

Here the radiation patterns are vastly different during summer, by as much as a fac-

tor of two. The summer solar radiation in Tokyo is also smaller than in both the

43�N sites, presumably due to the influence of urbanization (cf. section 2.4.2) and a

high natural frequency of cloud coverage. Other average properties of radiation

fluxes on horizontal surfaces are considered in section 2.2.2, notably for a latitude

53�N location.

Looking more closely at some specific cases, Fig. 3.11 shows the total short-

wavelength radiation on a vertical plane facing south, west, east, and north for a

location at φ5 56�N. The monthly means have been calculated from the hourly

data of the Danish reference year (Andersen et al., 1974), using the isotropic

approximation (3.8) and (3.14) with an assumed albedo a5 0.2. The Danish refer-

ence year consists of selected meteorological data exhibiting “typical” fluctuations.
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based on the Danish reference year (latitude 56�) and an assumed ground albedo of 0.2 (0.9
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This is achieved by selecting monthly sequences of actual data, with monthly

averages of each of the meteorological variables in the vicinity of the 30-year mean.

The different sequences that make up the reference year have been taken from dif-

ferent years. The variables pertaining to solar radiation are global radiation (D1 d),

normal-incidence radiation (SN), and scattered radiation on a horizontal plane (d).

Only global radiation has been measured over extended periods of time, but the two

other variables have been constructed so that the three variables, of which only two

are independent, become reasonably consistent. Several other countries are in the

process of constructing similar reference years, which will allow for easy compari-

son of, for example, performance calculations of solar energy devices or building

insulation prescriptions. Monthly averages of the basic data of the Danish reference

year, D1 d and D, are shown in Fig. 3.12. Reference years have subsequently been

constructed for a number of other locations (European Commission, 1985).

Figure 3.13 shows the composition of the total short-wavelength flux on a verti-

cal, south-facing surface, in terms of direct, scattered, and reflected radiation. It has

been assumed that the albedo changes from 0.2 to 0.9 when the ground is covered

by snow (a piece of information also furnished by the reference year). Snow cover

is therefore responsible for the relative maximum in reflected flux for February.

The proportion of direct radiation is substantially higher during winter for this verti-

cal surface than for the horizontal surface (Fig. 3.12).
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Figure 3.12 Monthly average short-wavelength flux on horizontal surface, and the direct

part, D, based on the Danish reference year, φ5 56�N (Andersen et al., 1974).
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3.1.3.3 Inclined surfaces

Since the devices used to capture solar radiation for heat or power production are

often flat-plate collectors integrated into building facades or roofs, it is important to

be able to estimate energy production for such inclined mountings as function of

time and location.

Available satellite solar data comprise only down-going fluxes of total radiation

on a horizontal plane at the ground surface level. They are calculated from solar

fluxes at the top of the atmosphere and reflected radiation reaching the satellite,

with use of measured cloud and turbidity data (ECMWF, 2008). At low latitudes,

these may be appropriate for solar devices, but at higher latitudes, radiation on

inclined surfaces has to be derived indirectly.

Data for inclined surfaces exist directly for a limited number of local meteoro-

logical stations and are incorporated into the so-called “reference data” constructed

for the purpose of engineering applications in building construction. As these data

are not universally available, I shall instead try to estimate radiation on inclined sur-

faces from the horizontal ones. This is not a trivial task, because it requires a sepa-

ration of the total radiation known on a horizontal plane into direct and scattered

radiation, which must be treated differently: the direct radiation can be transformed

to that on inclined surfaces by a set of geometrical calculations given above, but it

is rarely known precisely how much of the total radiation is scattered, as this

depends on many elusive parameters (solar height, attenuation in the air, absorption

and reflection on clouds of different kinds). These same factors influence the
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Figure 3.13 Components of monthly average fluxes on vertical, south-facing surface. Key:

���� total short-wavelength radiation; �U�U� direct radiation Ds,γ; �UU�UU� scattered

radiation ds,γ; �UUU�UUU� reflected radiation Rs,γ (in all cases γ5 0). The calculation is

based on the Danish reference year, φ5 56�N, and an assumed albedo of 0.2 (0.9 with snow

cover).
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radiation on a plane of some particular inclination, but differently and in a way that

varies with time. Thus one can only hope to describe some average behavior with-

out performing additional measurements.

The following procedure was used to estimate radiation on south-facing planes

tilted at 45�S and 90�S: 62.5% of the horizontal radiation, representing direct as

well as nearly forward-scattered radiation (i.e., radiation scattered by small angles,

known to be a large component of the indirect radiation) is treated by the straight-

forward angular transformations to normal-incidence radiation, and then to radiation

on the tilted surface. Strictly direct radiation is roughly 50% (see above), so 25% of

the scattered radiation is assumed to arrive from directions close to that of the Sun.

The remaining 37.5% of the horizontal radiation is distributed on the inclined sur-

faces by multiplication with a factor taken as 1.5 for the s5 45� tilted surface and

1.25 for the s5 90� tilted surface, based on measurements by Kondratyev and

Fedorova (1976). In other words, the scattered radiation is far from isotropic, as this

would give a simple cos2(s/2)-factor due to the reduced fraction of the sky seen by

the surfaces at a tilt angle s.

The resulting monthly average distribution of radiation for January and July are

given in Figs. 3.14 and 3.15 for the Northern hemisphere, using 6-hour data for the

Figure 3.14 Estimated January solar radiation in W m22 on differently tilted surfaces,

calculated from the horizontal data of ECMWF (2008).
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year 2000. The average values serve to provide a general overview and the full

6-hour data set is necessary for actual simulation studies. On the Southern hemi-

sphere, appropriate tilt angles for solar collectors would be north-facing rather than

south-facing. For those locations where measurements have been performed, the

quality of the model can be assessed. Based on only a cursory comparison, the

model seems to agree with data at mid-latitudes (i.e., the regions of interest here)

and the variations in radiation seem to be generally of an acceptable magnitude.

However, deviations could be expected at other latitudes or at locations with partic-

ular meteorological circumstances.

Looking for comparison at some of the empirical data for inclined surfaces,

Fig. 3.16 gives, for a specific location, the variation of the yearly average fluxes with

the tilt angle s, still for a south-facing surface (γ5 0). The variation of monthly

averages of the total flux with tilt angle for a south-facing surface is given in Fig. 3.17.

According to Fig. 3.16, the maximum yearly short-wavelength radiation in

Denmark (φ5 56�N) is obtained on a south-facing surface tilted about 40�, but the
maximum is broad. The maximum direct average flux is obtained at a tilt angle

closer to φ, which is clear because at the top of the atmosphere the maximum

would be attained for s equal to the latitude plus or minus the Sun’s declination, the

Figure 3.15 Estimated July solar radiation in W m22 on surfaces of various tilt angles,

calculated from the horizontal data of ECMWF (2008).

237Individual renewable energy sources



200

100

0
0

Ye
ar

ly
 a

ve
ra

ge
 fl

ux
 (

W
 m

–2
)

Tilt angle s (deg)
30 60 90

Figure 3.16 Components of yearly average fluxes on a vertical, south-facing surface.

Key: ���� total short-wavelength radiation; � � � direct radiation Ds,γ; �U�U�
scattered radiation ds,γ; �UU�UU� reflected radiation Rs,γ (in all cases γ5 0). The

calculation is based on the Danish reference year, φ5 56�N, and an assumed albedo

of 0.2 (0.9 with snow cover).

200

100

0
J F M A M

Month

M
on

th
ly

 a
ve

ra
ge

 fl
ux

 E
sw

=
0 

(W
 m

–2
)

J J A S O N D

300

s 1γ

Figure 3.17 Monthly average of total short-wavelength radiation on inclined, south- facing

surfaces, based on the Danish reference year, φ5 56� N. Key: ���� tilt angle s5 0; �U�
s5 30�; �UU� s5 60�; �UUU� s5 90�.

238 Renewable Energy



extremes of which are about 623� at summer and winter solstices. From Fig. 3.17,

one can see that the most constant radiation over the year is obtained for s5 90�.
The December maximum value is for s5 75�, but the solar radiation on an s5 90�

surface is only 1%�2% smaller.

3.1.4 Long-wavelength radiation

As suggested by Figs. 2.20 and 2.26, the long-wavelength radiation reaching a

plane situated at the Earth’s surface may be quite substantial, in fact, exceeding the

short-wavelength radiation when averaged over 24 h. However, the outgoing long-

wavelength radiation is (again on average) still larger, so that the net long-

wavelength flux is directed away from the surface of the Earth. The ground and

most objects at the Earth’s surface emit long-wavelength (lw) radiation approxi-

mately as a blackbody, while the long-wavelength radiation from the atmosphere

often deviates substantially from any blackbody spectral distribution.

In general, the emission and absorption of radiation by a body may be described

by the spectral and directional emittance, ελ(Ω), and the corresponding absorptance,

αλ(Ω). These quantities are related to e(ν) and κ(ν) of section 2.1.1, which may

also depend on the direction Ω, by

eðν;ΩÞ5 ελðΩÞdFPlanck=dν; κðν;ΩÞ5αλðΩÞ;

for corresponding values of frequency ν and wavelength λ.
Thus, ελ(Ω) is the emission of the body, as a fraction of the blackbody radiation

(2.3) for emission in the direction Ω, and αλ(Ω) is the fraction of incident flux,

again from the direction specified by Ω, which is absorbed by the body.

Where a body is in complete thermodynamic equilibrium with its surroundings

(or more specifically those with which it exchanges radiation), Kirchhoff’s law is

valid (see, e.g., Siegel and Howell, 1972),

ελðΩÞ5αλðΩÞ: (3.16)

However, since both ελ(Ω) and αλ(Ω) are properties of the body, they are inde-

pendent of the surroundings, and hence (3.16) is also valid away from equilibrium.

This does not apply if wavelength averages are considered. Then ε(Ω) is still a

property of the surface, but α(Ω) depends on the spectral composition of the incom-

ing radiation, as follows from the definition of α(Ω),

αðΩÞ5
ð
αλðΩÞSincλ ðΩÞdλ=

ð
Sincλ ðΩÞdλ:

Further averaging over directions yields the hemispherical emittance ε and

absorptance α, the former still being a property of the surface, the latter not.

Consider now a surface of temperature Ts and orientation angles (s, γ),
which emit long-wavelength radiation in such a way that the hemispherical

energy flux is

239Individual renewable energy sources



Elw;emission
2 5 εlwσTs4; (3.17)

where σ is Stefan’s constant (5.73 1028 W m22 K24). For pure blackbody

radiation from a surface in thermal equilibrium with the temperature Ts (forming

an isolated system, e.g., a cavity emitter), εlw equals unity.

The assumption that ελ5 ε (emissivity independent of wavelength) is referred

to as the gray-body assumption. It implies that the energy absorbed from the

environment can be described by a single absorptivity αlw5 εlw. Further, if the

long-wavelength radiation from the environment is described as blackbody radiation

corresponding to an effective temperature Te, the incoming radiation absorbed by

the surface may be written

Elw;abs:
1 5 εlwσTe4: (3.18)

If the part of the environmental flux reflected by the surface is denoted

R(5ρlw σTe
4), then the total incoming long-wavelength radiation flux is

Elw
1 5R1Elw;abs:

1 ; and the total outgoing flux is Elw
2 5R1Elw;emission

2 ; and thus

the net long-wavelength flux is

Elw 5 εlwσðTe4 � Ts
4Þ: (3.19)

The reflection from the environment of temperature Te back onto the surface of

temperature Ts has not been considered, implying an assumption regarding the

“smallness” of the surface considered as compared with the effective surface of the

environment. Most surfaces that may be contemplated at the surface of the Earth

(water, ice, grass, clay, glass, concrete, paints, etc.) have long-wavelength emissivi-

ties εlw close to unity (typically about 0.95). Materials like iron and aluminum with

non-polished surfaces have low long-wavelength emissivities (about 0.2), but often

their temperature Ts is higher than the average temperature at the Earth’s surface

(due to high absorptivity for short-wavelength radiation), so that (3.19) may still be

a fair approximation, if Ts is chosen as an average temperature of physical surfaces.

If the surface is part of an energy-collecting device, a performance evaluation will

require the use of the actual temperature Ts with its variations (cf. Chapter 4).

The deviations of the long-wavelength radiation received from the environment

from that of a blackbody are more serious, leading both to a change in wavelength

dependence and to a non-isotropic directional dependence. Decisive in determining

the characteristics of this radiation component is the average distance, for each

direction, to the point at which the long-wavelength radiation is emitted. Since the

main absorbers in the long-wavelength frequency region are water vapor and CO2

(cf. Fig. 2.40), and since the atmospheric content of water vapor is the most

variable of these, then one may expect the long-wavelength flux to be primarily a

function of the water vapor content mv (Kondratyev and Podolskaya, 1953).

At wavelengths with few absorption bands, the points of emission may be sev-

eral kilometers away, and owing to the temperature variation through the atmo-

sphere (see, for example, Figs. 2.31 and 2.32), one expects this component of Te to
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be 20�30 K below the ambient temperature Ta at the surface. As humidity

increases, the average emission distance diminishes, and the effective temperature

Te becomes closer to Ta. The temperature of the surface itself, Ts, is equal to or

larger than Ta, depending on the absorptive properties of the surface. This is also

true for physical surfaces in the surroundings, and therefore the “environment” seen

by an inclined surface generally comprises partly a fraction of the sky with an

effective temperature Te below Ta and partly a fraction of the ground, possibly with

various other structures, which has an effective temperature of Te above Ta.

3.1.4.1 Empirical long-wavelength evidence for inclined surfaces

Figure 3.18 shows the directional dependence of long-wavelength radiation from

the environment, averaged over wavelengths, for very dry and humid atmospheres.

The measurements on which the figure is based (Oetjen et al., 1960) show that the

blackbody approximation is only valid for directions close to the horizon (presum-

ably implying a short average distance to points of emission), whereas the spectral

intensity exhibits deeper and deeper minima, in particular around λ5 1025 m, as

the direction approaches zenith. Relative to the blackbody radiation at ambient tem-

perature, Ta, the directional flux in Fig. 3.18 starts at unity at the horizon, but drops

to 79% and 56%, respectively, for the humid (Florida Beach region) and the dry

atmospheres (Colorado mountainous region). If an effective blackbody temperature

is ascribed, although the spectral distributions are not Planckian, the reduced Te is

94.3% and 86.5% of Ta, corresponding to temperatures 27.5 and 37.9 K below

ambient temperature. Although it is not clear whether they are in fact, Meinel and

Meinel (1976) suggest that the two curves in Fig. 3.18 be used as limiting cases,

supplemented with blackbody emissions from ground and surrounding structures,

which are characterized by εlw between 1.0 and 1.1, for the calculation of net long-

wavelength radiation on inclined surfaces.
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Figure 3.18 Variation in incoming long-wavelength radiation with height above the horizon

(flat ground). The scale on the left is the ratio between the effective temperature of the long-

wavelength radiation received and the ambient air temperature, whereas the scale on the right

gives the average flux relative to that of blackbody radiation at ambient temperature. The

two curves represent measurements for a very humid and a very dry atmosphere; performed

by Oetjen et al. (1960) and quoted by Meinel and Meinel (1976).
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In calculations of the performance of flat-plate solar collectors it has been cus-

tomary to use an effective environmental temperature about 6 K less than the ambi-

ent temperature Ta (Duffie and Beckman, 1974; Meinel and Meinel, 1976), but

since the surfaces considered in this context are usually placed with tilt angles in

the range 45��90�, a fraction of the hemisphere “seen” by the surface will be the

ground (and buildings, trees, etc.). Thus, the effective temperature of the long-

wavelength radiation received will be of the form

Te 5C Te;atmosphere 1 ð12CÞTe;ground; (3.20)

where C is at most cos2(s/2), corresponding to the case of an infinitely extended,

horizontal plane in front of the inclined surface considered. For this reason Te will

generally not be as much below Ta as indicated by Fig. 3.18, but it is hard to see

how it could be as high as Ta � 6, since Te,ground is rarely more than a few degrees

above Ta. Silverstein (1976) estimates values of Te � Ta equal to �20 K for hori-

zontal surfaces and �7 K for vertical surfaces.

Figure 3.19 shows measured values of the ratio of net long-wavelength radiation

(3.21) on a black-painted inclined surface to that on the same surface in horizontal

position. The quantity varying with angle of inclination is the effective blackbody

temperature (which could alternatively be calculated on the basis of curves like those

given in Fig. 3.18), Te,s,γ, so that Fig. 3.19 can be interpreted as giving the ratio

ðT4
e;s;γ 2 T4

s Þ=ðT4
e;0;0 2 T4

s Þ:
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Figure 3.19 Ratio of net long-wavelength radiation on inclined surfaces and the

corresponding flux for a horizontal surface. The error bars represent the spread of measured

values. Although measurements for different azimuth angles γ have been aggregated, the

position of data points within the error bars is not noticeably correlated with γ. The curve
has been calculated with assumptions mentioned in the text.

Based on Kondratyev and Fedorova (1976).
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No significant differences are found between the data points for γ5 0�, 690�,
and 180�, which are available for each value of the tilt angle s. The data are in

agreement with the vertical to horizontal temperature difference Te,s590� � Te,0
found by Silverstein and the calculation of Kondratyev and Podolskaya (1953) for

an assumed atmospheric water mixing ratio of about 0.02 m3 m22 vertical column.

However, the accuracy is limited, and it would be valuable to expand the experi-

mental activity in order to arrive at more precise determinations of the effective

environmental temperature under different conditions.

3.1.5 Variability of solar radiation

The fact that the amount of solar radiation received at a given location at the

Earth’s surface varies with time is implicit in several of the data discussed in

the preceding sections. The variability and part-time absence of solar radiation

due the Earth’s rotation (diurnal cycle) and orbital motion (seasonal cycle, depend-

ing on latitude) are well known and simple to describe, and so the emphasis here is

on a description of the less simple influence of the state of the atmosphere, cloud

cover, etc.

Most of the data presented in sections 3.1.1�3.1.3 are in the form of averages

over substantial lengths of time (e.g., a month), although some results are discussed

in terms of instantaneous values, such as intensity as a function of solar zenith

angle. In order to demonstrate the time structure of radiation quantities more

clearly, Fig. 3.20 shows hourly averages of normal incidence radiation, SN, as well

as scattered radiation on a horizontal surface, d, hour by hour over a 13-day period

of the Danish reference year (latitude 56�N). For this period in January, several

days without any direct (or normal incidence) radiation appear consecutively, and
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Figure 3.20 Hourly values of the normal incidence flux, SN, and the scattered flux, d, on a

horizontal plane for the Danish reference year, φ5 56�N. Thirteen consecutive winter days

are shown.
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the scattered radiation is quite low. On the other hand, very clear days occasionally

occur in winter, as witnessed by the normal flux received on 12 January in

Fig. 3.20. Fluctuations within each hour are also present, as can be seen from the

example shown in Fig. 3.21. The data are for two consecutive days at a latitude

of about 39�N (Goddard Space Flight Center in Maryland; Thekaekara, 1976),

collected at 4-s intervals. The figure conveys the picture of intense fluctuations,

particularly on a partially cloudy day.

3.1.5.1 Geographical distribution of solar power

The geographical distribution of average incoming (short-wave) solar radiation on a

horizontal plane is shown in Fig. 3.1a�d for each of the four seasons. The data

exhibit considerable dependence on conditions of cloud cover and other variables

influencing the disposition of radiation on its way from the top to the bottom of the

atmosphere. These data form the basis for further analysis in terms of suitability of

the power flux for energy conversion in thermal and electricity-producing devices

(Chapter 4). Methods for estimating solar radiation on inclined surfaces from the

horizontal data are introduced in Chapter 6, along with an appraisal of the fraction

of the solar resource that may be considered of practical use after consideration of

environmental and area use constraints.

3.1.5.2 Power duration curves

The accumulated frequency distribution is called a power duration curve, since it

gives the fraction of time during which the energy flux exceeds a given value E, as

a function of E. Figure 3.22a gives power duration curves for total and direct radia-

tion on a horizontal surface and two southward inclined surfaces for a location at

latitude φ5 56�N (Danish reference year, cf. European Commission, 1985). Since

data for an entire year have been used, it is not surprising that the energy flux is

non-zero for approximately 50% of the time. The largest fluxes, above 800 W m22,

are obtained for only a few hours a year, with the largest number of hours with

high incident flux being for a surface inclined about 45� (cf. Fig. 3.16). The shape
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Figure 3.21 Two days of continuous recording of total short-wavelength flux on a horizontal

plane.

Based on Thekaekara (1976).
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of the power duration curve may be used directly to predict the performance of a

solar energy device, if this is known to be sensitive only to fluxes above a certain

minimum value, say, 300 W m22. The power duration curves for direct radiation

alone are shown on the right. They are relevant for devices sensitive only to direct

radiation, such as most focusing collectors.
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Figure 3.22 (a) One-year power duration curves of total (left side) and direct (right side)

short-wavelength radiation on south-facing surfaces of three different inclinations, based on

the Danish reference year, φ5 56�N. (b) One-year power duration curves of normal

incidence radiation alone, and of scattered radiation alone, based on the Danish reference

year (φ5 56�N). The normal incidence curve would correspond to the radiation received by

a fully tracking instrument. The curve for scattered radiation is for a horizontal surface.
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Figure 3.22b gives the power duration curves for normal incidence radiation, SN,

and for scattered radiation on a horizontal plane, d. The normal incidence curve is

of interest for fully tracking devices, that is, devices that are being continuously

moved in order to face the direction of the Sun. By comparing Fig. 3.22b with

Fig. 3.22a, it can be seen that the normal incidence curve lies substantially above

the direct radiation curve for an optimum but fixed inclination (s5 45�). The power
duration curve for normal incidence radiation is not above the curve for total radia-

tion at s5 45�, but it would be if the scattered radiation received by the tracking

plane normal to the direction of the Sun were added to the normal incidence (direct

by definition) radiation. The power duration curve for scattered radiation alone is

also shown in Fig. 3.22b for a horizontal plane. The maximum scattered flux is

about 350 W m22, much higher than the fluxes received during the winter days

shown in Fig. 3.20.

3.2 Wind

It follows from the discussion in section 2.4.1 that the kinetic energy content of the

atmosphere, on average, equals about seven days of kinetic energy production or

dissipation, also assuming average rates. Utilizing wind energy means installing a

device that converts part of the kinetic energy in the atmosphere to, say, useful

mechanical energy, i.e., the device draws primarily on the energy stored in the

atmospheric circulation and not on the energy flow into the general circulation

(1200 TW according to Fig. 2.90). This is also clear from the fact that the

production of kinetic energy, i.e., the conversion of available potential energy into

kinetic energy, according to the general scheme of Fig. 2.54, does not take place

to any appreciable extent near the Earth’s surface. Newell et al. (1969) give

height�latitude distributions of the production of zonal kinetic energy for different

seasons. According to these distributions, the regions of greatest kinetic energy, the

zonal jet-streams at mid-latitudes and a height of about 12 km (see Fig. 2.49), are

maintained from conversion of zonal available potential energy in the very same

regions.

One of the most important problems to resolve in connection with any future

large-scale energy extraction from the surface boundary region of the atmosphere’s

wind energy storage is that of the nature of the mechanism for restoring the kinetic

energy reservoir in the presence of man-made energy extraction devices. To a sub-

stantial extent, this mechanism is known from the study of natural processes by

which energy is removed from the kinetic energy storage in a given region of the

atmosphere. The store of energy is replenished by the aforementioned conversion

processes, by which kinetic energy is formed from the much larger reservoir of

available potential energy (four times larger than the kinetic energy reservoir,

according to section 2.4.1). The available potential energy is created by temperature

and pressure differences, which in turn are formed by the solar radiation flux and

the associated heat fluxes.
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3.2.1 Wind velocities

3.2.1.1 The horizontal wind profile

The horizontal components of the wind velocity are typically two orders of magni-

tude larger than the vertical component, but the horizontal components may vary a

great deal with height under the influence of frictional and impact forces on the

ground (Fig. 2.52) and the geostrophic wind above, which is governed by the

Earth’s rotation (see section 2.3.1). A simple model for the variation of horizontal

velocity with height in the lower (Prandtl) planetary boundary layer, assuming an

adiabatic lapse rate (i.e., temperature gradient, cf. Eq. 2.32) and a flat, homoge-

neous surface, is given in (2.34).

The zero point of the velocity profile is often left as a parameter, so that (2.34)

is replaced by

u5κ21ðτ=ρÞ1=2logððz1 z0 2 d0Þ=z0Þ (3.21)

The zero displacement, d0, allows the zero point of the profile to be determined

independently of the roughness length z0, both being properties of the surface. This

is convenient, for example, for woods and cities with roughness lengths from about

0.3 m to several meters, for which the velocity profile “starts” at an elevation (of

maybe 10 or 50 m) above the ground. For fixed z0 and d0, a family of profiles is

described by (3.21), depending only on the parameter (τ/ρ)1/2, called the friction

velocity. For a given location, it is essentially determined by the geostrophic wind

speed, still assuming an adiabatic (“neutral”) temperature profile.

If the atmosphere is not neutral, the model leading to (3.21) has to be modified.

In fact, (2.34) may be viewed as a special case in a more general theory, due to

Monin and Obukhov (1954) (see also Monin and Yaglom, 1965), according to

which the wind speed may be expressed as

uðzÞ5κ21ðτ=rÞ1=2ð f ðz=LÞ2 f ðz0=LÞÞ:

Only in the case of an adiabatic lapse rate is the function f equal to a logarithm.

This case is characterized by z{L, where the parameter L describing the atmo-

sphere’s degree of stability may be written

L5 cpρðτ=ρÞ3=2T0=ðgκQ0Þ: (3.22)

L is called the Monin�Obukhov length, g is the acceleration of gravity, and T0 and

Q0 are the temperature and heat flux at the surface. Thus, L is a measure of the trans-

port of heat near the surface, which again determines the stability of the atmosphere.

If the heat flux is sufficiently large and directed from ground to atmosphere (Q0 and

thus L negative), then transport of heat and matter is likely to be highly convective

and unstable, so that there will be rapid mixing and therefore less variation of wind

speed with height. On the other hand, if Q0 and L are positive, the atmosphere
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becomes stable, mixing processes become weak, and stratification becomes pro-

nounced, corresponding to almost laminar motion with increasing wind speed upward.

The connection between L and the temperature gradient becomes clear in the

convective case, in which one can prove that z/L equals the Richardson number,

Ri5 g
1

θ
@θ
@z

�
@u

@z

� �2

; (3.23)

where θ is the potential temperature (2.52). From the definition,

@θ
@z

5
θ
T

@T

@z
2

cP 2 cV

cP

T

P

@P

@z

� �
;

which according to (2.32) is a direct measure of the deviation from adiabaticity.

The adiabatic atmosphere is characterized by Ri5 0. The identity of z/L and Ri is

easy to derive from (2.29), (2.31), and (2.33), but the linear relationship l5κz
(2.33) may not be valid in general. Still, the identity may be maintained, if the

potential temperature in (3.6) is regarded as a suitably defined average.

Figure 3.23 gives an example of calculated velocity profiles for neutral, stable,

and unstable atmospheres, assuming fixed values of z0 (0.01 m, a value typical of

grass surfaces) and (τ/ρ)1/25 0.5 m s21. (Based on Frost, 1975.) Many meteorologi-

cal stations keep records of stability class, based on either observed turbulence, Ri,

or simply @T/@z. Thus, it is often possible with a certain amount of confidence to

extrapolate wind speed measurements taken at one height (e.g., the meteorological

standard of 10 m) to other heights that are interesting from the point of view of

wind energy extraction.

The wind profiles also show that a wind energy conversion device spanning

several tens of meters and placed in the planetary boundary layer is likely to

experience substantially different wind velocities at different ends of the device

(e.g., rotor blades).

The simple parametrizations of wind profiles considered above can be expected

to be valid only over flat and homogeneous terrain. The presence of obstacles, such

as hills, vegetation of varying height, and building structures, may greatly alter the

profiles and will often create regions of strong turbulence, where no simple average

velocity distribution will give an adequate description. If an obstacle like a hilltop

is sufficiently smooth, however, and the atmospheric lapse rate neutral or stable,

the possibility exists of increasing the wind speed in a regular fashion at a given

height where an energy collecting device may be placed. An example of this is

shown in Fig. 3.24, based on a calculation by Frost et al. (1974). The elliptical hill

shape extends infinitely in the direction perpendicular to the plane depicted.

However, most natural hill shapes do not make a site more suitable for energy

extraction. Another possibility of enhanced wind flow at certain heights exists in

connection with certain shapes of valleys, which may act like a shroud to concen-

trate the intensity of the wind field, while still preserving its laminar features (see,
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Figure 3.24 Wind speed profiles for a wind directed perpendicular to an elliptically shaped

hill for two locations upwind, plus at the top of the hill. The profile far away from the

disturbance corresponds to a surface of roughness length 0.005 m, a friction velocity of

0.4 m s21, and a neutral atmosphere.

Based on Frost et al. (1974).
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Figure 3.23 Wind speed profiles (i.e., variation with height) for a flat terrain characterized

by a roughness length of 0.01 m and for a friction velocity of (τ/ρ)1/25 0.5 m s21. The three
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Based on Frost (1975).
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for example, Frost, 1975). Again, if the shape of the valley is not perfect, regions of

strong turbulence may be created and the suitability for energy extraction

diminishes.

Only in relatively few cases can the local topography be used to enhance the

kinetic energy of the wind at heights suitable for extraction. In the majority of

cases, the optimum site selection will be one of flat terrain and smoothest possible

surface in the directions of the prevailing winds. Since the roughness length over

water is typically of the order 1023 m, the best sites for wind energy conversion

will usually be coastal sites with large fetch regions over water.

3.2.1.2 Wind speed data

Average wind speeds give only a very rough idea of the power in the wind (which

is proportional to u3) or the kinetic energy in the wind (which is proportional to u2),

owing to the fluctuating part of the velocity, which makes the average of the cube

of u different from the cube of the average, etc. Whether the extra power of the pos-

itive speed excursions can be made useful depends on the response of the particular

energy conversion device to such fluctuations.

For many locations, only average wind speed data are available, and since it is

usually true in a qualitative way that the power that can be extracted increases with

increasing average wind speed, a few features of average wind speed behavior are

described.

In comparing wind speed data for different sites, the general wind speed�height

relation (such as the ones shown in Fig. 3.23) should be kept in mind, along with

the fact that roughness length, average friction velocity, and statistics of the occur-

rence of different stability classes are also site-dependent quantities.

Figure 3.25 shows the seasonal variation of wind speed, based on monthly aver-

age values, for selected locations. Except for Risø (Denmark) and Toronto, the sites

represent near optimum wind conditions for their respective regions. Not all parts

of the Earth are as favored with winds as the ones in Fig. 3.25. Figure 3.26 shows

the variation of average wind speed throughout the day at two shoreline sites and

one maritime site in Singapore. The average wind speed at the latter site is slightly

over 3 m s21, and there is little seasonal variation. At the two land-based observa-

tional stations, the average speed is only around 2 m s21, with very little gain if the

height is increased from 10 to 65 m.

Global wind speed data are shown in Figs. 2.83�2.84. Figures 3.27 and 3.28

show the levels of power in the wind at potential hub height for wind turbines

(about 70 m), on a seasonal base, using data from NCEP-NCAR (1998). These

data have been made more consistent by a re-analysis method (Kalnay et al.,

1996), in which general circulation models have been run to improve predictions

in areas of little or poor data. The construction of power in the wind estimates

from wind speed data is explained in section 6.3.1. It involves an averaging of

circulation model data from height levels of 1000 and 925 mb (expressed as pres-

sure levels), plus an empirical way of relating the average of the third power of

the wind speed (the power) to the third power of the average wind speed. This
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procedure necessarily yields very approximate results. The main observation is

that the highest power levels are found over oceans, including some regions close

to shorelines. This points to the possibility of obtaining viable extraction of wind

power from offshore plants located at suitable shallow depths. It is also seen that

seasonal variations are significant, particularly over large continents. A new,

more accurate method of determining offshore potential wind power production

is presented in section 6.3.1.
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Figure 3.27 (a,b) Maps of wind power regimes for January and April 1997,

based on NCEP-NCAR (1998). The power levels are estimated for a height of

70 m above ground, presently a typical hub height for wind turbines. The

method of estimation is explained in section 6.3.1. [These and following area-

based geographical information system (GIS) maps are from Sørensen and

Meibom (1998), copyright B. Sørensen.].



Figure 3.28 (a,b) Maps of wind power regimes for July and October 1997,

based on NCEP-NCAR (1998). The power levels are estimated for a height

of 70 m above ground, presently a typical hub height for wind turbines.

The method of estimation is explained in section 6.3.1.



Figure 3.29 shows an example of measured wind profiles as a function of the

hour of the day, averaged over a summer and a winter month. The tendency to

instability due to turbulent heat transfer is seen during summer day hours (cf. the

discussion above). Changes in wind direction with height have been measured (e.g.,

by Petersen, 1974). In the upper part of the planetary boundary layer, this is simply

the Ekman spiral (cf. section 2.3.2).

The continuation of the velocity profile above the Prandtl boundary layer may

be important in connection with studies of the mechanisms of restoring kinetic

energy lost to an energy extraction device (e.g., investigations of optimum spacing

between individual devices). Extraction of energy in the upper troposphere does not

appear attractive at the present technological level, but the possibility cannot be

excluded. Figure 3.30 shows the 10-year average wind profile at Risø (φ5 56�)
matched to a profile stretching into the stratosphere, based on German measure-

ments. The average wind speed near the tropopause compares well with the zonal

means indicated in Fig. 2.49.

3.2.1.3 Height scaling and approximate frequency
distribution of wind

In practical applications, some approximate relations are often employed in simple

wind power estimates. One describes the scaling of wind speeds with height, used,
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Figure 3.29 Variation of wind speed height profile with the hour of day at Risø, Denmark

(56�N). Each curve has been averaged over all data from the period 1958�1967 for one

winter or summer month.

Based on data from Petersen (1974).
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for example, to estimate speed u at a wind turbine hub height z from measured data

at another height z1. It is based on (3.21):

uðzÞ5 uðz1Þlogððz� z1Þ=z0Þ; (3.24)

where the parameter z0 describes the local roughness of the surface. However,

(3.24) is valid only for stable atmospheres. Another often-used approximation is the

Weibull distribution of wind speeds v over time at a given location (f is the fraction

of time in a given speed interval; Sørensen, 1986):

f ðvÞ5 ðk=cÞðv=cÞk21exp2 ðv=cÞk; (3.25)

where the parameter k is around 2 and c around 8, both with considerable variations

from site to site.

3.2.2 Kinetic energy in the wind

In analogy to Fig. 3.30, the height variation of the kinetic energy density is

obtained in the form shown in Fig. 3.31. The density variation used in (2.55)

is the one indicated in Fig. 3.30, and the hourly data from Risø, Denmark,
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Figure 3.30 Annual average wind speed vs. height profile at latitudes 50�56�N. The lower
part of the curve is based on Risø data (Petersen, 1974), and the upper part is based on a set

of curves derived from German measurements (Hütter, 1976). The one matching the lower

part of the curve has been selected. Also indicated (dashed line) is an average height profile

of the air density, used in the construction of Figs. 3.31�3.33.
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have been used to construct the kinetic energy at heights of 7�123 m, the

average values of which form the lower part of the curve in Fig. 3.31. The fluc-

tuations in wind speed diminish with height (cf. Fig. 3.36), and at z5 123 m

the difference between the annual average of u2 and the square of the average

u is only about 1%. For this reason, the average wind speeds of Fig. 3.30 were

used directly to form the average kinetic energy densities for the upper part

of the figure. The kinetic energy density peaks some 3 km below the peak

wind speed, owing to the diminishing air density. Fig. 3.31b illustrates, on a

non-logarithmic scale, the bend of the curve at a height of 1�2 km, where the

near-logarithmic increase of wind speed with height is replaced by a much

stronger increase.

The kinetic energy density curve of Fig. 3.31 may readily be integrated to give

the accumulated amount of kinetic energy below a given height, as shown in

Fig. 3.32. This curve illustrates the advantage of extending the sampling area of a

wind energy-collecting device into the higher regions of the atmosphere. The

asymptotic limit of the accumulation curve is close to 23 106 J m22 of vertical col-

umn. This order of magnitude corresponds to that of the estimate given in Fig. 2.54,

of 83 105 J m22 as a global average of zonal kinetic energy, plus a similar amount

of eddy kinetic energy. The eddy kinetic energy, which is primarily that of large-

scale eddies (any deviation from zonal means), may, in part, be included in the

curve based on Fig. 3.29, which gives mean wind speed and not zonal mean. Since

the data are for latitude 50�N�56�N, it may also be assumed that the kinetic energy

is above the global average, judging from the latitude distribution of zonal winds

given in Fig. 2.49.
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Figure 3.31 (a,b) Annual average height profile of kinetic energy density at latitudes

50��56�N. At low height, the curve is based on hourly data from Risø (Petersen, 1974), at

larger heights calculated from the wind speeds of Fig. 3.30, neglecting any fluctuations.

Fig. 3.31b is the same on two linear-scale segments.
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3.2.3 Power in the wind

The energy flux passing through an arbitrarily oriented surface exposed to the wind

is obtained by multiplying the kinetic energy density by v �n, where v is the wind

velocity and n is the normal to the surface. The energy flux (power) may then be

written

E5 1=2ρ u3cos θ; (3.26a)

where θ is the angle between v and n. If the vertical component of the wind velocity

can be neglected, as well as the short-term fluctuations [termed v0 according to

(2.23)], then the flux through a vertical plane perpendicular to the direction of the

wind becomes

E5 1=2ρ2 ðV�Þ3; (3.26b)

where V� is the average, horizontal wind velocity corresponding to a given time-

averaging interval (2.21). If the wind speed or direction cannot be regarded as con-

stant over the time interval under consideration, then an average flux (average

power) may be defined by

E5
1

Δt

ðt11Δt

t1

1

2
ρv3 cos θ dt2;

where both v and θ (and in principle ρ) may depend on the time integrand t2. A situ-

ation often met in practice is one of an energy-collecting device, which is able to
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Figure 3.32 Accumulated kinetic energy below a given height, for latitudes around

50��56�N, obtained by integration of the curve in Fig. 3.31.
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follow some of the changes in wind direction, but not the very rapid ones. Such a

“yaw” mechanism can be built into the prescription for defining θ, including the

effect of a finite response time (i.e., so that the energy-collecting surface is being

moved toward the direction the wind had slightly earlier).

Most wind data are available in a form where short-term variations have been

smoothed out. For example, the Risø data used in the lower part of Fig. 3.30 are

10-min averages centered on every hour. If such data are used to construct

figures for the power in the wind, as in Figs. 3.33�3.34 and the duration curves in

Figs. 3.39�3.40, then two sources of error are introduced. One is that random

excursions away from the average wind speed will imply a level of power that on

average is larger than that obtained from the average wind speed [owing to the

cubic dependence in (3.24)]. The other is that, owing to changes in wind direction,

the flux calculated from the average wind speed will not be passing through the

same surface during the entire averaging period, but rather through surfaces of vary-

ing orientation. This second effect will tend to make the predicted power level an

overestimate for any surface of fixed orientation.

Jensen (1962) overcame both of these difficulties by basing his measurements of

power in the wind on a statistical ensemble of instantaneous measurements and by

mounting unidirectional sensors on a yawing device that was chosen to respond to

changing wind directions in a manner similar to that of the wind energy generators
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upper part is from the wind speeds of Fig. 3.30, neglecting any fluctuations.
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being considered. However, it is not believed that monthly average power or power

duration curves will be substantially affected by using average data like those from

Risø (note that the ergodic hypothesis in section 2.3.3, relating the time averages to

the statistical ensemble means, is not necessarily valid if the time averages are

formed only over one 10-min interval for each hour).

In the upper part of Fig. 3.33, the power has been calculated from the average

wind speeds of Fig. 3.30, using (3.25). The seasonal variations at lower heights are

shown in Fig. 3.34. It is clear that the amount of seasonal variation increases with

height. This indicates that the upper part of Fig. 3.33 may well underestimate the

average of summer and winter energy fluxes.

Additional discussion of the power in the wind, at different geographical loca-

tions, is found below in section 3.2.4. The overall global distribution of power in

the wind at different seasons is shown in Fig. 3.27.

3.2.4 Variability in wind power

An example of short-term variations in wind speed at low height is given in

Fig. 3.35. These fluctuations correspond to the region of frequencies above the
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spectral gap of Fig. 2.109. The occurrences of wind “gusts,” during which the wind

speed may double or drop to half the original value over a fraction of a second, are

clearly of importance for the design of wind energy converters. On the other hand,

the comparison made in Fig. 3.35 between two simultaneous measurements at dis-

tances separated horizontally by 90 m shows that little spatial correlation is present

between the short-term fluctuations. Such fluctuations would thus be smoothed out

by a wind energy conversion system, which comprises an array of separate units

dispersed over a sufficiently large area.
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Figure 3.35 Short-term variation in wind speed, from simultaneous records at two locations

90 m apart (measuring height probably in the range of 5�10 m).

Based on Banas and Sullivan (1976).
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The trends in amplitudes of diurnal and yearly wind speed variations are dis-

played in Fig. 3.36, as functions of height (Petersen, 1974). Such amplitudes are

generally site-dependent, as one can deduce, for example, from Figs. 3.26 and 3.28

for diurnal variations and from Fig. 3.25 for seasonal variations. The diurnal ampli-

tude in Fig. 3.26 diminishes with height, while the yearly amplitude increases with

height. This is probably a general phenomenon when the wind approaches its geo-

strophic level, but the altitude dependence may depend on geographical position

and local topography. At some locations, the diurnal cycle shows up as a 24-h peak

in a Fourier decomposition of the wind speed data. This is the case at Risø,

Denmark, as seen from Fig. 3.37, while the peak is much weaker at the lower

height used in Fig. 2.109. The growth in seasonal amplitude with height is presum-

ably determined by processes taking place at greater height (cf. Figs. 2.49 and 2.50)

as well as by seasonal variations in atmospheric stability, etc.

The wind speed variance spectrum (defined in section 2.5.2 in connection with

Fig. 2.109) shown in Fig. 2.42 covers a frequency interval between the yearly

period and the spectral gap. In addition to the 24-h periodicity, the amplitude of

which diminishes with increasing height, the figure exhibits a group of spectral

peaks with periods in the range 3�10 days. At the selected height of 56 m, the

4-day peak is the most pronounced, but moving up to 123 m, the peak period

around 8 days is more marked (Petersen, 1974). It is likely that these peaks corre-

spond to the passage time of typical meso-scale front and pressure systems.

In analyzing the variability of wind speed and power during a certain period

(e.g., month or a year), the measured data are conveniently arranged in the forms of

Diurnal

20

0
0 0.3

Average oscillatory wind speed
amplitude (m s–1)

0.6 0.9 1.2

40

40

80

100

120

Yearly

H
ei

gh
t z

 (
m

)

φ = 56° Risø 1958 –1967

Figure 3.36 Height dependence of diurnal and yearly amplitude of oscillation of the wind

speed at Risø. The average estimate is based on a Fourier decomposition of the data with no

smoothing (Petersen, 1974).
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frequency distributions and power duration curves, much in the same manner as dis-

cussed in section 3.1.5. Figure 3.38 gives the 1-year frequency distribution of wind

speeds at two Danish locations for a height of about 50 m. The wind speed fre-

quency distribution (dashed curve) at Gedser (near the Baltic Sea) has two maxima,

probably associated with winds from the sea and winds approaching from the land

(of greater roughness). However, the corresponding frequency distribution of power

(top curve) does not exhibit the lower peak, as a result of the cubic dependence on

wind speed. At the Risø site, only one pronounced maximum is present in the wind

speed distribution. Several irregularities in the power distribution (which are not

preserved from year to year) bear witness to irregular landscapes with different

roughness lengths, in different directions from the meteorological tower.

Despite the quite different appearance of the wind speed frequency distribution,

the power distribution for the two Danish sites peaks at roughly the same wind

speed, between 10 and 11 m s21.

3.2.4.1 Power duration curves

On the basis of the frequency distributions of the wind speeds (or alternatively that of

power in the wind), power duration curves can be constructed giving the percentage

of time when the power exceeds a given value. Figures 3.39 and 3.40 give a number
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Figure 3.37 Variance spectrum of horizontal wind speeds at Risø (φ5 56�N) at a height of
56 m (based on 10 years of observation; Petersen, 1974). The spectrum is smoothed by using

frequency intervals of finite length (cf. Fig. 2.109 of section 2.5.2, where similar data for a

height of 7 m are given).
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of such curves, based on periods of a year or more. In Fig. 3.39, power duration

curves are given for four U.S. sites that have been used or are being considered for

wind energy conversion and for one of the very-low-wind Singapore sites.

In Fig. 3.40, power duration curves are given for the two different Danish sites

considered in Fig. 3.38, as well as for a site on the west coast of Sweden, at three

different heights. The three curves for the same site have a similar shape, but in

general the shape of the power duration curves in Figs. 3.39 and 3.40 depends on

location. Although the Swedish Ringhals curves have non-negligible time percen-

tages with very large power, the Danish Gedser site has the advantage of a greater

frequency of medium power levels. This is not independent of conversion effi-

ciency, which typically has a maximum as function of wind speed.
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Figure 3.38 Frequency distribution of wind speed (right-hand scale) and of power for a

height of about 50 m at two Danish sites. The middle curves give frequency distributions for

the output of a typical wind energy generator (Sørensen, 1978).
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3.3 Water flows and reservoirs, waves, and tides

3.3.1 Ocean currents

The maximum speed in the center of the Gulf Stream is about 2 m s21, correspond-

ing to an energy density 1/2ρwVw
25 2 kJ m23 and a power of 1/2ρwVw

35
4 kW m22. This power level, for example, approaches that of wave power at rea-

sonably good sites, taken as power per meter of wave crest rather than per square

meter perpendicular to the flow, as used in the above case. However, high average

speed of currents combined with stable direction is found only in a few places.

Figure 3.41 shows the isotachs in a cross-section of the Gulf Stream, derived from

a single set of measurements (in June 1938; Neumann, 1956). The maximum cur-

rent speed is found at a depth of 100�200 m, some 300 km from the coast. The iso-

tachs expand and become less regular further north, when the Gulf Stream moves

further away from the coast (Niiler, 1977).

Even for a strong current like the Gulf Stream, the compass direction at the sur-

face has its most frequent value only slightly over 50% of the time (Royal Dutch

Meteorological Institute, as quoted by Neumann and Pierson, 1966), and the power

will, on average, deviate from that evaluated on the basis of average current speeds

(as is the case for wind or waves) owing to the inequality of ,V3. and ,V. 3.
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Figure 3.41 Contours of equal speed (in 1022 m s21) along a cross-section through the Gulf

Stream from Bermuda to the U.S. coast. The measurements were performed over a limited

period of time (in June 1938, by Neumann, 1956), but they are consistent with other

measurements in the same region (e.g., Florida Strait measurements by Brooks and Niiler,

1977).
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The geographical distribution of the strongest surface currents is indicated in

Fig. 3.42. The surface currents in the Atlantic Ocean, along with the horizontal cur-

rents at three different depths, are sketched in Fig. 3.43. The current speeds indi-

cated are generally decreasing downward, and the preferred directions are not the

same at different depths. The apparent “collision” of oppositely directed currents,

e.g., along the continental shelf of Central America at a depth of around 4 km, con-

ceals the vertical motion that takes place in most of these cases. Figure 3.44 gives a

vertical cross-section with outlined current directions. The Figure shows how the

oppositely directed water masses “slide” above and below each other. The coldest

water is flowing along the bottom, while the warmer water from the North Atlantic

is sliding above the cold water from the Antarctic.

3.3.1.1 Variability in current power

Although the general features of circulation in the open ocean are described in

section 2.3.2, the particular topography of coastal regions may have an important

influence on currents. As an example, water forced through a narrow strait may

acquire substantial speeds. The strait Storebælt (“Great Belt”) between two Danish

isles, which provides an outlet from the Baltic Sea, may serve as an illustration. It

is not extremely narrow (roughly 20 km at the measurement site), but narrow

enough to exhibit only two current directions, separated by 180�. The currents may

seem fairly steady, except for periods when the direction is changing between

north-going and south-going velocities, but when the energy flux is calculated from
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Figure 3.42 Indication of the location of strong surface currents (approximately defined as

having average speeds above 0.5 m s21). Currents drawn with dashed lines are characterized

by seasonal changes in direction.

Based on Defant (1961).
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the third powers of the current speeds, the fluctuations turn out to be substantial.

Figure 3.45, which gives the power at 3-hour intervals during two weeks of January

1972 clearly illustrates this.

Figure 3.46 shows, again for the Halskov Rev position in Storebælt, the variation

in current speed with the hour of the day, based on 1-month averages. A 12-hour

periodicity may be discerned, at least during January. This period is smaller than

the one likely to be found in the open sea due to the motion of water particles in

stationary circles under the influence of the Coriolis force [see (2.62)], having a

period equal to 12 h divided by sin φ (φ is the latitude).

In Fig. 3.47, the frequency distributions of current speed and power are shown

for a summer and a winter month. These curves are useful in estimating the perfor-

mance of an energy extraction device, and they can be used, for example, to
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Figure 3.45 Power of surface current, based on observations made at 3-h intervals,

for Halskov Rev, Denmark, during a 15-day period in 1972 (the strait is narrow enough

to exhibit only two opposite current directions).

Based on Danish Meteorological Institute (1973).
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Based on Danish Meteorological Institute (1973).
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construct the power duration curve of the current motion, as shown in Fig. 3.48.

This is the power duration curve of the currents themselves. That of an energy-

extracting device will have to be folded with the efficiency function of the device.

The peak in the frequency distribution of power is at a lower current speed for

July than for January, and the average power is 93 W m22 in July, as compared

with 207 W m22 in January (the corresponding kinetic energy densities are 138 and

247 J m23). This indicates that the fluctuations around the average values have a

substantial effect on the energy and, in particular, on the power, because from the

average current speeds, 0.46 m s21 (July) and 0.65 m s21 (January), the calculated

kinetic energy densities would have been 108 and 211 J m23, and the power would

have taken the values 50 and 134 W m22.

Few locations, whether in coastal regions or in open oceans, have higher average

current speeds than the Danish location considered in Figs. 3.45�3.48, so that aver-

age power levels in the range 100�200 W m22 are likely to be more representative

than the 4000 W m22 found (at least at the time of the measurement reported in

Fig. 3.41) in the core of the Gulf Stream. This means that at many locations the

power in currents is no greater than that found in the wind at quite low heights

(cf. Fig. 3.34). Also, the seasonal variations and fluctuations are similar, which is

Figure 3.48 Power duration curves for power in currents at Halskov Rev, Denmark, based

on a summer and a winter month of 1972. Thin, dashed lines indicate the monthly average

power and the percentage of time during which it is available.
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not unexpected for wind-driven currents. For the currents at greater depths this may

not hold true, partly because of the smoothing due to a long turnover time and

partly because not all the deep-sea motion is wind driven, but may also be associ-

ated with temperature and salinity gradients, as discussed in section 2.3.2.

The power duration curves in Fig. 3.48 may be compared to those of wind power

shown in Figs. 3.39 and 3.40. The fraction of time in which the monthly average

power is available in the Halskov Rev surface current is 0.3 in both January and

July. The overall average power of about 150 W m22 is available for about 45% of

the time in January, but only 17% of the time in July.

3.3.2 River flows, hydropower, and elevated water storage

The kinetic energy of water flowing in rivers or other streams constitutes an energy

source very similar to that of ocean currents. However, rather than being primarily

wind driven or caused by differences in the state of the water masses themselves,

the river flows are part of the hydrological cycle depicted in Fig. 2.65. Water vapor

evaporated into the atmosphere is transported and eventually condensed. It reaches

the ground as water or ice, at the elevation of the particular location. Thus, the pri-

mary form of energy is potential. In the case of ice and snow, a melting process

(using solar energy) is usually necessary before the potential energy of elevation

can start to transform into kinetic energy. The origin of many streams and rivers is

precisely the ice-melting process, although their flows are joined by ground water

flows along their subsequent routes. The area from which a given river derives its

input of surface run-off, melt-off, and ground water is called its drainage basin.

The flow of water in a river may be regulated by means of dam building, if

suitable reservoirs exist or can be formed. In this way, the potential energy of water

stored at an elevation can be transformed into kinetic energy (e.g., driving a

turbine) at times most convenient for utilization.

An estimate of the potential hydro-energy of a given geographical region could

in principle be obtained by hypothetically assuming that all precipitation was

retained at the altitude of the local terrain and multiplying the gravitational potential

mg by the height above sea level. According to Fig. 2.65, the annual precipitation

over land amounts to about 1.13 1017 kg of water, and taking the average elevation

of the land area as 840 m (Sverdrup et al., 1942), the annually accumulated poten-

tial energy would amount to 93 1020 J, corresponding to a mean energy flux

(hydropower) of 2.93 1013 W.

Collection of precipitation is not usually performed as part of hydropower utili-

zation; instead, the natural processes associated with soil moisture and vegetation

are allowed to proceed, leading to a considerable re-evaporation and some transfer

to deeper-lying ground water, which eventually reaches the oceans without passing

through the rivers (see Fig. 2.65). The actual run-off from rivers and overground

run-off from polar ice caps comprise, on average, only about 0.36 of the precipita-

tion over land, and the height determining the potential energy may be lower than

the average land altitude, namely, that given by the height at which the water enters

a river flow (from ground water or directly). The minimum size of stream or river
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that can be considered useful for energy extraction is, of course, a matter of tech-

nology, but these general considerations would seem to place an upper limit on the

hydro-energy available of roughly 33 1020 J y21, corresponding to a power average

below 1013 W (10 TW).

If, instead of using average precipitation and evaporation rates together with

average elevation, the geographical variations of these quantities are included, the

result is also close to 33 1020 J y21 or 1013 W. These figures are derived from the

integral over all land areas,

dWpot

dt
5

ð
land area

ðr2 eÞgzdA;

where r and e are the rates of precipitation and evaporation (mass of water, per unit

of area and time), g is the gravitational acceleration, and z is the height above sea

level. The observed annual mean precipitation and evaporation rates quoted by

Holloway and Manabe (1971) were used in the numerical estimate.

3.3.2.1 Geographical distribution of hydropower resources

A different estimate of hydropower potential is furnished by counts of actual rivers

with known or assumed water transport and falling height. According to such an

estimate by the World Energy Conference (1974, 1995), the installed or installable

hydro-generation capacity resource at average flow conditions may, in principle,

amount to 1.23 1012 W, for both large and small installations down to “micro-

hydro” installations of around 1 MW. On the other hand, it is unlikely that environ-

mental and other considerations will allow the utilization of all the water resources

included in the estimate. The World Energy Conference (1995) estimates 626 GW

as a realistic reserve (including an already installed capacity producing, on average,

70 GW).

Figure 3.49 gives an idea of the geographical distribution by the late 20th cen-

tury of hydropower resources on a national basis. The situation by 2015 was shown

in Fig. 1.10. The largest remaining resources are in South America. The

figures correspond to average flow conditions, and the seasonal variations in flow

are very different for different regions. For example, in Zaire, practically all the

reserves would be available year round, whereas in the United States, only 30% can

be counted on during 95% of the year.

Figure 3.50 gives seasonal variations (for 2 years) in the flow into the existing hydro-

power reservoirs in Norway, a country where the primary filling of reservoirs is associ-

ated with the melting of snow and ice during the late spring and early summer months.

3.3.2.2 Environmental impact

The environmental impact of non-regulated hydro-generation of power is mainly inter-

ference with the migration of fish and other biota across the turbine area, but the

building of dams in connection with large hydro facilities may have an even more
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Figure 3.49 Hydropower potential average production (W m22), including

existing plants, plants under construction, and planned and contemplated

installations, both for large- and small-scale power schemes.

Based on data from World Energy Conference (1995).
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Figure 3.50 Seasonal variation in the power associated with the water flow into Norwegian

hydropower reservoirs for a typical year (1985) and a “dry year” (1990).

Based on Andersen (1997); Meibom et al. (1999).



profound influence on the ecology of the region, in addition to introducing accident

risks. Large reservoirs have caused serious destruction of natural landscapes and dislo-

cation of populations living in areas to be flooded as reservoirs. There are ways to

avoid some of these problems. For example, in Switzerland, modular construction,

where the water is cascaded through several smaller reservoirs, has made a substantial

reduction in the area modified. Furthermore, reservoirs need not be constructed in

direct connection with the generating plants, but can be separate installations placed in

optimum locations, with a two-way turbine that uses excess electric production from

other regions to pump water up into a high-lying reservoir. When other generating

facilities cannot meet demand, the water is then released back through the turbine.

This means that, although the water cycle may be unchanged on an annual average

basis, considerable seasonal modifications of the hydrological cycle may be involved.

The influence of such modifications on the vegetation and climate of the region below

the reservoir, which would otherwise receive a water flow at a different time, has to

be studied in each individual case. The upper region, as well, may experience modifi-

cations—for example, owing to increased evaporation in the presence of a full

reservoir.

Although the modifications are local, their influence on the ecosystems can have

serious consequences for man. A notable example is the Aswan Dam in Egypt, which

has allowed aquatic snails to migrate from the Nile delta to upstream areas. The snails

can carry parasites causing schistosomiasis, and the disease has actually spread from

the delta region to Upper Egypt since the building of the dam (Hayes, 1977).

It is unlikely that hydropower utilization will ever be able to produce changes in

the seasonal hydrological cycle, which could have global consequences, but no

detailed investigation has yet been made. Such a study could resemble the investi-

gation of the influence of deforestation, shown in Fig. 2.97.

The impacts of global warming include changes in the hydrological cycle (cf.

Fig. 2.65). An analysis by Vliet et al. (2016) of the increases or decreases of water

availability at the sites of current hydropower facilities suggests a reduction of

around 2% of power production. For nuclear and fossil power plants depending on

environmental cooling water, the loss of efficiency and hence output due to higher

water temperatures will be larger, about 10%, but with possible mitigation options

(using more water or different coolants).

3.3.3 Ocean waves

The order of magnitude of the total energy in wave motion is about 1023 of the

total kinetic energy in the atmospheric wind systems, according to the rough esti-

mate made in section 2.4.1 in connection with Fig. 2.90. The wave energy of about

10 kJ m22 found as an annual average in the North Atlantic Ocean corresponds to

the accumulated wind energy up to a height of about 200 m, according to Fig. 3.32.

This implies that, although the amount of energy stored in waves is much smaller

than the amount stored in wind, wave energy may still be equivalent to the height-

integrated fraction of wind energy accessible for practical use, at least at the current

level of technology.
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From the tentative estimates in section 2.4.1, the average turnover time for the

energy in wave motion in the open ocean may be of the order of a few days. This

time is consistent with average dissipation mechanisms, such as internal friction

and weak wave�wave interactions, plus shoreline dissipation modes. The input of

energy by the wind, on the other hand, seems to be an intermittent process that, for

extended intervals of time, involves only slow transfer of energy between waves

and turbulent wind components, or vice versa, and between wind and wave fields

propagating in different directions (any angle from 0 to 2π). However, large

amounts of energy may be transferred from wind to waves during short periods of

time (i.e., “short periods” compared with the average turnover time). This suggests

that the energy storage in waves may be varying more smoothly than the storage in

wind (both waves and wind represent short-term stored solar energy, rather than pri-

mary energy flows, as discussed in connection with Fig. 2.90). As mentioned in sec-

tion 2.3.2, the wave fields exhibit short-term fluctuations, which may be regarded

as random. On a medium time scale, the characteristics of the creation and dissipa-

tion mechanisms may make wave energy a more “dependable” energy source than

wind energy, but on a seasonal scale, the variations in wind and wave energy are

expected to follow each other (cf. the discussion topic III.2 in Part III).

3.3.3.1 Wave spectra

The energy spectrum F(k) of a random wave field is defined by (2.79). Since the

wavelength (or wave number k) is very difficult to observe directly, it is convenient

instead to express the spectrum in terms of the frequency,

v5ωðkÞ=2π5 1=T :

The frequency is obtained from the period, T, which for a harmonic wave equals

the zero-crossing period, i.e., the time interval between successive passages of the

wave surface through the zero (average) height, in the same direction. The spectral

distribution of energy, or energy spectrum when expressed in terms of frequency,

F1(v)5 2πF1(ω), is usually normalized to the total energy (Barnett and Kenyon,

1975), whereas the wave number-dependent spectrum F(k), defined in section 2.3.2,

is normalized to the average potential energy. Thus,

ð
F1ðωÞ dω5Wtotal 5 2

ð
FðkÞdk:

Figure 3.51 shows a set of measured energy spectra, F1, based on data from the

Atlantic Ocean (Moskowitz, 1964). The wave fields selected were judged to corre-

spond to fully developed waves, and data corresponding to the same wind speed at

a height of 20 m were averaged in order to provide the spectra shown in the figure.

The figure shows that the spectral intensity increases, and the frequency corre-

sponding to the peak intensity decreases, with increasing wind speed.
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Based on the similarity theory of Monin and Obukhov (1954), Kitaigorodskii

(1970) suggested that F1(ω)g
2ρw

21V25 (V being the wind speed) would be a univer-

sal function of ωVg21, with both quantities being dimensionless. Based on the data

shown in Fig. 3.51, which approximately satisfy Kitaigorodskii’s hypothesis,

Moskowitz (1964) suggested the following analytical form for the energy spectrum

of fully developed gravity waves,

F1ðωÞ5 8:13 1023ρwg
3ω25expð20:74ðVfz520 mgω=gÞ24Þ: (3.27)

The usefulness of this relation is limited by its sensitivity to the wind speed at a

single height and by the difficulty of determining whether a given wave field is

fully developed.

If the wave field is “fetch-limited,” i.e., if the wind has been able to act over

only a limited length, then the energy spectrum will peak at a higher frequency, and

the intensity will be lower, as shown in Fig. 3.52. Hasselmann et al. (1973) have

generalized (3.27) to situations in which the wave field is not necessarily fully

developed, according to such data.

The position of the spectral peak will move downward as a function of time

owing to non-linear wave�wave interactions, i.e., interactions between different

spectral components of the wave field, as discussed in connection with (2.81)

(Hasselmann, 1962). This behavior is clearly seen in the laboratory experiments of

Mitsuyasu (1968), from which Fig. 3.53 shows an example of the time derivative of

the energy spectrum, @F1(ν)/@t. Energy is transferred from middle to smaller fre-

quencies. In other experiments, some transfer is also taking place in the direction of

larger frequencies. Such a transfer is barely present in Fig. 3.53. The shape of the
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Figure 3.51 Energy spectrum of waves estimated to be “fully developed” for the Atlantic

Ocean (data have been grouped according to the wind speed at a height of 20 m).

Based on Moskowitz (1964).
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rate-of-transfer curve is similar to the one found in later experiments for real oce-

anic conditions (Hasselmann et al., 1973), and both are in substantial agreement

with the non-linear theory of Hasselmann.

Observations of ocean waves often exist in the form of statistics on the occur-

rences of given combinations of wave height and period. The wave height may be

expressed as the significant height, Hs, or the root mean square displacement of the

wave surface, Hrms. For a harmonic wave, these quantities are related to the surface

amplitude, a, by

a2 5 2ðHrmsÞ2 5H2
s =8:

The period is usually given by the observed zero-crossing period. Figures 3.54

and 3.55 give examples of such measured frequency distributions, based on a year’s

observation at the North Atlantic Station “India” (59�N, 19�W, the data quoted by

Salter, 1974) and at the North Sea Station “Vyl” (55.5�N, 5.0�E, based on data dis-

cussed in Problem III.2). The probability of finding periods between 8 and 10 s and

wave heights, a, between 0.3 and 1.5 m is quite substantial at Station India, of the

order of 0.3. Also, the probability of being within a band of zero-crossing periods
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Figure 3.54 Frequency distribution of wave heights and zero-crossing periods for Station

India (59�N, 19�W) in the North Atlantic.

Based on 1 year of observation by Draper and Squire (1967), quoted by Salter (1974).
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with a width of about 2 s and a center that moves slowly upward with increasing

wave height is nearly unity (the odd values characterizing the contour lines

of Fig. 3.54 are due to the original definition of sampling intervals in terms of feet

and Hs).

3.3.4 Power in the waves

The power of a harmonic wave, i.e., the energy flux per unit length of wave crest,

passing through a plane perpendicular to the direction of propagation, is from

(2.84)

P5 ρwgUwα2=45 ρwg
2Tα2=ð8πÞ5 ρwg

2α2=ð4ωÞ: (3.28)

For the spectral distribution of energy given by the function F1 (section 3.3.1),

each component must be multiplied by the group velocity @ω(k)/@k. Taking

ω5 (gk)1/2 for ocean gravity waves, the group velocity becomes g/(2ω), and the

power becomes

P5

ð
@ω
@k

F1ðωÞdω5
1

2
g

ð
F1ðωÞ
ω

dω: (3.29)

Based on observed energy spectra, F1, as a function of frequency or period

T5 2π/ω, the power distribution [(3.29) before integration] and total power may be

constructed. Figure 3.56 gives the power distribution at the North Atlantic station

also considered in Fig. 3.54. Using data for an extended period, the average distri-

bution (labeled “year”) was calculated and, after extraction of data for the periods
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Figure 3.55 Frequency distribution of significant wave heights and zero-crossing periods for

Station Vyl (55�N, 5�E) in the North Sea.

Based on 1 year of observation by Nielsen (1977).
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December�February and June�August, the curves labeled winter and summer were

constructed (Mollison et al., 1976).

Compared with Fig. 3.34, for example, Fig. 3.56 shows that the seasonal varia-

tions in wave power at the open ocean site are substantial and equivalent to the

seasonal variations in wind power at considerable height (maybe around 100 m,

considering that the roughness length over the ocean is smaller than at the continen-

tal site considered in Fig. 3.36).

Figure 3.57 summarizes some of the data available on the geographical distribu-

tion of wave power. The figures given are yearly mean power at a specific location,

and most of the sites chosen are fairly near to a coast, although still in open ocean.

The proximity of a shore is important for energy extraction from wave motion.

Whether such a condition will continue to apply will depend on the development of

suitable methods for long-range energy transfer (Chapter 5).

In Fig. 3.58, a more detailed map of wave power availability for the north

European region is shown, based on the iso-power lines estimated in initial assess-

ments of wave power in the United Kingdom, supplemented with estimates based

on data for the waters surrounding Denmark. The rapid decrease in power after

passing the Hebrides in approaching the Scottish coast from the Atlantic and also

after moving southward through the North Sea is noteworthy.

The variability of wave power may be described in terms similar to those used

for wind energy. Figure 3.59 shows the power duration curves for Station India in

the North Atlantic, based on all year or the summer or winter periods only, as in

Fig. 3.56. Again, the occurrence of periods of low and high power depends

markedly on seasonal changes.
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Figure 3.56 Frequency distribution of wave power, based on 1 year of observations (solid

line) or summer or winter data only (dashed lines), for Station India (59�N, 19�W) in the

North Atlantic. The yearly average power is 91 kW m21.

Based on Mollison et al. (1976).
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3.3.4.1 Waves in a climatic context

As in the case of wind energy, little is known about the possible impact of large-

scale energy extraction from wave power. One may argue that the total amount of

energy involved is so small compared to the energy exchanged by atmospheric pro-

cesses that any climatic consequence is unlikely. However, the exchange of latent

and sensible heat, as well as matter, between the ocean and the atmosphere may, to

a large extent, depend on the presence of waves. In particular, the rates of transfer

may be high in the presence of breaking waves, and the extraction of energy from

wave motion may prevent waves from developing a wave profile to the point of

breaking. Thus, a study of the environmental implications of wave energy utiliza-

tion, which seems to lend itself very naturally to computer simulation techniques,

should be undertaken in connection with proposed energy extraction schemes. As

suggested in previous sections, this is likely to be required for any large-scale use

of renewable energy, despite the intuitive feeling that such energy sources are

“non-polluting.” Yet the limited evidence available, mostly deriving from analogies

to natural processes, does suggest that the results of more detailed analyses will be

that renewable energy flows and stores can be utilized in quantities exceeding pres-

ent technological capability, without worry about environmental or general climatic

disturbances.
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Figure 3.59 Time duration curves for wave power at Station India (59�N, 19�W) in the

North Atlantic for the whole year (solid line) or only summer or winter (dashed lines).

Based on Mollison et al. (1976).
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3.3.5 Tides

The average rate of dissipation of tidal energy, as estimated from the slowing down

of the Earth’s rotation, is about 33 1012 W. Of this, about a third can be accounted

for by frictional losses in shallow sea regions, bays, and estuaries, according to

Munk and MacDonald (1960).

In order to understand the concentration of tidal energy in certain coastal

regions, a dynamic picture of water motion under the influence of tidal forces must

be considered. The equations of motion for the oceans, (2.61) and (2.62), must be

generalized to include the acceleration due to tidal attraction, that is, Ftidal/m where

an approximate expression for the tidal force is given in (2.68). Numerical solutions

to these equations (see, for example, Nihoul, 1977) show the existence of a compli-

cated pattern of interfering tidal waves, exhibiting in some points zero amplitude

(nodes) and in other regions deviations from the average water level far exceeding

the “equilibrium tides” of a fraction of a meter (section 2.5.3). These features are in

agreement with observed tides, an example of which is shown in Fig. 3.60. Newer

data based on satellite measurements can be followed in near-real-time on the

Internet (NASA, 2004).

The enhancement of tidal amplitudes in certain bays and inlets can be under-

stood in terms of resonant waves. Approximating the inlet by a canal of constant

depth h, the phase velocity of the tidal waves is Ut5 (gh)1/2 (Wehausen and

Laitone, 1960), and the wavelength is
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Figure 3.60 Tidal range H (difference between highest and lowest level in m) of the semi-

diurnal lunar tides in the North Sea and adjacent straits.

Based on Kiilerich (1965); Cavanagh et al. (1993).
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λt 5 TtUt;

where Tt is the period. For the most important tidal wave, Tt equals half a lunar

day, and the condition for resonance may be written

L5 iλt=45 0:25iTtg
1=2h1=2; (3.30)

where i is an integer, so that the length L of the inlet is a multiple of a quarter wave-

length. For i5 1, the resonance condition becomes L5 34 973 h1/2 (L and h in

meters). Bays and inlets satisfying this condition are likely to have high tidal ranges,

with the range being the difference between highest and lowest water level. An

example of this is the Severn inlet near Bristol in the United Kingdom, as seen from

Fig. 3.60. Cavanagh et al. (1993) estimate the total European potential to be 54 GW

or about 100 TWh y21, of which 90% is in France and the United Kingdom.

As discussed in section 2.5.3, the tides at a given location cannot be expected to

have a simple periodicity, but rather are characterized by a superposition of compo-

nents with different periods, the most important of which is equal to a half or full

lunar or solar day. As a function of time, the relative phases of the different compo-

nents change, leading to regularly changing amplitudes, of which two different pat-

terns are shown in Fig. 3.61. The upper one is dominated by the half-day period,

while the lower one is dominated by the full-day period.

If the water level at high tide, averaged over an area A, is raised by an amount H

over the level at low tide, then the potential energy involved is
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Figure 3.61 Examples of the time-development of tidal amplitudes at two different locations

for the same month of 1936.

Based on Defant (1961).
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Wtidal 5 ρwHAgH;

and the maximum power that could be extracted or dissipated would be, as an aver-

age over a tidal period Tt,

Ptidal 5 ρwg AH2Tt
21: (3.31)

Based on measured tidal ranges, and on an estimate of the area A of a bay or

inlet that could reasonably be enclosed by a barrage for the purpose of utilizing the

energy flow (3.31), a number of favorable sites have been identified, as shown in

Fig. 3.62. These include only localities with considerable concentration of tidal

energy, because if the tidal range decreases, the area to be enclosed in order to

obtain the same power increases quadratically, and the length of barrage will have

to be correspondingly greater. For the same reason, sites of adequate tidal range,

but no suitable bay, which could be enclosed by a reasonably small length of bar-

rage, have been excluded. Of course, the term reasonable rests on an economic

judgment that may be valid only under given circumstances. It is estimated that

2�3 GW may be extracted in Europe, half at costs in the range 10�20 euro-cents

(or U.S. cents) per kWh (Cavanagh et al., 1993, using costing methodology of

Baker, 1987), and 20�50 GW in North America (Sorensen and MacLennan, 1974;

Bay of Fundy Tidal Power Review Board, 1977).

Environmental impacts may arise from utilization of tidal power. When the

La Rance tidal plant was built in the 1960s, the upper estuary was drained for water
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Figure 3.62 Tidal range for selected locations and the estimated average tidal power for

each bay in a number of cases where utilization has been proposed.

Based on King Hubbert (1969); Gray and Gashus (1972); Sorensen and MacLennan (1974).
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over 2 years, a procedure that would hardly be considered environmentally

acceptable today. Alternative building methods using caissons or diaphragms exist,

but in all cases the construction times are long and careful measures have to be

taken to protect the biosphere (e.g., when stirring up mud from the estuary seabed).

Generally, the coastal environment is affected by the building and operation of tidal

power plants, both during construction and to a lesser extent during operation,

depending on the layout (fish bypasses, etc., as known from hydropower schemes).

Some fish species may be killed in the turbines, and the interference with the peri-

odic motion of bottom sand may lead to permanent siltation problems (and it has at

La Rance).

The total estimated power of about 120 GW at the best sites throughout the

world may be larger than what can be considered economical, but smaller than the

amount of tidal energy actually available. It is still 12% of the above-mentioned

estimate of the total dissipation of tidal energy in the vicinity of land, and it is

unlikely that all the coastal sites yielding a total of 1000 GW would be suitable for

utilization, so the order of magnitude is likely to be correct. The 2000 GW remain-

ing [relative to the tidal power derived from astronomical data (Munk and

MacDonald, 1960)] presumably becomes dissipated in the open ocean.

The maximal tidal power believed to be accessible, as well as the total resource

estimate, is about 10% of the corresponding figures for hydropower, discussed in

section 3.3.2. Tidal variations are coupled to river run-off and sea-level rise due to

global greenhouse warming (Miller and Douglas, 2004).

3.4 Heat flows, reservoirs, and other sources of energy

A large fraction of incoming solar radiation is stored as heat near the surface of the

Earth. According to Fig. 2.20, on average 47% is absorbed by the oceans and conti-

nents. The more detailed picture in Fig. 2.90 shows that 38% is absorbed by the

oceans, 9% by the continents, and 24% by the atmosphere. Chapter 2 deals with

some of the ways in which this energy could be distributed and eventually dissi-

pated. Previous sections deal with the incoming radiation itself and with the kinetic

energy in atmospheric and oceanic motion derived from the solar input by a number

of physical processes. Storage of potential energy is also considered in connection

with the processes of lifting water to a higher elevation, either in waves or in

evaporated water, which may later condense and precipitate at a higher topographi-

cal level. Still, the energy involved in such kinetic and potential energy-creating

processes is much less than the latent and sensible heat fluxes associated with

the evaporation and condensation processes themselves and with the conversion

of short-wavelength radiation to stored heat. The heat will be re-radiated as long-

wavelength radiation in situations of equilibrium, but the temperature of the

medium responsible for the absorption will rise, and in some cases the temperature

gradients between the absorbing regions and other regions (deep soil, deep ocean,

etc.), which do not themselves absorb solar radiation, cause significant heat flows.
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Utilization of heat flows and stored heat may be direct if the desired temperature

of use is no higher than that of the flow or storage. If this is not so, two reservoirs

of different temperature may be used to establish a thermodynamic cycle yielding a

certain amount of work, limited by the second law of thermodynamics. An alterna-

tive conversion scheme makes use of the heat pump principle by expending work

added from the outside. Such conversion methods are considered in Chapter 4,

while the focus here is on identifying the heat sources that are most suitable for uti-

lization. The solar energy stores and flows are surveyed in section 3.4.1, whereas

section 3.4.2 deals with the energy stored in the interior of the Earth and the corre-

sponding geothermal flows.

3.4.1 Solar-derived heat sources

The ability of land and sea to act as a solar energy absorber and further as an

energy store, to a degree determined by the local heat capacity and the processes

that may carry heat away, is of profound importance for the entire biosphere. For

example, food intake accounts only for 25%�30% of man’s total acquisition of

energy during a summer day in central Europe (Budyko, 1974). The rest is provided

by the body’s absorption of solar energy. The biological processes that characterize

the present biosphere have vanishing rates if the temperature departs from a rather

narrow range of about 270�320 K. Present forms of life thus depend on the green-

house effect’s maintaining temperatures at the Earth’s surface in this range, at least

during a fraction of the year (the growing season), and it is hard to imagine life on

the frozen “white Earth” (see section 2.4.2) that would result if the absorption pro-

cesses were minimized.

Utilization of heat stores and flows may then be defined as uses in addition to

the benefits of the “natural” thermal regime of the Earth, but often no sharp division

can be drawn between “natural” and “artificial” uses. For this reason, an assessment

of the “magnitude” of the resource is somewhat arbitrary, and in each case it must

be specified what is included in the resource base.

Total energy absorption rates are indicated in Fig. 2.90, and it is clear that the

oceans are by far the most significant energy accumulators. The distributions of

yearly average temperatures along cross-sections of the main oceans are shown in

Figs. 2.67�2.69.

The potential of a given heat storage for heat pump usage depends on two tem-

peratures: that of the storage and the required usage temperature. This implies that

no energy “amount” can be associated with the energy source, and a discussion of

heat pump energy conversion is therefore deferred to Chapter 4. An indication of

possible storage temperatures may be derived from Figs. 2.67�2.69 for the oceans,

Fig. 2.103 for a continental site, and Fig. 2.32 for the atmosphere.

For utilization without addition of high-grade mechanical or electric energy,

two reservoirs of differing temperatures must be identified. In the oceans,

Figs. 2.67�2.69 indicate the presence of a number of temperature gradients, most

noticeable at latitudes below 50� and depths below 1000�2000 m. Near the

Equator, the temperature gradients are largest over the first few hundred meters,
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and they are seasonally stable, in contrast to the gradients in regions away from the

Equator, which are largest during summer and approach zero during winter. At still

higher latitudes, there may be ice cover during a part or all of the year. The temper-

ature at the lower boundary of the ice, i.e., at the water�ice interface, is almost

constantly equal to 271.2 K (the freezing point of seawater), and in this case a

stable temperature difference can be expected between the water and the atmo-

sphere, particularly during winter.

It follows from Fig. 2.90 that over half the solar energy absorbed by the

oceans is used to evaporate water. Of the remaining part, some will be trans-

ferred to the atmosphere as sensible heat convection, but most will eventually be

re-radiated to the atmosphere (and maybe to space) as long-wavelength radia-

tion. The length of time during which the absorbed energy will stay in the

oceans before being used in one of the above ways, determines the temperature

regimes. At the ocean surface, residence times of a fraction of a day are associ-

ated with diurnal temperature variations, while residence times normally

increase with depth and reach values of several hundred years in the deepest

regions (section 2.3.2).

If oceanic temperature gradients are used to extract energy from the surface

region, a cooling of this region may result, unless the currents in the region are

such that the cooling primarily takes place elsewhere. A prediction of the cli-

matic impact of heat extraction from the oceans thus demands a dynamic investi-

gation like the one offered by the general circulation models discussed in section

2.3.2. The energy extraction would be simulated by an additional source term in

(2.65), and attention should be paid to the energy loss from the ocean’s surface

by evaporation, which would decrease at the places with lowered temperatures.

Extraction of energy from the oceans may for this reason lead to an increase of

the total downward energy flux through the surface, as noted by Zener (1973). In

addition to possible climatic effects, oceanic energy extraction may have an eco-

logical effect, partly because of the temperature change and partly because of

other changes introduced by the mixing processes associated with at least some

energy conversion schemes (e.g., changing the distribution of nutrients in the

water). Assuming a slight downward increase in the concentration of carbon

compounds in seawater, it has also been suggested that artificial upwelling of

deep seawater (used as cooling water in some of the conversion schemes dis-

cussed in Chapter 4) could increase the CO2 transfer from ocean to atmosphere

(Williams, 1975).

3.4.1.1 The power in ocean thermal gradients

In order to isolate the important parameters for assessing the potential for oceanic

heat conversion, Fig. 3.63 gives a closer view of the temperature gradients in a

number of cases with large and stable gradients. For locations at the Equator,

seasonal changes are minute, owing to the small variations in solar input.

For locations in the Florida Strait, the profiles are stable, except for the upper

50�100 m, owing to the Gulf Stream transport of warm water originating in

288 Renewable Energy



tropical regions. The heat energy content relative to some reference point of tem-

perature Tref is cV(T � Tref), but only a fraction of this can be converted to mechan-

ical work, and the direct use of water at temperatures of about 25�C above ambient

is limited, at least in the region near the Equator. Therefore, in aiming at produc-

tion of mechanical work or electricity, the heat value must be multiplied by the

thermodynamic efficiency (cf. Chapter 4), i.e., the maximum fraction of the heat at

temperature T that can be converted to work. This efficiency, which would be

obtained by a hypothetical conversion device operating in accordance with an ideal

Carnot cycle, is (cf. section 4.1.2)

ηCarnot 5 ðT � Tref Þ=T ; (3.32)

where the temperatures should be in K.

Taking the reference temperature (the “cold side”) as Tref5 6�C, corresponding
to depths of 380 m (Gulf Stream, 10 km from coast), 680 m (Gulf Stream, 50 km

from coast), 660 m (Atlantic Ocean), 630 m (Pacific Ocean), and 1000 m (Indian

Ocean) (see Fig. 3.63), one obtains the maximum energy that can be extracted from
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Figure 3.63 Temperature profiles for equatorial sites in the major oceans, as well as for the

Gulf Stream at the Florida Strait. The profiles are derived from time-limited observations and

may not represent annual averages.

Based on Neumann and Pierson (1966); Sverdrup et al. (1942).
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each cubic meter of water at temperature T (as a function of depth), in the form of

mechanical work or electricity,

ηCarnotcV ðT � Tref Þ:

This quantity is shown in Fig. 3.64 for the sites considered in the preceding fig-

ure. It is seen that, owing to quadratic dependence on the temperature difference,

the work density is high only for the upper 100 m of the tropical oceans. Near the

coast of Florida, the work density drops more slowly with depth, owing to the pres-

ence of the core of the warm Gulf Stream current (cf. Fig. 3.50). Below the current,

the work density drops with a different slope, or rather different slopes, because of

the rather complex pattern of weaker currents and countercurrents of different

temperatures.

The power that could be extracted is obtained by multiplying the work density

by the transfer coefficient of the conversion device, that is, the volume of water

from which a maximum energy prescribed by the Carnot value can be extracted

per second. This quantity is also a function of T and Tref, and losses relative to the

ideal Carnot process are included in terms of a larger “effective” volume neces-

sary for extracting a given amount of work. If the device were an ideal Carnot

machine and the amount of water processed were determined by the natural flow

through the device, then at a flow rate of 1 m s21 (typical of the Gulf Stream

current) the power extracted would be 3�4 MW m22 facing the current flow
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Figure 3.64 Maximum work density for the locations in Fig. 3.63, corresponding to an ideal

Carnot machine extracting work from the temperature difference between the temperature at

a given depth and a cold reservoir at constant temperature 6�C (the depth at which such

cooling water might be collected can be found in Fig. 3.63).
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direction, according to Fig. 3.64. In practice, as the treatment in Chapter 4 shows,

only a fraction of this power will be obtained.

An indication of the global distribution of locations with large ocean temperature

gradients may be obtained from Fig. 3.65, which gives the average temperature dif-

ference between the surface water and the water at a depth of 200 m for the time of

the year when this difference is smallest. As mentioned above, seasonal variation is

very small in the equatorial region, whereas the summer temperature difference is

far greater than the winter temperature difference at mid- and high latitudes, as seen

from Fig. 3.66.

The availability of currents that could promote flow through a temperature-

gradient-utilizing device may be estimated from the material in section 3.3.1, but it

should be borne in mind that the currents are warm only after passage through the

equatorial region. It then follows from Fig. 3.42 that most currents on the Northern

Hemisphere are warm, while most currents in the Southern Hemisphere originate in

the Antarctic region and are cold.

3.4.1.2 Temperature gradients in upper soil and air

The temperature gradient due to absorption of solar radiation in continental soil or

rock has a diurnal and a seasonal component, as discussed in section 2.3.2.

Transport processes in soil or rock are primarily by conduction rather than by mass
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motion (ground water does move a little, but its speeds are negligible compared

with ocean currents), which implies that the regions that are heated are much smal-

ler (typically depths of up to 0�7 m in the diurnal cycle and up to 15 m in the sea-

sonal cycle). The seasonal cycle may be practically absent for locations in the

neighborhood of the Equator. An example of the yearly variation at fairly high lati-

tude is given in Fig. 2.103. The picture of the diurnal cycle is very similar except

for scale, as follows from the simple model given by (2.40)�(2.42). Therefore, the

potential for extracting mechanical work or electricity from solar-derived soil or

rock temperature gradients is very small. Direct use of the heat is usually excluded

as well, because the temperatures in soil or rock are mostly similar to or slightly

lower than that of the air. An exception may be dry rock, which can reach tempera-

tures substantially above the ambient after some hours of strong solar exposure.

Extraction of heat from soil or rock by means of the heat pump principle is possible

and is discussed in the next chapter.

Temperature gradients in the atmosphere are rather small but of stable sign

(except for the layer near the ground) up until the tropopause (see Fig. 2.29). At

higher altitudes, the gradient changes sign a few times (Fig. 2.28). The temperature

gradient over the first few hundred meters above ground is largely determined by

the sign of the net total radiation flux, which exhibits a daily cycle (cf. Fig. 2.1)

characterized by downward net flux during daylight and upward net flux at night.

An example of the corresponding diurnal variation in temperature at heights of 7

and 123 m is shown in Fig. 3.67 for January and July at a location 56�N.
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The density of air also decreases with height (Fig. 2.28), and the heat capacity is

small (e.g., compared with that of water), so the potential for energy conversion

based on atmospheric heat is small per unit of volume. Energy production using the

atmospheric temperature gradient would require the passage of very large quantities

of air through an energy extraction device, and the cold air inlet would have to be

placed at an elevation kilometers above the warm air inlet. However, heat pump

use of air near ground level is possible, just as it is for solar energy stored in the

upper soil.

3.4.2 Geothermal flows and stored energy

Heat is created in some parts of the interior of the Earth: as a result of radioactive

disintegration of atomic nuclei. In addition, the material of the Earth is in the pro-

cess of cooling down from an initial high temperature or as a result of heat carried

away after being released within the interior by condensation and possibly other

physical and chemical processes.

3.4.2.1 Regions of particularly high heat flow

Superimposed on a smoothly varying heat flow from the interior of the

Earth toward the surface are several abnormal flow regions. The subsurface

Te
m

pe
ra

tu
re

 (
°C

)

0

January

φ = 56°

z = 123 m

z = 7 m

July

Height
z = 7 m

z = 123 m

13

14

15

16

17

18

19

–2

–1

1

0

4 8 12 16 20

Hour of day

Figure 3.67 Variations of air temperature for two heights over ground and two months

(January and July), as a function of the hour of the day. Ten years of observations from the

meteorological tower at Risø, Denmark (Petersen, 1974) have been used to form the average

trends.

293Individual renewable energy sources



temperature exhibits variations associated with the magnitude of the heat flow

and heat capacity—or, in general, the thermal properties—of the material. The

presence of water (or steam) and other molten material is important for the trans-

portation and concentration of heat. Until now, the vapor-dominated concentra-

tions of geothermal energy have attracted the most attention as potential energy

extraction sources. However, the occurrence of hot springs or underground steam

reservoirs is limited to a very few locations. Reservoirs containing superheated

water (brine) are probably more common, but are hard to detect from general

geological data.

Some reservoirs attract special interest owing to chemical processes in

brine�methane mixtures that release heat and increase the pressure, while the

conductivity of such mixtures is low (so-called geo-pressurized systems, cf. Rowley,

1977). Dry rock accumulation of heat is probably the most common type of geother-

mal heat reservoir (i.e., storage with temperature above average), but it does not lend

itself so directly to utilization because of the difficulties in establishing sufficiently

large heat transfer surfaces. A number of high-temperature reservoirs are present in

volcanic systems in the form of lava pools and magma chambers.

Whereas the smoothly varying average heat flow from the interior of the Earth

can be considered a renewable energy resource (see below), the reservoirs of abnor-

mal temperature are not necessarily large in relation to possible usage and do not get

renewed at rates comparable to possible extraction rates. It is estimated that electric

power generation by use of geothermal steam at the locations where such steam is

available will be possible for only about 50 years. The total amount of geothermal

heat stored in water or steam to a depth of 10 000 m is estimated to be 43 1021 J, of

which some (1�2)3 1020 J is capable of generating steam of above 200�C (World

Energy Conference, 1974). The same source estimates the total amount of energy

stored in dry rocks to a depth of 10 km as around 1027 J. Steam of temperatures

above 200�C represents an average power of 2403 109 W for a period of 50 years.

It follows from the above that most of the abnormal geothermal heat reservoirs

must be considered non-renewable resources on the same footing as fossil and fis-

sile deposits. However, the average geothermal heat flow also corresponds to tem-

perature gradients between the surface and reachable interior of the Earth, which

can be used for energy extraction, at least if suitable transfer mechanisms can be

established. These may be associated with water flow in regions of high permeabil-

ity, so that water that has been cooled by an energy extraction device may regain

the temperature of the surrounding layer in a relatively short time.

3.4.2.2 The origin of geothermal heat

The radioactive elements mainly responsible for geothermal heat production at pres-

ent are 235U (decay rate 9.73 10210 year21), 238U (decay rate 1.53 10210 year21),
232Th (decay rate 5.03 10211 year21), and 40K (decay rate 5.33 10210 year21).

These isotopes are present in different concentrations in different geological forma-

tions. They are more abundant in the granite-containing continental shields than in

the ocean floors. Most of the material containing the radioactive elements is
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concentrated in the upper part of the Earth’s crust. In the lower half of the crust

(total depth around 40 km), radiogenic heat production is believed to be fairly con-

stant, at a value of about 23 1027 W m23 (Pollack and Chapman, 1977). The rate

of radiogenic heat production at the top of the continental crust is typically at least

ten times higher, but it decreases with depth and reaches the lower crust value

approximately halfway through the crust. The amount of radioactivity in the mantle

(occupying the volume between the core and the crust) and in the core (the radius

of which is about half the total radius) is poorly known, but models indicate that

very little radioactive heat production takes place in the mantle or core.

From the radioactive decay of the above-mentioned isotopes, it can be deduced

that the temperature of an average piece of rock near the surface of the crust must

have decreased some 900�C during the last 4.53 109 years (i.e., since the Sun

entered the main burning sequence; Goguel, 1976). At present, radiogenic heat pro-

duction accounts for an estimated 40% of the continental average heat flow at the

surface. The rest, as well as most of the heat flow at the oceanic bottom, may then

be due to cooling associated with expenditure of stored heat.

In order to assess the nature and origin of the heat stored in the interior of the

Earth, the creation and evolution of the planet must be modeled. As discussed in

section 2.1.1, the presence of heavy elements in the Earth’s crust would be

explained if the material forming the crust was originally produced during one or

more supernovae outbursts. It is also consistent to assume that this material was

formed over a prolonged period, with the last contribution occurring some 108 years

before the condensation of the material forming the Earth (Schramm, 1974).

A plausible model of the formation of the planetary system assumes an initial neb-

ula of dust and gases (including the supernova-produced heavy elements), the temper-

ature of which would increase toward the center. The Sun might then be formed by

gravitational collapse (cf. section 2.1.1). The matter not incorporated into the “proto-

sun” would slowly cool, and parts of it would condense into definite chemical com-

pounds. The planets would be formed by gravitational accretion of matter, at about the

same time as, or slightly earlier than, the formation of the Sun (Reeves, 1975).

One hypothesis is that the temperature at a given distance from the protosun

would be constant during the formation of planets like the Earth (equilibrium

condensation model; see, for example, Lewis, 1974). As temperature declines, a

sequence of condensation processes occurs: at 1600 K, oxides of calcium, alumi-

num, etc.; at 1300 K, nickel�iron alloys; at 1200 K, enstatite (MgSiO3); at 1000 K,

alkali-metal-containing minerals (feldspar, etc.); at 680 K, troilite (FeS). The

remaining iron would be progressively oxidized, and, at about 275 K, water would

be formed. The assumption that the Earth was formed at a constant temperature of

about 600 K implies that it would have a composition characteristic of the conden-

sation state at that temperature.

Other models can be formulated that would also be relatively consistent with

the knowledge of the (initial) composition of the Earth’s interior. If, for example,

the planet formation process was slow compared to the cooling of the nebula, then

different layers of the planet would have compositions characteristic of different

temperatures and different stages of condensation.
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It is also possible that the creation of the Sun and the organization of the primor-

dial nebula did not follow the scheme outlined above, but were the results of more

violent events, such as the close passage of a supernova star.

If the assumption of a constant temperature of about 600 K during the formation

of the Earth is accepted, then the subsequent differentiation into crust, mantle, and

core (each of the latter two having two subdivisions) is a matter of gravitational set-

tling, provided that the interior was initially in the fluid phase or that it became

molten as a result of the decay of radioactive isotopes (which, as mentioned, must

have been much more abundant at that time, partly because of the exponential

decay of the isotopes present today and partly owing to now-absent short-lived iso-

topes). The crust would have formed very quickly as a result of radiational cooling,

but the presence of the crust would then have strongly suppressed further heat loss

from the interior. The central region may have been colder than the mantle during

the period of core formation by gravitational settling (Vollmer, 1977).

Gravitational settling itself is a process by which gravitational (potential) energy

is transformed into other energy forms. It is believed that most of this energy

emerged as heat, and only a smaller fraction as chemical energy or elastic energy.

If the differentiation process took place over a short time interval, the release of

263 1030 J would have heated material of heat capacity similar to that of crustal

rocks to a temperature of about 5000 K. If the differentiation was a prolonged pro-

cess, then the accompanying heat would, to a substantial extent, have been radiated

into space, and the temperature would never have been very high (Goguel, 1976).

The present temperature increases from about 300 K at the surface to perhaps

4000 K in the center of the core. During the past, convective processes as well as

formation of steam plumes in the mantle are likely to have been more intense than

at present. The present heat flow between the mantle and the crust is about

253 1012 W, while the heat flow at the surface of the crust is about 303 1012 W

(Chapman and Pollack, 1975; Pollack and Chapman, 1977).

If heat conduction and convective processes of all scales can be approximately

described by the diffusion equation (2.28), supplemented with a heat source term

describing the radioactive decay processes, in analogy to the general transport equa-

tion (2.44), then the equation describing the cooling of the Earth may be written

dT=dt5 divðK grad TÞ1 S=ρ; (3.33)

where K is the effective diffusion coefficient and S is the radiogenic heat production

divided by the local heat capacity C. The rate of heat flow is given by

Esens 5λ@T=@r; (3.34)

where the thermal conductivity λ equals KC, according to (2.39). If the temperature

distribution depends only on the radial co-ordinate r, and K is regarded as a

constant, (3.33) reduces to

dT=dt5Kð@2T=@r2 1 2r21@T=@rÞ1 S=ρ: (3.35)
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The simplified version is likely to be useful only for limited regions. The diffu-

sion coefficient K is on average of the order of 1026 m2 s21 in the crust and mantle,

but increases in regions allowing transfer by convection. The thermal conductivity λ
of a material depends on temperature and pressure. It averages about 3 W m21 K21

in crust and mantle, but may be much higher in the metallic regions of the core. The

total amount of heat stored in the Earth (relative to the average surface temperature)

may be estimated from
Ð
volumeλK

21(T � Ts)dx, which has been evaluated as

43 1030 J (World Energy Conference, 1974). Using the average heat outflow of

33 1013 W, the relative loss of stored energy presently amounts to 2.43 10210 per

year. This is the basis for treating the geothermal heat flow on the same footing as

the truly renewable energy resources. Also, in the case of solar energy, the energy

flow will not remain unchanged for periods of the order billions of years, but will

slowly increase, as discussed in sections 2.1.1 and 2.4.2, until the Sun leaves the

main sequence of stars (at which time the radiation will increase dramatically).

3.4.2.3 Distribution of the smoothly varying part
of the heat flow

The important quantities for evaluating the potential of a given region for utilization

of the geothermal heat flow are the magnitude of the flow and its accessibility.

The temperature gradient and heat flow are usually large in young geological

formations and, in particular, at the mid-oceanic ridges, which serve as spreading

centers for the mass motion associated with continental drift. In the continental

shields, the gradient and flow are much smaller, as illustrated in Fig. 3.68. Along

sections from the mid-oceanic ridges to the continental shields, the gradient may

gradually change from one to the other of the two types depicted in Fig. 3.68.
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representing average extremes of temperature profiles due to the smoothly varying part of the
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and the old formation (solid line) corresponds to a Precambrian continental shield. The kink
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Based on a model calculation, adjusted to observations, by MacGregor and Basu (1974).
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In some regions the temperature gradients change much more abruptly (e.g., in

going from the Fenno-Scandian Shield in Norway to the Danish Embayment; cf.

Balling, 1976), implying in some cases a high heat flux for land areas (e.g., north-

western Mexico, cf. Smith, 1974).

Maps of the geographical distribution of heat flow, both at the surface of the

crust and at the surface of the mantle, have been prepared by Chapman and Pollack

(1975; Pollack and Chapman, 1977) by supplementing available data with estimates

based on tectonic settling and, for oceanic regions, the age of the ocean floor. The

results, shown in Figs. 3.69a and b, are contours of a representation in terms of

spherical harmonic functions of latitude and longitude, Ylm(φ, λ), of maximum

degree l5 12. The advantage of this type of analysis is that oscillations of wave-

length smaller than about 3000 km will be suppressed, so that the maps are pre-

sumably describing the smoothly varying average flow without perturbations

from abnormal flow regions. A comparison between the calculation shown in

Fig. 3.69a and one in which the model predictions have also been used in regions

where measurements do exist, has convinced Chapman and Pollack that little

change will result from future improvements in the data coverage. The map

showing the mantle flow, Fig. 3.69b, is obtained by subtracting the contribution

from the radiogenic heat production in the crust from the surface flow map. To

do this, Pollack and Chapman have used a model for the continental regions in

which the heat production decreases exponentially from its local value at the sur-

face of the crust,

S5 Ssexpð�z=bÞ;

where b5 8.5 km (if not measured), until it reaches the constant value

CS5 2.13 1027 W m23 assumed to prevail throughout the lower crust. For oceanic

regions, the difference between mantle and surface heat flows is estimated on the

basis of the cooling of the oceanic crust (assumed to behave like a 6.5-km thick

layer of basalt) with a fixed lower boundary temperature of 1200�C. The time dur-

ing which such cooling has taken place (the “age” of the sea floor) is determined

from the present surface heat flow (Pollack and Chapman, 1977).

Mantle heat flow is very regular, with low continental values and increasing

flow when approaching the oceanic ridges, particularly in the southern Pacific

Ocean. The surface heat flow is considerably more irregular, in a manner deter-

mined by the composition of the crust at a given location, but the mean fluctuation

around the average value of 5.93 1022 W m22 is only 22%. The surface heat flow

has similar values if evaluated separately for continents and oceans (5.3 and

6.23 1022 W m22, respectively), while the contrast is larger for the upper mantle

flow (2.8 and 5.73 1022 W m22, respectively).

The usefulness of a given flow for purposes of energy extraction depends on the

possibilities for establishing a heat transfer zone of sufficient flux. As mentioned

earlier, the most appealing heat transfer method is by circulating water. In this case,

the rate of extraction depends on the permeability of the geological material

(defined as the fluid speed through the material, for a specified pressure gradient
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and fluid viscosity). The pressure is also of importance in determining whether hot

water produced at a depth will rise to the top of a drill-hole unaided, or will have to

be pumped to the surface. High permeability is likely to be found in sand-

containing sedimentary deposits, while granite and gneiss rock have very low

porosity and permeability. Schemes for hydraulic fractionation or granulation

caused by detonation of explosives have been proposed, with the purpose of

Figure 3.69 (a) Surface heat flow contours (in 1023 W m22) for the smoothly varying part

of the geothermal flux, calculated on the basis of available data supplemented with a

theoretical model. (b) Heat flow contours at the top of the mantle (1023 W m22), calculated

from the surface fluxes shown in Fig. 3.69a by subtracting the contribution originating in the

crust, for which a model has been constructed (see text).

Panels a and b: From Pollack and Chapman (1977).
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establishing a heat transfer area large enough that vast areas of hot rock formations

could be accessed for extraction of geothermal energy, for example, by circulating

water through man-made regions of porous material.

3.4.3 Ocean thermal and salinity gradients

The preceding parts of this chapter are concerned with renewable energy flows and

stores based on solar radiation, gravitation between celestial bodies, the mechanical

energy involved in atmospheric and oceanic circulation, as well as a number of

(sensible or latent) heat sources, the origin of which were solar or geological. It is

believed that the most important of such sources are listed, but some significant

sources may have been omitted.

In the description of heat sources, in particular, the list is far from complete, con-

sidering that any difference in temperature constitutes a potential source of energy.

It may not be practical to attempt to extract energy from the difference in air or soil

temperature between the Arctic and Equatorial regions, but the corresponding dif-

ference in water temperature is, in fact, the basis for the temperature gradients in

some oceanic regions (discussed in section 3.4.2), owing to water transport by cur-

rents. One case in which a stable temperature difference might be usable in ways

similar to those proposed for ocean temperature gradients is offered by the differ-

ence between the Arctic air temperature and the water temperature at the base of

the ice sheets covering Arctic oceans. The average air temperature is about �25�C
for the period October�March, but the temperature at the ice�water interface is

necessarily close to 0�C (although not quite zero because of salinity- and pressure-

induced depreciation of the freezing point, cf. Fig. 3.66). Other ocean thermal

energy conversion (OTEC) proposals have focused on the temperature difference

between warm currents, such as the Gulf Stream, and surrounding, colder bodies of

water. The temperature difference is small and a thermodynamic engine working

between such temperatures will have exceedingly low efficiency. In addition, tam-

pering with currents like the Gulf Stream could have large environmental effects on

the regions depending on heat delivery from warm currents (such as Northern

Europe in the case of the Gulf Stream).

It is natural to ask whether other energy forms, such as electromagnetic, earth-

quake, chemical (of which bioenergy is treated in section 3.5), or nuclear energy,

can be considered as energy resources and to what extent they are renewable.

Examples of such energy forms are discussed in sections 3.4.4 and 3.4.5.

Useful chemical energy may be defined as energy that can be released through

exothermic chemical reactions. In general, chemical energy is associated with

chemical bonds between electrons, atoms, and molecules. The bonds may involve

overlapping electron wavefunctions of two or more atoms, attraction between ion-

ized atoms or molecules, and long-range electromagnetic fields created by the

motion of charged particles (notably electrons). In all cases, the physical interaction

involved is the Coulomb force. Examples of chemical energy connected with

molecular bonds are given in section 3.5 (bioenergy sources, including fossil fuels).
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The organization of atoms or molecules in regular lattice structures represents

another manifestation of chemical bonds. Some substances possess different crystal-

line forms that may exist under given external conditions. In addition to the possi-

bility of different solid phases, phase changes associated with transitions among

solid, liquid, and gas phases all represent different levels of latent energy.

3.4.3.1 Salinity differences

Solutions represent another form of chemical energy, relative to the pure solvent.

The free energy of a substance with components i5 1, 2, . . ., there being ni mol of

the ith component, may be written

G5
X
i

niμi; (3.36)

where μi is the chemical potential of component i. For a solution, μi can be

expressed in the form (see, for example, Maron and Prutton, 1959)

μi 5μ0
i 1ℛ T logðfixiÞ; (3.37)

where ℛ is the gas constant (8.3 J K21 mol21), T is the temperature (K), and

xi5 ni/(Σjnj) the mole fraction. μ0
i is the chemical potential that would correspond

to xi5 1 at the given pressure P and temperature T, and fi is the activity coefficient,

an empirical constant that approaches unity for ideal solutions, an example of

which is the solvent of a very dilute solution (whereas, in general, fi cannot be

expected to approach unity for the dissolved component of a dilute solution).

It follows from (3.36) and (3.37) that a solution represents a lower chemical

energy than the pure solvent. The most common solution present in large amounts

on the Earth is saline ocean water. Relative to this, pure or fresh water, such as

river run-off, represents an elevated energy level. In addition, there are salinity dif-

ferences within the oceans, as shown in Figs. 2.67�2.69.

Taking the average ocean salinity as about 333 1023 (mass fraction), and

regarding this entirely as ionized NaCl, nNa15 nCl2 becomes about 0.563 103 mol

and nwater5 53.73 103 mol, considering a volume of 1 m3. The chemical potential

of ocean water, μ, relative to that of fresh water, μ0, is then from (3.37)

μ2μ0 5ℛTlog xwater � 22ℛTnNa1=nwater :

Consider now a membrane that is permeable for pure water but impermeable for

salt (i.e., for Na1 and Cl2 ions) as indicated in Fig. 3.70. On one side of the mem-

brane, there is pure (fresh) water, on the other side saline (ocean) water. Fresh water

will flow through the membrane, trying to equalize the chemical potentials μ0 and

μ initially prevailing on each side. If the ocean can be considered as infinite and

being rapidly mixed, then nNa1 will remain fixed, also in the vicinity of the mem-

brane. In this case each m3 of fresh water penetrating the membrane and becoming

mixed will release an amount of energy, which from (3.49) is
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δG5
X
i

ðniδμi 1μiδniÞ � nwaterðμ0 2μÞ � 2ℛTnNa1: (3.38)

For a temperature T� 285 K (considered fixed), δG� 2.653 106 J. The

power corresponding to a fresh-water flow of 1 m3 s21 is thus 2.653 106 W

(cf. Norman, 1974). The worldwide run-off of about 43 1013 m3 y21 (Fig. 2.65)

would thus correspond to an average power of around 33 1012 W.

The arrangement schematically shown in Fig. 3.70 is called an osmotic pump.

The flow of pure water into the tube will ideally raise the water level in the tube,

until the pressure of the water-head balances the force derived from the difference

in chemical energy. The magnitude of this osmotic pressure, Posm, relative to the

atmospheric pressure P0 on the fresh-water surface, is found from the thermody-

namic relation

VdP� S dT 5
X
i

nidμi;

where V is the volume, S is the entropy, and T is the temperature. Assuming that

the process will not change the temperature (i.e., considering the ocean a large res-

ervoir of fixed temperature), insertion of (3.38) yields

Posm 5 δP � nwaterV
21δμwater � 2ℛTNa1V

21: (3.39)

Inserting the numerical values of the example above, Posm5 2.653 106 N m22,

corresponding to a water-head some 250 m above the fresh-water surface. If the

Saline
water

Membrane

Fresh water

Figure 3.70 Schematic picture of an osmotic pump. In order to mix the fresh water

penetrating the semipermeable membrane toward the right and to maintain the salinity in the

salt-water compartment, new saline water would have to be pumped into the salt-water

compartment, and water motion near the membrane would have to be ensured.
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assumption of fixed mole fraction of salt in the tube is to be realized, it would

presumably be necessary to pump saline water into the tube. The energy spent for

pumping, however, would be mostly recoverable, since it also adds to the height

of the water-head, which may be used to generate electricity as in a hydropower

plant.

An alternative way of releasing the free energy difference between solutions and

pure solvents is possible when the dissolved substance is ionized (the solution is

then called electrolytic). In this case, direct conversion to electricity is possible, as

further discussed in Chapter 4.

3.4.4 Nuclear energy

Atomic nuclei (consisting of protons and neutrons) form the bulk of the mass of

matter on Earth as well as in the known part of the present universe (cf. section 2.1.1).

A nucleus is usually understood to be a bound system of Z protons and N neutrons

(unbound systems, resonances, may be formed under laboratory conditions and they

are observed in cosmic ray showers for short periods of time). Such a nucleus contains

an amount of nuclear binding energy, given by

EZ;N � ðNMn 1 ZMpÞc2 5�B;

with the difference between the actual energy EZ,N of the bound system and the

energy corresponding to the sum of the masses of the protons and neutrons if these

were separated from each other. It thus costs energy to separate all the nucleons,

and this is due to the attractive nature of most nuclear forces.

However, if the binding energy B (i.e., the above energy difference with opposite

sign) is evaluated per nucleon, one obtains a maximum around 56Fe (cf. section

2.1.1), with lower values for both lighter and heavier nuclei. Figure 3.71a shows the

trends of �B/A, where A5 Z1N is the nucleon number. For each A, only the most

tightly bound nucleus (Z, A2 Z) has been included, and only doubly even nuclei

have been included (if Z or N is odd, the binding energy is about 1 MeV lower).

This implies that nuclear material away from the iron region could gain binding

energy (and thereby release nuclear energy) if the protons and neutrons could be

restructured to form 56Fe. The reason why this does not happen spontaneously for

all matter on Earth is that potential barriers separate the present states of nuclei

from the state of the most stable nucleus and that very few nuclei are able to pene-

trate these barriers at the temperatures prevailing on Earth.

A few nuclei do spontaneously transform to more tightly bound systems (the

natural radioactive nuclei mentioned in section 3.4.2), but the rate at which they pene-

trate the corresponding “barriers” is low, since otherwise they would no longer be

present on Earth now, some 53 109 years after they were formed. As mentioned in

section 3.4.2, these nuclei are responsible for 40% of the average heat flow at the sur-

face of continents and contribute almost nothing to the heat flow at the ocean floors.
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As schematically illustrated in Fig. 3.71b, the barrier that a nucleus of A� 240

must penetrate in order to fission is typically a very small fraction (2%�3%) of the

energy released by the fission process. This barrier has to be penetrated by quantum

tunneling. The width of the barrier depends on the initial state of the fissioning

nucleus. It is smaller if the nucleus is in an excited state rather than in its ground

state. Some heavy isotopes, such as 235U, easily absorb neutrons, forming a com-

pound system with a dramatically reduced fission barrier and hence with a dramati-

cally increased fission probability. This process is called induced fission, and it

implies that by adding a very small amount of energy to a “fissile” element like
235U, by slow-neutron bombardment, a fission energy of some 200 MeV can be

released, mostly in the form of kinetic energy of the products, but a few percent

usually occurring as delayed radioactivity of unstable fragments. An example of

binary fission, i.e., with two end-nuclei plus a number of excess neutrons (which

can induce further fission reactions), is
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Figure 3.71 (a) Trends of nuclear binding energy of bound nuclei (taken per nucleon)

relative to a hypothetical situation in which all nucleons are separated (see text). (b)

Schematic view of a nuclear fission process described by a “one-dimensional” shape

parameter (axially symmetric shapes are indicated along the lower boundary of the figure).

The zero point of the energy scale on the ordinate corresponds to the energy of a (fractional)

number of 56Fe nuclei with mass identical to that of the fissioning nucleus.

Panel a: Based on Bohr and Mottelson (1969).
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235
92 U1 n ! 142

54 Xe1 92
38Sr1 2n

The probability of finding an asymmetrical mass distribution of the fragments is

often larger than the probability of symmetric fission. The reason why further fission

processes yielding nuclei in the 56
26Fe region do not occur is the high barrier against

fission for nuclei with Z2/A & 30 and the low probability of direct fission of, say, ura-

nium into three fragments closer to the iron region (plus a larger number of neutrons).

The amount of recoverable fissile material in the Earth’s crust would correspond

to a fission-energy of about 1022 J (Ion, 1975). However, heavy elements other than

those fissioning under slow-neutron bombardment can be made fissile by bombard-

ment with more energetic neutrons or some other suitable nuclear reaction, spend-

ing an amount of energy much smaller than that which may later be released by

fission. An example is 238
92 U, which may absorb a neutron and emit two electrons,

thus forming 239
94 Pu, which is a fissile element, capable of absorbing neutrons to

form 240
94 Pu, the fission cross-section of which is appreciable. Including resources by

which fissile material may be “bred” in this way, a higher value may be attributed

to the recoverable energy resource associated with nuclear fission. This value

depends both on the availability of resource material, such as 238U (the isotope ratio
238U to 235U is practically the same for all geological formations of terrestrial ori-

gin), and on the possibility of constructing devices with a high “breeding ratio.”

Some estimates indicate a 60-fold increase over the energy value of the “non-

breeder” resource (World Energy Conference, 1974).

As indicated in Fig. 3.71b, the energy gain per nucleon that could be released by

fusion of light elements is several times larger than that released by fission of heavy

elements. A number of possible fusion processes are mentioned in section 2.1.1.

These reactions take place in stars at high temperature. On Earth, they have been

demonstrated in the form of explosive weapons, with the temperature and pressure

requirements being provided by explosive fission reactions in a blanket around the

elements to undergo fusion. Controlled energy production by fusion reactions such

as 2H1 3H or 2H1 2H is under investigation, but at present the necessary tempera-

tures and confinement requirements have not been met. Theoretically, the fusion

processes of elements with mass below the iron region are, of course, highly exe-

nergetic, and energy must be added only to ensure a sufficient collision frequency.

In practice, it may take a while to realize devices for energy extraction for which

the net energy gain is at all positive.

In theory, the nuclear fusion energy resources are much larger than the fission

resources, but in any case only a fraction of the total nuclear energy on Earth (rela-

tive to an all-iron state) could ever become energy resources on a habitable planet.

In principle, the nuclear energy resources are clearly non-renewable, and the recov-

erable amounts of fissionable elements do not appear large compared with the pos-

sible requirements of man during the kind of time span for which he may hope to

inhabit the planet Earth. However, it cannot be denied that the fusion resources

might sustain man’s energy expenditure for a long time, if, for example, the reac-

tion chain entirely based on naturally occurring deuterium could be realized [cf. the
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cosmological reactions occurring some 300 s after the singularity in the Big Bang

theory (section 2.1.1), at temperatures between 109 and 108 K]:

2
1H1 2

1H ! 1
1H1 3

1H1 3:25 MeV;
2
1H1 2

1H ! 1
0n1

3
2He1 4:0 MeV;

2
1H1 3

1H ! 1
0n1

4
2He1 17:6 MeV;

2
1H1 3

2He ! 1
1H1 4

2He1 18:3 MeV;

The abundance of 2H in seawater is about 343 1026 (mass fraction). The

potential nuclear energy released by one of the deuterium2to2helium fusion

chains is thus 1013 J m23 of seawater, or over 1031 J for all the oceans (an energy

storage equivalent to the entire thermal energy stored in the interior of the Earth,

cf. section 3.4.2).

The prime environmental concern about utilization of fission or fusion energy is

the inherent change in the radioactive environment. The fragments formed by fis-

sion reactions cover a wide range of nuclear isotopes, most of which are

unstable and emit nuclear radiation of gamma or particle type (see, for example,

Holdren, 1974). Also, fusion devices are likely to produce large amounts of radioac-

tivity, because the high-energy particles present in the reaction region may escape

and experience frequent collisions with the materials forming the “walls,” the con-

finement, and thereby induce nuclear reactions. The range of radioactive elements

formed by fusion reactions can be partially optimized from an environmental point

of view (minimizing the production of the most biologically hazardous isotopes) by

choosing appropriate materials for the confinement, but the choice of materials is

also limited by the temperature and stability requirements (see, for example, Post

and Ribe, 1974).

Large-scale implementation of fission- or fusion-based energy conversion

schemes will raise the question of whether it will be possible safely to manage and

confine the radioactive “wastes” that, if released to the general environment, could

cause acute accidents and long-range alterations in the radiological environment to

which man is presently adapted. These dangers exist equally for the use of nuclear

reactions in explosive weapons, in addition to the destructive effect of the explosion

itself, and in their case no attempt is made to confine or to control the radioactive

material.

In addition to possible health hazards, the use of nuclear energy may also have

climatic consequences, such as those associated with enhanced heat flow (during

nuclear war; cf. Feld, 1976) or with the routine emissions of radioactive material

(e.g., 85Kr from the uranium fuel cycle; cf. Boeck, 1976).

In summary, nuclear energy production based on existing once-through reactors

constitutes a footnote in history, given the very limited amounts of fissile resources

available for this mode of operation, comparable at most to those of oil. Nuclear

fusion research has been ongoing for more than 50 years, so far with little success.

Commercialization is still predicted to happen some 50 years into the future, just as

it was at any earlier stage.
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3.4.5 Atmospheric electricity

The Earth is surrounded by a magnetic field, and from a height of about 80 km a

substantial fraction of atmospheric gases is in an ionized state (cf. section 2.3.1). It

is thus clear that electromagnetic forces play an important role in the upper atmo-

sphere. Manifestations of electromagnetic energy in the lower parts of the atmo-

sphere are well known in the form of lightning. Speculations on the possibility of

extracting some of the electrical energy contained in a thunderstorm have appeared.

An estimation of the amounts of energy involved requires knowledge of the electri-

cal properties of the atmosphere.

In Fig. 3.72, calculated values of the electrical conductivity of the atmosphere

are shown as a function of height for the lowest 200 km (Webb, 1976). The conduc-

tivity is low in the troposphere, increases through the stratosphere, and increases

very sharply upon entering the ionosphere. Strong horizontal current systems are

found in the region of high conductivity at a height of around 100 km (the “dynamo

currents”). Vertical currents directed toward the ground are 6�7 orders of magni-

tude smaller for situations of fair weather, averaging about 10212 A m22 in the tro-

posphere. Winds may play a role in generating the horizontal currents, but the

energy input for the strong dynamo currents observed at mid-latitudes is believed to

derive mainly from absorption of ultraviolet solar radiation by ozone (Webb, 1976;

see also Fig. 2.20).

The fair weather downward current of 10212 A m22 builds up a negative charge

on the surface of the Earth, the total value of which on average is around 105 C.

Locally, in the thunderstorm regions, the current is reversed and much more

intense. Together, the currents constitute a closed circuit, the flow through which is

500�1000 A, but in such a way that the downward path is dispersed over most of

the atmosphere, while the return current in the form of lightning is concentrated in

a few regions (apart from being intermittent, causing time variations in the charge

at the Earth’s surface). The power P associated with the downward current may be

found from
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Figure 3.72 Electric conductivity of the atmosphere at noon on a clear day as a function of

height (at about 105 m height, a substantial night-time reduction in λ takes place).

Based on Webb (1976).
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P5

ð
I2λ21dz;

where I (�10212 A m22) is the average current and λ(z) is the conductivity func-

tion (e.g., Fig. 3.80 at noon), or more simply from

P5 IV 5 IQ=C;

where C is the capacitance of the Earth relative to infinity (V the corres-

ponding potential difference) and Q (�105 C) is its charge. The capacitance of a

sphere with the Earth’s radius rs (6.43 106 m) is C5 4πε0rs5 73 1024 F (ε0 being
the dielectric constant for vacuum), and thus the average power becomes

P� 63 1025 W m22.

The energy stored in the charge Q of the Earth’s surface, relative to a situation

in which the charges were all moved to infinity, is

Welectric
N 5 1=2 Q2=C � 33 1012 J:

In “practice,” the charges could only be moved up to the ionosphere (potential

difference less than 106 V), reducing the value of the stored energy by almost two

orders of magnitude. In any case, the charge of the Earth, as well as the tropo-

spheric current system, constitutes energy sources of very small magnitude, even if

the more concentrated return flux of lightning could be utilized (multiplying the

average power estimate by the area of the Earth, one obtains a total power of

33 1010 W).

3.5 Biological conversion and stores

The amount of solar energy stored in the biosphere in the form of standing crop

biomass (plants, animals) is roughly 1.53 1022 J (see section 2.4.1), and the aver-

age rate of production is 1.333 1014 W or 0.26 W m22. The residing biomass per

unit area is small in oceans and large in tropical forests. The average rate of produc-

tion on the land surface is 7.63 1013 W or 0.51 W m22 (Odum, 1972), and over

0.999 of the standing crop is found on land.

Still larger amounts of dead organic matter are present on the Earth in various

degrees of fossilization (see Fig. 2.92, expressed in carbon mass units rather than in

energy units; 1 kg carbon roughly corresponds to 41.83 106 J). Thus, fossil deposits

(varieties of coal, oil, and natural gas) are estimated to be of the order of 63 1023 J.

This may be an underestimate, in view of the floating distinction between low-

concentration energy resources (peat, shale, tar sand, etc.) and non-specific carbon-

containing deposits. A maximum of about 13 1023 J is believed to be recoverable

with technology that can be imagined at present (cf. section 2.4.2), suggesting that

fossil energy resources are not very large compared with the annual biomass pro-

duction. On the other hand, converting fresh biomass into useful energy requires
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more sophisticated methods than are generally required to convert the most pure

and concentrated fossil fuel deposits. For bioenergy sources that have been in use

for a long time, such as firewood and straw, an important requirement is often dry-

ing, which may be achieved by direct solar radiation.

It should not be forgotten that plants and derived forms of biomass serve man in

essential ways other than as potential energy sources, namely, as food, as raw mate-

rial for construction, and—in the case of green plants—as producers of atmospheric

oxygen. The food aspect is partially an indirect energy usage, because man and

other animals convert the energy stored in plants by metabolic processes that

furnish energy required for their life processes. Biomass serving as food also acts as

a source of mineral nutrients, vitamins, etc., which are required for reasons other

than energy.

Assessment of the possible use of bioenergy for purposes other than those asso-

ciated with life processes must take into account both biomass’s food role and other

tasks presently performed by vegetation and animal stock, such as prevention of

soil erosion, conservation of diversity of species and balance of ecological systems.

Only energy uses that can be implemented in harmony with (maybe even in combi-

nation with) these other requirements can be considered acceptable. Although plant

systems convert only a small fraction of incident solar radiation, plans for energy

usage should also consider the requirements necessary to avoid any adverse climatic

impact. The management of extended areas of vegetation has the potential to inter-

fere with climate, for example, as a result of the strong influence of vegetation on

the water cycle (soil moisture, evaporation, etc.). Illustrations of such relations and

actual climatic changes caused by removal of vegetation, overgrazing, etc., are

given in section 2.4.2.

Before the question of plant productivity in different geographical regions and

under different conditions is considered, the biochemistry of photosynthetic pro-

cesses in green plants is briefly outlined.

3.5.1 Photosynthesis

3.5.1.1 Mechanism of green plant photosynthesis

The cells of green plants contain a large number of chloroplasts in their cytoplasm.

The interior of a chloroplast contains a liquid, the stroma, rich in dissolved proteins,

in which floats a network of double membranes, the thylakoids. The thylakoid

membranes form a closed space containing chlorophyll molecules in a range of

slightly different forms, as well as specific proteins important for photosynthesis. In

these membranes, photo-induced dissociation of water takes place,

2H2O1 light ! 4e2 1 4H1 1O2; (3.40)

and the electrons are transferred, through a number of intermediaries, from the

internal to the external side of the membrane. The transport system is depicted in

Fig. 3.73, where the ordinate represents the redox potential [the difference in redox
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potential between two states roughly equals the amount of energy that is released or

(if negative) that has to be added, in order to go from one state to the other].

The first step in the reaction is the absorption of solar radiation by a particular

chlorophyll pigment (a680). The process involves the catalytic action of an enzyme,

identified as a manganese complex, that is supposed to trap water molecules

and become ionized as a result of the solar energy absorption. Thereby, the mole-

cules (of unknown structure) denoted Q in Fig. 3.73 become negatively charged,

i.e., electrons have been transferred from the water�manganese complex to the

Q-molecules of considerably more negative redox potential (Kok et al., 1975;

Sørensen, 2005).

The photosensitive material involved in this step is called photosystem II. It

contains the chlorophyll pigment a680 responsible for the electron transfer to the

Q-molecules, where 680 is the approximate wavelength (in 1029 m), for which the

light absorptance peaks. It is believed that the initial absorption of solar radiation

may be affected by any of the chlorophyll pigments present in the thylakoid and

that a number of energy transfers take place before the particular pigment that will

transport an electron from H2O to Q receives the energy (Seliger and McElroy,

1965).

The gross absorptance as a function of wavelength is shown in Fig. 3.74 for

green plants and, for comparison, a purple bacterium. The green plant spectrum

exhibits a peak just above 4003 1029 m and another one a little below

7003 1029 m. The bacterial spectrum is quite different, with a pronounced peak in

the infrared region around 9003 1029 m. The positions of the peaks are somewhat

different for the different types of chlorophyll (a, b, c, . . .), and they also move if

the chlorophyll is isolated from its cellular surroundings. For a given chlorophyll

type, different pigments with different absorption peak positions result from incor-

poration into different chemical environments (notably, bonding to proteins).

Returning to Fig. 3.73, the electrons are transferred from the plastoquinone to

cytochrome f by a redox reaction, which transfers a corresponding number of
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Figure 3.73 Model of the pathway of electron transfer in green plant photosynthesis.

Based on Trebst (1974).
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protons (H1) across the thylakoid membrane. The electrons are further transferred

to plastocyanine, which leaves them to be transported to another molecule of

unknown structure, the X-protein. The energy required for this process is provided

by a second photo-excitation step, in what is called photosystem I, by means of the

chlorophyll pigment a700 (spectral peak approximately at 7003 1029 m).

The electrons are now delivered to the outside region, where they are picked up

by ferredoxin, a small protein molecule situated at the outer side of the thylakoid

membrane system. Ferredoxin may enter a number of different reactions; a very

important one transfers the electrons via flavoprotein to nicotinamide�adenine

dinucleotide phosphate (NADP), which reacts with protons to form NADPH2, the

basis for carbon dioxide assimilation. The protons formed by (3.40) and by the

cytochrome f�plastoquinone reduction are both formed inside the membrane, but

they penetrate the thylakoid membrane by a diffusion process, regulated by reaction

(3.42) described below. The NADPH2-forming reaction may then be written

2NADP1 4e2 1 4H1 ! 2NADPH2; (3.41)

which describes the possible fate of electrons and protons formed by process (3.40),

after transport by the sequence shown in Fig. 3.73 and proton diffusion through the

membrane.

The transport of protons from outside the thylakoid membrane to its inside

space, by means of the plastoquinone�cytochrome f redox cycle, creates an acidity
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Figure 3.74 Spectrum of relative absorptance for a green plant and for a purple bacterium.

Based on Clayton (1965).
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(pH) gradient, which in turn furnishes the energy necessary for the phosphorylation

of adenosine diphosphate (ADP) into adenosine triphosphate (ATP),

ADP32 1H1 1HPO4
22 ! ATP42 1H2O: (3.42)

This process, which involves the action of an enzyme, stores energy in the form

of ATP (4.83 10220 J per molecule), which may later be used to fuel energy-

demanding processes, such as in the chloroplast stroma or in the cytoplasm outside

the chloroplast (see, for example, Douce and Joyard, 1977). It is the analogue of the

energy-stocking processes taking place in any aerobic plant or animal cells (i.e.,

cells using oxygen), as a result of the degradation of food (saccharides, lipids, and

proteins), and associated with expenditure of oxygen (the respiratory chain, the

Krebs cycle; see, for example, Volfin, 1971). The membrane system involved in the

case of food metabolism is the mitochondrion.

By means of the energy stored in ATP and the high reducing potential of

NADPH2, the CO2 assimilation process may take place in the stroma of the chloro-

plasts independently of the presence or absence of solar radiation. The carbon

atoms are incorporated into glyceraldehyde 3-phosphate, which forms the basis for

synthesis of glucose and starch. The gross formula for the process leading to the

synthesis of glyceraldehyde 3-phosphate in the chloroplasts (the Benson-Bassham-

Calvin cycle; cf. Douce and Joyard, 1977) is

3CO2 1 9ATP42 1 6NADPH2 1 5H2O !
POCH2CHðOHÞCHO22 1 9ADP32 1 8HPO4

22 1 6NADP1 9H1:
(3.43)

Reactions (3.40) to (3.43) may be summarized,

3CO2 1 2H2O1HPO4
22 1 light ! POCH2CHðOHÞCHO22 1 3O2: (3.44)

Going one step further and including the synthesis of glucose, the classical equa-

tion of photosynthesis is obtained,

6H2O1 6CO2 1 4:663 10218J ! C6H12O6 1 6O2; (3.45)

where 4.663 10218 J is the net energy added by solar radiation.

3.5.1.2 Details of photosynthetic processes

Figure 3.75 shows the components of the photosystems residing along the thylakoid

membranes. Insights into the structure of the membrane and component architecture

have recently been obtained by atomic force microscopy (Bahatyrova et al., 2004).

The space inside the membranes is called the lumen, while on the outside there is a

fluid, the stroma, which is rich in dissolved proteins. The whole assembly is in

many cases enclosed within another membrane defining the chloroplasts, entities
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floating within the cytoplasm of living cells, while in some bacteria there is no

outer barrier: they are called “cell-free.”

Although some of the basic processes of photosynthesis have been inferred long

ago (see Trebst, 1974), the molecular structures of the main components have only

recently been identified. The reason is that the huge molecular systems have to be

crystallized in order for spectroscopy, such as X-ray diffraction, to be used to iden-

tify atomic positions. Crystallization is achieved by a gelling agent, typically a

lipid. Early attempts either damaged the structure of the system of interest, or used

a gelling agent that showed up in the X-rays in a way difficult to separate from the

atoms of interest. Very slow progress finally resulted in discovery of suitable agents

and improvement of the resolution, from an initially more than 5 nm down to

approximately 0.8 nm by 1998 and then recently to about 0.2 nm. The improved

resolution allows most of the structure to be identified, although not the precise

position (e.g., of hydrogen atoms). In the future, it is expected that the actual split-

ting of water may be followed in time-slice experiments under pulsed illumination.

Figure 3.75 places the main photosystems along the thylakoid membrane, shown

schematically but with the three systems exhibiting extrusions on the luminal or

stromal side according to experimental findings. The splitting of water by solar

radiation takes place in photosystem II (PS II), with hydrogen emerging in the form

of pqH2, where pq is plastoquinone. Cytochrome b6 f (which resembles the

mitochondrial cytochrome bc1 in animals) transfers the energy in pqH2 to

plastocyanin (pc) and recycles pq to PS II. The plastocyanin migrates on the

luminal side of the membrane to photosystem I (PS I), where more trapping of

sunlight is needed to transfer the energy to the stromal side of the membrane, where

it is picked up by ferredoxin (fd). Ferredoxin is the basis for the transformation in

the stroma of NADP to NADPH2, which is able to assimilate CO2 by the

Figure 3.75 Schematic picture of the components of the photosynthetic system in green

plants and cyanobacteria. See text for explanation (Sørensen, 2005).

Compiled with use of Protein Data Bank IDs 1IZL (Kamiya and Shen, 2003), 1UM3 (Kurisu

et al., 2003), and 1JBO (Jordan et al., 2001).
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Benson-Bassham-Calvin cycle (see (3.43)) and thereby form sugar-containing mate-

rial, such as glucose and starch. However, a few organisms are capable of alterna-

tively producing molecular hydrogen rather than NADPH2. Selection of the

hydrogen-producing process could possibly be managed by genetic engineering. In

order to highlight the points where intervention may be possible, the individual pro-

cesses are described in a little more detail.

The structure of PS II, which is similar for different plants and bacteria,

helps to reveal the mechanisms of light trapping, water splitting, and transfer

between sites. Figure 3.76a and b, based on a thermophilic cyanobacterium

(Thermosynechococcus vulcanus) show the overall structure of PS II, seen from the

side, as in Fig. 3.75, and from the top.� The structure is that of a dimer with two

nearly identical parts. If one part is removed and pivoted to orient the “inner” sur-

face (where the interface between the two parts was) directly at the viewer, the

remaining monomer is as shown in Fig. 3.77, with a number of amino acid chains

indicated as solid helices drawn over the molecular structure. In Fig. 3.78, the view

is tilted in order to better display the reaction center details shown in Fig. 3.79. At

the 0.37 nm resolution of the X-ray data used, 72 chlorophylls are identified in the

PS II dimer. The zoomed monomer picture shows the four central chlorophyll rings

(the experiment did not identify the side chains that allow the chlorophylls to attach

to the membrane, cf. Fig. 3.80) and the unique manganese cluster of four atoms

(there are another four in the other monomer). Manganese serves as a catalyst for

the water splitting, as is discussed below. The many chlorophylls are part of an

antenna system capable of absorbing solar radiation at the lower wavelength (higher

energy) of the two peaks shown in Fig. 3.75 for green plants. The side chains

shown in Fig. 3.80 and the long molecules of β-carotene probably also contribute to

light absorption, with a subsequent transfer of energy from the initial chlorophyll

molecules capturing radiation to the ones located in the reaction center region near

the Mn atoms, as indicated in Fig. 3.79.

The present understanding of the working of PS II is that solar radiation is

absorbed by the antenna system, including the large number of chlorophyll mole-

cules, such as those of region B in Fig. 3.77, and possibly some of the other mole-

cules, including, as mentioned, the β-carotenes. When absorbed, a light quantum of

wavelength λ5 680 nm delivers an energy of

E5 hc=λ5 2:93 10219 J5 1:8 eV; (3.46)

where c is the vacuum speed of light (33 108 m s21) and h is Planck’s constant

(6.63 10234 Js). The excited chlorophyll state is a collective state involving elec-

trons in all parts of the central ring structure (not the central Mg atom in particular,

as demonstrated by experiments substituting other elements in this position). The

excited state may decay and re-emit the energy as a photon (fluorescence), but the

probability of transferring the energy to a neighboring chlorophyll molecule is

� The amino acid chains and helices in diagrams of molecular structures are displayed schematically

(using the software package MSI (2000) for all diagrams of this kind).
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Figure 3.76 (a,b) Overall view of the structure of photosystem II (a: seen from side, with

stroma at top and lumen below; b: seen from top, i.e., looking down from stroma

perpendicular to the view in a).

Based on Protein Data Bank ID 1IZL; Kamiya and Shen, 2003. Helices of amino acid chains

are shown (cf. Fig. 3.77).
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higher. In this way, the energy is handed from one chlorophyll molecule to another

until it reaches one of the central chlorophyll-a molecules pointed out in Fig. 3.79b.

The arrangement in this region favors a particular set of reactions, summarized in

Fig. 3.81.

By transferring an electron to pheophytin (one of the two molecules shown in

Fig. 3.79b), the donating chlorophyll-a is left in a positively charged state. The

pheophytin passes on the electron to a plastoquinone, from which it is passed to a

second plastoquinone believed to be better able to form pcH2 and move around,

after taking two protons from two of the processes shown in Fig. 3.81, and subse-

quently migrate from PS II to the cytochrome b6 f complex for the next step shown

in Fig. 3.75. The plastoquinone structure is shown in Fig. 3.82, taken from a recent

study of the cytochrome b6f complex (Kurisu et al., 2003); only the ring of one of

the pq’s is seen in the PS II X-ray studies of Kamiya and Shen (2003) or Zouni

et al. (2001). Considerable attention has been paid to identification of the processes

by which hydrogen ions are actually removed from water molecules, using 4 quanta

of energy from the central chlorophyll absorbers. It has long been suspected

that the Mn cluster serves to facilitate such processes, but first, energy has to get

Figure 3.77 Protein arrangements in one monomer of photosystem II. A is the protein chain

with the second quinone acceptor pqB, B is a protein active in primary light harvesting, C

and D are the subunits CP43 and D2, E and F are the cytochrome b559 α and β helices, K is

the protein K of the reaction center, and V is cytochrome b550. The position of the four

Mn21 atoms of the reaction center is indicated.

Based on Protein Data Bank ID 1IZL; Kamiya and Shen (2003).
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Figure 3.78 (a) Left-hand side (as in Fig. 3.77) of photosystem II, but as seen from an angle

of about 60� left rotation relative to that of Fig. 3.77 and from about 30� below the

horizontal view of Fig. 3.77. To the left, amino acid chains are shown, while they are

omitted on the right-hand side. (b) The squares roughly indicate the part enlarged in

Fig. 3.79.

Based on Protein Data Bank ID 1IZL; Kamiya and Shen (2003).
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Figure 3.79 (a) Reaction center of one-half of photosystem II, with amino acid chains

shown in a, including two very close to the Mn cluster at the bottom middle. Amino acid

chains are removed in the otherwise identical view b (below). H atoms are not shown.

(b) Shows the same area as Fig. 3.79a, with amino acid backbones and side chains left out

except tyrosines (labeled tyr), which have a special role in water splitting. The four

chlorophyll-a’s (sometimes denoted chlD1, P680,D1, P680,D2, and chlD2) finally receiving the

captured light energy are indicated (chl), as are the two pheophytin rings (phe) and a

β-carotene that are part of the antenna system. The two middle-left chlorophyll rings and one

pheophytin ring, together with the left tyrosine amino acid (sometimes denoted tyr161 or YZ),

belong to subunit D1, the right-hand ones to D2. A non-heme Fe31 atom is enlarged at the

top, and the Mn cluster below has 4 O and 4 Mn atoms identified, with one Mn away from

the center molecule. A Ca21 atom is suggested as part of the cluster, and a molecule with the

structure HxCO3 is nearby. Not all side chains of the ring molecules have been identified.

Panel a: Based on Protein Data Bank ID 1S5L; Ferreira et al. (2004).



from the excited and positively charged chlorophyll molecule into the neighborhood

of the Mn atoms. The Mn atoms have double positive charges and the cluster is

believed to be held in place by weak forces tying them to some of the amino acids

of the nearby A-chain (Fig. 3.79a). The chemical jargon is that the Mn atoms are

being “co-ordinated” by the polypeptides of the D1 subunit. The amino acid most

likely to donate an electron to the chl1 ring is the ring structure of a tyrosine

molecule identified as tyr161 (using the label numbering of the recent experi-

ments quoted). The most recent X-ray experiment has a resolution of 0.35 nm, so

there is considerable room for additional structures (and atoms) to be identified as

resolution approaches typical atomic distances (around 0.1 nm).

In Fig. 3.81, all four chlorophyll molecules, having received solar energy, trans-

fer an electron via pheophytin to plastoquinone-A and take one from a tyrosine

Figure 3.80 Molecular configurations of chlorophyll-a (C55H72N4O5Mg), pheophytin

(C55H74N4O5), and tyrosine (C9H11NO3). For clarity, the three-dimensional structure is not

followed in detail. The surrounding environment would influence it. The tail components of the

chlorophyll and pheophytin molecules serve to stabilize the placement of the molecules in the

thylakoid membrane. Chlorophyll-b, which is found among the chlorophylls of the antenna

system in some photosystems, differs from chl a by having one CH3 group replaced by CHO.
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molecule. In the first set of two reactions (top and bottom in Fig. 3.81), a hydrogen

atom in a neighboring water molecule is made to transfer an electron to the tyrosine

(2161), presumably under the influence of the Mn atoms. In the second set of reac-

tions, the electron transfer from plastoquinone-A to an already negatively charged

plastoquinone-B makes this doubly charged, which may also help to rip an electron

from the second hydrogen atom in the water molecule. There are now two H1 ions

and a pqB molecule with a charge of �2, which combine to form pqH2. The sub-

script B is now dropped, as it is regarded as an indication of the site of reaction and

therefore is irrelevant for a plastoquinone that can move along the membrane to

the following process step (in the cytochrome b6 f complex). Finally, the two oxy-

gen atoms left behind by the process will form an oxygen molecule, possibly

again under the wings of the Mn catalyst. This understanding of water splitting is

consistent with recent structural data, but the matter cannot yet be considered

completely settled. Early theoretical explanations use sets of oxides MnOx (with

x5 2 or more) that change their charge or charge co-ordination state relative to the

trapped water molecules, in consort with the one-by-one stripping and release

timescale: 10−12s 10−10s 10−9s 10−3s 10−3s
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Figure 3.81 Photosystem II reaction center conversions of the energy furnished by 4 light

quanta (hν) originally captured in the antenna system, under the catalyzing influence of the

cluster of four Mn21 atoms. Order of magnitude reaction times are listed at the top (Barber,

2002). The notation used is dictated by chemical balancing and does not in itself imply

nearness of any pair of reagents, although some reaction mechanisms would require such

physical nearness.
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of four protons (H1) and four electrons (e2) (Kok et al., 1970; Hoganson and

Babcock, 1997).

The scheme in Fig. 3.81 also allows an interpretation of where the plastoqui-

nones at sites A and B are on equal footing: one is formed by the first reaction line

in Fig. 3.81. If the second reaction involves the same pheophytin as the first, it will

follow the reaction scheme in line 2 of Fig. 3.81; otherwise, it will follow the

scheme in line 4. The remaining two steps are now fixed, provided that the plasto-

quinones have little probability for harboring more than two negative charges. With

the positions of most atoms determined, it should be possible to perform more

Figure 3.82 Structure of plastoquinone (C53H80O2) and a heme (C34H32N4O4Fe) as they

appear in cytochrome b6 f.
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realistic theoretical calculations of the reaction processes in the near future and

thereby verify the status of the proposed reaction paths.

Once the pqH2 reaches cytochrome b6 f and gets close to a protoporphyrin heme

molecule, the two protons are released and plastoquinone is recycled to the PS II.

Figure 3.83 shows the overall structure of the cyanobacterium Mastigocladus lami-

nosus cytochrome b6 f (Kurisu et al., 2003), which, together with the structure

derived from the alga Chlamydomonas reinhardtii (Stroebel et al., 2003), is the

most recent element in completion of the photosystem structure. Similar functions

are performed in animal mitochondria by cytochrome bc1 (Iwata et al., 1998) and

in purple bacteria by cytochrome c2 (Camara-Artigas et al., 2001). Figure 3.84

gives details of the b6 f components, including three iron-containing hemes in cyto-

chrome b6 and one in cytochrome f, plus the inorganic Fe2S2 molecule serving as

an intermediary between the two cytochrome components.

Although as judged from Fig. 3.84 and the blow-up in Fig. 3.85, the Fe2S2 mole-

cule seems too far away to be important, in fact the Rieske protein on which it sits

can be turned around the hinge connecting it to the membrane part of the structure

and thereby bring the Fe2S2 molecule close to the hemes bL (L for luminal side)

and f. The two hemes bH and bS closer to the stromal side are adjacent to a

Figure 3.83 Overall structure of the dimer cytochrome b6 f, as measured by X-ray scattering

for the thermophilic cyanobacterium Mastigocladus laminosus. Its position relative to the

thylakoid membrane is indicated in Fig. 3.75. Resolution: 0.3 nm.

Based on Protein Data Bank ID 1UM3; Kurisu et al. (2003).
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plastoquinone molecule (PL9 in Fig. 3.85) and are thought to accomplish the recy-

cling of pq after the hydrogen ions (protons) have been separated.

The path via heme f is taken by electrons on their way to the large plastocyanin

(pc) molecule occupying a cavity on the luminal side before it moves with the extra

electrons to PS I. The rather large pc molecule shown in Fig. 3.86 is from the blue-

green alga (another word for cyanobacterium) Anabaena variabilis (Badsberg et al.,

1996). Smaller units with only one central Cu atom have been identified, for exam-

ple, in the plant Arabidopsis, where the role of pc as an electron donor to PS I has

been established by measurements indicating a large negative surface electrostatic

charge (Molina-Heredia et al., 2003).

Figure 3.85 also shows a few other molecules identified: TDS (C25H38O5)

and OPC (C45H87NO8P), as well as more distant molecules of chlorophyll a and

β-carotene. Amino acids from the protein chains (indicated in Fig. 3.85a) help to

keep the heme molecules in place and also may facilitate the electron transfer.

Transfer of electrons to the luminal side pc with corresponding positively charged

hydrogen ions implies the creation of a proton gradient across the membrane. This

is where most of the energy transferred from PS II goes, and this energy may be

stored for later use by the organism by the process

ADP32 1H1 1HPO4
22 ! ATP42 1H2O; (3.47)

Figure 3.84 Shown is one-half of the cytochrome b6f complex, rotated about 40�

horizontally and moved about 20� upward relative to the view in Fig. 3.83. The structure at

the lower right (C) is cytochrome f and the structure at the lower left (D) is called the Rieske

protein. The upper structure (A) is cytochrome b6. The other chains identified are a subunit

(B) and four proteins (E�H). The area within the rectangle is enlarged in Fig. 3.85.

Based on Protein Data Bank ID 1UM3; Kurisu et al. (2003).
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Figure 3.85 (a,b) (without chains) Molecules relevant for the reaction path in cytochrome

b6 f. See text for explanation.

Protein Data Bank ID 1UM3; Kurisu et al. (2003).
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where ADP and ATP are adenosine di- and triphosphate (structure shown in

Fig. 3.87). ATP is formed on the stromal side of the membrane, implying a trans-

port of protons across the membrane.

As the next step in photosynthesis, PS I, shown in Fig. 3.88, receives the nega-

tively charged plastocyanin (pc)21 from cytochrome f, but has to spend energy in

transferring electrons across to the stromal side, where they are picked up by ferre-

doxin for use either in molecular hydrogen formation or for the CO2-assimilating

processes of the organism. In order to provide the energy required, PS I contains an

antenna system of chlorophyll molecules capable of capturing further solar radia-

tion, albeit at a slightly lower energy than that characterizing the central capture in

PS II, corresponding now to wavelengths of about 700 nm.

Electrons are brought into PS I from the luminal side, either by plastocyanine pc

or, in some cyanobacteria, by cytochrome c6. It has been suggested that plants

developed the route with pc and its Cu core at a time in their evolution when Fe

was less available in the areas of plant growth (Rosa et al., 2002). Referring to

Fig. 3.88, a cavity is seen on the luminal (lower) side, associated with two horizon-

tal helical pieces of subunit F. This cavity, quite close to the chlorophylls chl-A1

and chl-B1 at the beginning of the electron transfer chain (Fig. 3.90), is supposed to

be the docking site of cyt-b6 or pc (Fromme et al., 2003). The somewhat surprising

presence of a Ca21 atom on the luminal side (Fig. 3.89a) may have something to

do with co-ordination of the three monomers that make up the total PS I (Fromme

Figure 3.86 Structure of plastocyanin from the blue-green alga Anabaena variabilis, with

amino acid chains and central Cu atoms indicated.

Based on Protein Data Bank ID 1NIN; Badsberg et al. (1996).
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Figure 3.87 Molecular structure of (H3)ADP5 (C10H15N5O10P2) and (H4)ATP5

(C10H16N5O13P3).

Figure 3.88 Structure of one photosystem I monomer (a total of three are at approximately

120� spacing) from the thermophilic cyanobacterium Synechococcus elongatus. A and B are

two chlorophyll antennae, and C is the docking site for ferredoxin, harboring two of the three

iron-sulfur centers (cf. Fig. 3.89, seen from an angle 40� to the right). Letters F to M are

membrane-spanning protein subsystems, while D, E, and partly X extend upward into the

stromal side. Resolution: 0.25 nm.

Based on Protein Data Bank ID 1JBO; Jordan et al. (2001).



et al., 2001). The three antenna systems, each with two branches (A and B in

Fig. 3.88), consist of a total of 270 chlorophylls (mostly type a, cf. Fig. 3.80), to

which come the 33 6 central ones (Fig. 3.90). This very large number (also com-

pared with the 72 chl’s in PS II) is dictated by the fact that PS I must collect solar

energy for all the requirements of the organism, whether plant or bacterium.

Figure 3.89 Photosystem I side (a) and top (b) views with protein chains omitted except for

chain C on the stromal side near the three Fe4S4 clusters. A Ca atom is indicated on the

luminal side.

Protein Data Bank ID 1JBO; Jordan et al. (2001).
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The energy captured from solar energy is transferred from chl to chl in the

antennas A and B, until it reaches the central pair [chl-A1, chl-B1] (Fig. 3.90).

These two chlorophylls (usually denoted P700) are slightly different in shape and it

is not known if both participate in the same manner. An electron is quickly (about

1 ps) passed along one of the vertical paths to chl-A3 or chl-B3. It is not known if it

passes through chl-B2 or chl-A2, or if these are parts of the primary collection site

P700. In a following rather fast step (some 30 ps), the electron is passed to either

phy-A or phy-B, from where somewhat slower processes (20�500 ns) carry the elec-

tron successively to the three Fe4S4 molecules FeS-X, FeS-A, and FeS-B. The sur-

rounding amino acid chains play an important role in these transfers (Chitnis, 2001;

Brettel and Leibl, 2001). Although charge recombination can occur, the primary

electron donor is normally left in a positively charged state P7001 throughout the

successive electron transfers to FeS-B. The P7001 (presumably chl-A1 or chl-B1) is

brought back to its neutral state by the electron brought into PS I by pc (or cyt-c6)

and is then ready for handling the next electron transfer from lumen to stroma.

Figure 3.90 Detail of photosystem I, seen from the side, with the division between units A

and B (see Fig. 3.88) in the middle. Chlorophyll molecules (chl) other than the six central

ones involved in transfer of energy to the three Fe4S4 clusters (FeS) are omitted.

Chlorophylls, phylloquinones (phy, also known as vitamin K), and iron-sulfur clusters are

further indexed with the subunit label A, B, or X (cf. Fig. 3.88), and the chlorophylls are

shown with an index number 1 to 3. Other identified molecules include LHG (C38H75O10P),

LMG (C45H86O10), and a number of β-carotenes (BCR). The scattered dots are oxygen

atoms of water molecules (no hydrogens are shown).

Based on Protein Data Bank ID 1JBO; Jordan et al. (2001).
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Unlike PS II, where four light quanta were required in a co-ordinated fashion,

due to the energetic requirements for water splitting, PS I may proceed with just a

single light quantum of 700 nm or 2.83 10219 J (1.7 eV). However, this observa-

tion does not invite any simple explanation for the dual structure of the central

energy transfer chains A and B starting from P700. It could perhaps be that a redun-

dancy was built in during evolution and its use later abandoned.

While the protein chain C surrounding the iron-sulfur clusters (Fig. 3.89) is

similar in structure to ferredoxin, it needs a real ferredoxin protein docked on the

stromal side to transfer the electron from FeS-B away from PS I. The subsystems

C, D, and E on the stromal side of PS I (Fig. 3.88) allow docking not only of the

fairly small ferredoxin system (an example of which is shown in Fig. 3.91—there

are variations in structure between species, such as plants and cyanobacteria), but

also of the larger flavodoxin protein (Fromme et al., 2003), an example of which is

shown in Fig. 3.92.

After being brought to the stromal side by the succession of photosystems, a

number of electrons are carried by the proteins ferredoxin and flavodoxin.

Furthermore, protons (positively charged hydrogen ions) have been separated and

moved across the thylakoid membrane (thereby creating an H1 gradient from lumen

to stroma). This makes room for two types of recombination processes on the stro-

mal side. One is the “normal” reaction in plants and most bacteria:

NADP1 2e2 1 2H1 ! NADPH2; (3.48)

Figure 3.91 Ferredoxin from the cyanobacterium Anabaena PCC 7119. Each branch has an

Fe2S2 cluster. Proteins are shown schematically as ribbons, and side chains are shown as

atoms. Surrounding dots are oxygen atoms from water molecules (hydrogens not shown).

Based on Protein Data Bank ID 1CZP; Morales et al. (1999).
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where NADPH2 combines with ATP42 from (3.47) and water to assimilate CO2

from the atmosphere for the synthesis of sugars and other molecules needed for the

organism in question (see Sørensen, 2005). The second possibility is to induce (e.g.,

by genetic manipulation) the plant to produce and export molecular hydrogen by

some process equivalent to

2e2 1 2H1 ! H2; (3.49)

where, just as in the similar inorganic case, an “agent” (in the inorganic case, a

catalyst) is needed for promoting the reaction. In the organic case, the agent may be

hydrogenase.

3.5.1.3 Efficiency of conversion

The basis for energy utilization has traditionally been the undifferentiated biomass

produced. Other possibilities would include the direct dissociation of water by the

action of sunlight (photolysis), or the formation of hydrogen rather than NADPH2,

after the initial oxygen formation (3.40) and electron transport to ferredoxin

(Benemann and Weare, 1974; Mitsui and Kumazawa, 1977),

4e2 1 4H1 ! 2H2: (3.50)

In both cases the problem is to control the recombination process,

Figure 3.92 Flavodoxin from Anabaena PCC 7119.

Based on Protein Data Bank ID 1OBO; Lostao et al. (2003).
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2H2 1O2 ! 2H2O1 9:473 10219 J; (3.51)

so that the energy-releasing process takes place where desired and not immediately

on the formation of hydrogen. Plants accomplish this by means of the thylakoid

membrane and later by the chloroplast external membrane. Man-made processes

may attempt to copy the membrane principle in various ways (Broda, 1975; Calvin,

1974, 1977; cf. Chapter 4), but it is not clear that present suggestions will allow

separation of hydrogen and oxygen on a large scale. It may be advantageous to use

green plants to perform the first step (3.40) and to transport electrons and protons

(hydrogen ions) through their membranes; to prevent the energy from being too

deeply trapped in organic matter, a strong reducing agent could be added to ferre-

doxin, as well as suitable enzymes, in order to accomplish the reaction (3.50) at this

stage.

The maximum theoretical efficiency of this process is the ratio between the heat

release 9.473 10219 J in (3.51) and the solar energy input required. The latter

depends on the absorption properties of the plant and its chlorophyll molecules (cf.

Fig. 3.74), as well as on the number of light quanta required for each molecular

transformation (3.40). The energy, E, of each light quantum of wavelength λ may

be found from

λEλ 5 hc5 1:9863 10225 Jm:

The minimum number of quanta required to transport one electron, as depicted

in Fig. 3.73, is 2, one of wavelength 6803 1029 m and the other of 7003 1029 m

(although these need not be the quanta originally absorbed). Since (3.40) requires

the transport of four electrons, the minimum requirement would be 8 quanta with a

total energy of 2.33 10218 J. Experimental estimates of the number of quanta

needed typically give values between 8 and 10.

The efficiency of the photosynthetic process containing only steps (3.40) and

(3.50) may be written

η0 5 ηληgeom ηchem; (3.52)

where ηλ is the fraction of the frequencies in the solar spectrum (depending on

cloud cover, etc.) that is useful in the photosynthetic process, ηgeom is the geometri-

cal efficiency of passing the incoming radiation to the chlorophyll sites (depending

on penetration depth in leaves, on reflectance from outer and inner surfaces, and on

absorption by other constituents of the leaves), and ηchem is the efficiency of the

photochemical reactions, the maximum value of which is given by

ηchem # 9:473 10219=2:303 10218 5 0:41:

This efficiency pertains to the amount of internal heat produced by (3.51). Only

a part of it can be converted into useful work. This part is obtained in (3.51) by
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replacing the enthalpy change 9.473 10219 J with the change in free energy,

ΔG5 7.873 10219 J (cf. section 4.1.1). This way, the efficiency of the photochem-

ical reaction becomes

ηchem;free # 0:34:

The efficiency ηλ associated with the chlorophyll absorption spectrum typically

lies in the range 0.4�0.5 (Berezin and Varfolomeev, 1976), and the geometrical

efficiency ηgeom may be around 0.8 (for the leaf of a green plant, not including

the reduction associated with the penetration of radiation through other vegetation,

e.g., in a forest environment).

The overall maximum efficiency of about η0 � 0.14 found here for a hypothetical

hydrogen (H2)-producing system is valid also for actual green plants that assimilate

CO2. Over extended periods of time, the biomass production efficiency will have to

incorporate still another factor, ηresp, expressing the respiration losses associated

with the life cycle of the plant,

η5 η0ηresp: (3.53)

The respirative energy losses emerge as heat and evaporated water, at rates

depending on temperature and wind speed (Gates, 1968). The value of ηresp is

0.4�0.5 for land plants and somewhat larger for aquatic plants and algae.

Actual plants may get close to the theoretical maximum efficiency, although the

average plant does not. For the blue-green alga Anacystis nidulans, Goedheer and

Hammans (1975) report an energy efficiency of ηchem� 0.30, based on 36 h of

growth, including 6 h of irradiation, with a generous supply of nitrogen and other

nutrients, as well as a CO2-enriched atmosphere (i.e., 73% of the maximum energy

efficiency calculated above).

It is estimated that, on average, each CO2 molecule in the atmosphere becomes

assimilated in a plant once every 200 years and that each O2 molecule in the atmo-

sphere is “renewed” through a plant once every 2000 years (Seliger and McElroy,

1965).

3.5.1.4 Bacterial photosynthesis

Several bacteria use solar radiation to dissociate a compound of the general form

H2X, with a net reaction scheme of the form

CO2 1 2H2X1 light ! ðCH2OÞ1H2O1 2X (3.54)

(Niel, 1941). Here (CH2O) should be understood not as free formaldehyde, but as

part of a general carbohydrate compound in analogy to the more precise equation

(3.44). Actually, (3.54) was proposed to be valid for both green plant and bacterial

photosynthesis, but there is no detailed analogy, since bacterial photosynthesis has

been found to take place in a single step, resembling PS I of the green plant
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two-step process. Other photo-induced reactions do take place in bacteria, con-

nected with ATP formation, which in this case is not a side-product of the primary

photosynthetic process.

The compound H2X may be H2S (sulfur bacteria), ethanol C2H5OH (fermenta-

tion bacteria), etc. Most photosynthetic bacteria are capable of absorbing light in

the infrared region (wavelength 800�10003 1029 m). The role that the

NADP�NADPH2 cycle (3.41) and (3.43) plays for green plant photosynthesis is

played by NAD (nicotinamide-adenine dinucleotide)�NADH2 for photosynthetic

bacteria. The redox potential of NADH2 is more or less the same as that of the ini-

tial compounds, e.g., H2S, so practically no energy is stored in the process of bacte-

rial photosynthesis (Hind and Olson, 1968).

3.5.2 Productivity in different environments

3.5.2.1 Ecological systems

The gross primary production of a plant or, in general, of an ecological system is

the rate at which solar energy is assimilated, i.e., the total amount of energy pro-

duced by photosynthesis. The net primary production, on the other hand, is the dif-

ference between gross primary production and respiration. Respiration involves an

increase in redox potential (oxidation), either by consumption of oxygen [aerobic

respiration, the net result being equivalent to (3.51)] or by the action of some other

agent of oxidation (anaerobic respiration; if the oxidant is an organic compound,

the respiration process is called fermentation).

Primary producers are part of an ecological system. Figure 3.93 gives a

schematic view of the energy and matter flow through such a system. The primary

chain comprises the primary producers capable of carrying out photosynthesis,

plant-eating organisms (herbivores), and a chain of successive carnivorous predators

(carnivores), some of which may also eat plants (as man does). Each compartment

in the chain is called a trophic level, and photosynthetic organisms are called auto-

trophs, while the consuming organisms further along the chain are called hetero-

trophs. Over short periods of time, withering and death of autotrophs can be

neglected, and the net primary production available to the heterotrophic part of the

community equals the gross primary production less the respiration of the auto-

trophs. Over longer periods, respiration, predation, and death must be considered in

order to describe the amounts of biomass in each compartment (standing crop).

Generally, biomass diminishes along the chain, but owing to the different average

lifetimes, which are often longest for the highest trophic levels of the food chain, the

biomass at a given time may be maximal for, say, the second or third member of the

chain. Also, the seasonal dependence of primary production in most geographical

regions, in conjunction with the short lifetimes of the autotrophs, leads to biomass

distribution with a much increased long-range stability in the higher levels. The sta-

bility depends on the age of the ecosystem. A young system has fewer species and is

more sensitive to external disturbances (climate variations, immigration of new pred-

ator species, etc.), which may destroy the food basis for the higher trophic levels.
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Old ecosystems are characterized by higher diversity and, therefore, are better

equipped to circumvent sudden changes in external conditions, at least for a while.

Dead organic matter may precipitate toward the sea floor or detrital layer of the

land surface, where an environment suitable for sustaining a number of decomposer

bacteria evolves, so that nutrients are returned to the inorganic form necessary for

renewed uptake by autotrophs.

It follows from Fig. 3.93 that the flows of energy that could be used for energy

extraction serving human society diminish along the food chain. This does not negate

the possibility that the concentration of energy flow may be higher and easier to uti-

lize at a level higher than the primary producers. For example, livestock leave a large

fraction of their respiration heat and manure within their sheds, a spatial region much

smaller than the size of a grazing range that might yield the same energy value.

Important factors in determining the net productivity of a given autotrophic sys-

tem are solar radiation, temperature regime, water availability, climate in general,

and access to carbon dioxide and nutrients, as well as the nature of the entire eco-

system, density and structure of plants in the neighborhood, and predation and har-

vesting by heterotrophs (including man). Growth in biomass would be exponential

Solar
radiation

Respiration

Heat

CarnivoresHerbivores
Primary

producers

Dead organic matter

Inorganic
matter

Decomposing
bacteria

Figure 3.93 Model of an ecological system exhibiting flows of energy (solid lines, which in

most cases also indicate the flow of organic matter) and of inorganic matter (dashed lines,

which includes CO2, nutrients, etc.). Exchange of heat between compartments and their

environment is not shown, neither is the possible presence of photosynthetic bacteria in the

system. Some of the flows may be “delayed,” for example, man’s harvesting of food crops

and wood, which may go into storage rather than being consumed immediately (i.e.,

transferred to the next compartment along the chain, herbivores in this example).
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if optimal conditions for photosynthesis could be maintained indefinitely. Actual

growth is stopped when one or more of the conditions can no longer be met; factors

responsible for halting the exponential growth are called limiting factors. A mature

ecosystem may reach a stable situation in which the net production (and hence

growth) of the community as a whole is zero.

3.5.2.2 Limiting factors

The effective area of a plant that is exposed to solar radiation depends on shadow

effects caused by other vegetation and on the shape and arrangements of leaves, or,

more generally, of light-absorbing pigments. This, together with the loss caused by

scattering and absorption on the leaf surface or other parts of the plant not involved

in light accumulation, accounts for the value of the maximum geometrical effi-

ciency in (3.52)—around 0.8. The effective area of fully developed terrestrial plant

systems (e.g., forests, erect-leaved cereal crops) is large enough to intercept practi-

cally all incident radiation (Loomis and Gerakis, 1975), and most of the losses in

these systems are due to reflection.

The availability of solar radiation itself is, of course, very important. (The geo-

graphical distribution of radiation is discussed in connection with Fig. 2.24 and in

section 3.1.) The penetration of radiation through depths of water is illustrated in

Fig. 2.30. The corresponding distributions of productivity for typical coastal and

oceanic regions of the North Atlantic are shown in Fig. 3.94. Total autotrophic plus
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Figure 3.94 Net primary production as function of depth for two locations in the North

Atlantic. The corresponding average biomasses (standing crops) are 167 kJ m22 (coastal

region) and 8 kJ m22 (open ocean).

Based on Odum (1972).
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heterotrophic biomass at these sites was found to be 1673 103 J m22 (coastal

region) and 83 103 J m22 (open ocean) (Odum, 1972).

Excessive solar intensity can diminish efficiency, if the chlorophyll pigments are

unable to absorb it all or if the radiation destroys the chlorophyll. Also, the state of

the photosynthetic systems as well as of the further energy conversion and transport

system of the plant may play a role. Efficiency may be lowered by damage or aging

of such components (Wassink, 1975).

If changes do not occur too rapidly, many plants are capable of a measure

of adaptation to external conditions of light and humidity, etc. The pathway of car-

bon synthesis described in section 3.5.1 involves a molecule (3.40) with three carbon

atoms (C3-pathway). Some plants are able to follow a different pathway, in

which four carbon atoms are synthesized (C4-pathway), notably as malic acid

(HO2CCH:CHCO2H). In this case, less CO2 is needed for synthesis of, for example,

sugar, so that C4-plants may grow more rapidly than C3-plants, at least in some

environments.

Temperature plays an important role: the temperature of both air and soil for

terrestrial plants and the temperature of water for aquatic plants. The life cycles of

aquatic plankton and algae are relatively short, and for some species, biomass pro-

duction is confined to a few weeks of the year. Many terrestrial plants are dormant

during cold periods, and they are able to withstand low temperatures during winter.

If, however, sudden frost occurs in the middle of a growth period, their tolerance is

often low and damage may result. For each species, the number of days during the

year with temperatures above certain values may be defined as the growing season,

a concept that has been used extensively in estimates of average productivity. A

phenomenological treatment of the influence of thermal conditions on plant and

animal life may be found in the work of Budyko (1974).

Figure 3.95 shows the trends in gross primary production of an evergreen oak

forest, along with temperature and average solar radiation. The dashed line gives

the net production of the community as a whole (trees and canopy), i.e., the surplus

or growth rate, which is high most of the year (except in summer), with peaks in

spring and autumn. This is an example of a growing ecosystem. If human interven-

tion can be achieved without changing the trophic relationships within the commu-

nity, it would appear that a harvest (energy extraction) corresponding to the net

production could be sustained, leaving a stable ecosystem with no growth. Man

would enter as an additional loop in the system depicted in Fig. 3.93, and the eco-

system would provide a truly renewable energy source.

When the standing crop biomass is small, only a small fraction of solar radiation

is intercepted. Thus, productivity initially increases with increasing biomass until a

turning point of optimal growth conditions is reached, as seen in Fig. 3.96. After

this point, productivity slowly decreases toward equilibrium (zero).

Water flows through all plants at average rates much higher than the rate at

which water is dissociated by the first photosynthetic step (3.40). Extra water is

required for the oxidation of the manganese enzyme involved in this process, as

well as for the cyclic ADT�ATP and NADP�NADPH2 processes, but these

amounts of water are not consumed. The same is true for other metabolic processes
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in the plant, and water also performs physical tasks, such as keeping the surfaces of

membranes wet and transporting dissolved substances.

The overall photosynthetic process (3.45) requires one water molecule for each

carbon atom assimilated, or 1.5 kg of water for each 1 kg of carbon or for each

423 106 J of biomass, corresponding to 2�3 kg of dry matter. The wet weight is typ-

ically 4�10 times the dry weight, implying that the total water content of the plant is

at least four times the amount fixed by photosynthesis (and typically is much higher).

The transport of water through a terrestrial plant is achieved by a free-energy

gradient, often referred to as the water potential [cf. (3.36) and Canny (1977)]. The

corresponding force may thus be more general than that associated with osmotic

pressure. Loss of water by transpiration can be viewed as a local decrease in water

potential near the area where water is leaving the plant. This means that a potential

gradient has been established that will attract water from other parts of the plant.

Therefore, the potential gradient moves through the plant and builds up in the root
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Figure 3.95 Trends of average temperature, solar radiation, and gross and net production of

biomass for an evergreen oak (quercus acuta) forest community at Minamata, Kyushu,

Japan. The curves have been constructed from data collected in 1971/1972, and the

conversion factor 1 kg dry matter5 18.83 106 J has been used.

Based on Kira (1975).
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system, which then attracts water from the surrounding soil. If the water that can be

drawn from the soil is insufficient, the plant will try to decrease its transpiration by

contracting the stomata (openings at leaf surfaces). If the water deficit produces a

strong and prolonged stress on the plant, the stomata will become tightly closed, in

which case subsequent water saturation will not immediately lead to a complete

resumption of photosynthesis at the previous rate (as illustrated in Fig. 3.97).

The turnover of water associated with a biomass production of 1 kg of dry matter

is quoted as lying in the range 200�900 kg of water, with values around 500 kg

being typical for grass and cereal crops (Geiger, 1961; cf. also Penman, 1970,

which quotes 400 kg for food crops).

As an upper limit on the flow of water available to terrestrial plants, one may

take the total land precipitation rate of 1.13 1017 kg of water per year (Fig. 2.65).

Assuming the plants’ requirement to be 500 kg of water per kg of dry matter per

year, one deduces a maximum sustainable production of 2.23 1014 kg of dry matter

per year, or, in energy units, 4.03 1021 J y21 (1.33 1014 W).

Since the total terrestrial gross primary production is presently 7.63 1013 W

(Odum, 1972), and the net primary production may amount to about half this value,

it is clear that a large fraction of the evapotranspiration (6.73 1016 kg of water per

year according to Fig. 2.65) over land is due to plants. Accordingly, a substantial

increase in terrestrial plant production would have to involve increased recycling of

water on time scales shorter than 1 year. One might consider achieving this by arti-

ficial irrigation, using some of the water run-off from land areas (3.93 1016 kg of

water per year according to Fig. 2.65). However, as Fig. 2.98 shows, about 70% of
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Figure 3.96 Trends of gross and net productivity as functions of standing crop biomass for a

fir species (Abies sachalinensis).

Based on Kira (1975).
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the water diverted to food crops is not immediately returned to run-off streams. In

view of the many other important functions performed by the rivers and streams

responsible for run-off, this suggests that there may be little room for expanding ter-

restrial biomass production on a worldwide scale if fresh-water resources alone are

used for irrigation.

Therefore, schemes for ensuring quick recycling of water added from any source

are as important as expansion of the irrigation potential, and furthermore, really sig-

nificant increases in biomass production must involve oceanic water resources,

either by marine biomass production or by use of (eventually distilled) seawater for

irrigation. Some terrestrial plants actually accept seawater irrigation, with some

reduction in conversion efficiency (Epstein and Norlyn, 1977).

If the availability of CO2 is the only limiting factor, it is reasonable to assume

that productivity is proportional to the amount of CO2 entering the plant. The con-

centration X of CO2 at the photosynthetic sites may be related to the atmospheric

CO2 concentration Xatm, expressed as a linear relation

X5 f Xatm;

where f depends on properties of the plant (inside pressure, opening of stomata,

etc.), as well as on the CO2 eddy diffusion parameter in the air surrounding the

plant. The atmospheric concentration Xatm decreases with height when no photosyn-

thesis takes place (night condition), as shown, for example, in Fig. 2.33. However,

during daytime in low wind conditions, the CO2 concentration exhibits a minimum

halfway through the canopy of vegetation (Saeki, 1975).
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Figure 3.97 Effect on productivity of withholding water for 2.5 days. The experiment was

performed on sunflower leaves under conditions of generous light.

Based on Slavı̂k (1975).
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If the proportionality factor between production P and CO2 internal concentra-

tion X is g, when no other limiting factors are encountered, then the rate of primary

production as function of incident radiation, E1, may be written

1

P
5

1

η0E1
1

1

gX
; (3.55)

where η0 (3.52) is the efficiency at low incident radiation, when light is the only

limiting factor. In (3.55), temperature requirements are assumed to be satisfied, and

the water and nutrient supply are assumed to be adequate.

The state of the photosynthetic system within the plant may give rise to different

efficiencies ηchem under different conditions. Basically, this can be understood in

terms of competing pathways for the chain of molecular reactions involved. In the

electron transport chain, Fig. 3.73, the Q to plastoquinone electron transport in PS

II may have to compete with fluorescent de-excitation of the Q-molecule. A similar

de-excitation of the X-protein may occur in PS I. In both cases, the energy captured

by the chlorophyll pigments will be unavailable to biomass production. In sum-

mary, under less-than-optimal conditions, more than 8 light quanta are required for

each CO2 molecule assimilated (the excess energy being lost as heat or radiation).

In aquatic environments, the rate of photosynthesis may depend on such

factors as salinity and pH value (acidity). It has been suggested that the

decreased productivity of coniferous forests in Sweden is associated with increas-

ing acidity of precipitation (and hence of soil) (Swedish Ministries of Foreign

Affairs and of Agriculture, 1971).

Last, but not least, the role of nutrients as a limiting factor should be mentioned.

Deprivation of nutrients decreases and eventually halts production. Transfer of

plants to nutrient-free environments has shown effects of decreasing magnitude

resulting from deprivation of nitrogen, phosphorus, and potassium, in that order.

It follows from Figs. 2.92 and 2.93 that an average of 1.43 1023 kg of nitrogen

is fixed for each kg of carbon fixed in the terrestrial biosphere, in which there is

about 0.0343 kg of N (kg of C)21 (the standing crop biomass shows a different rela-

tionship between N and C, owing to different turnover times). The amount of nitro-

gen with which the soil must be enriched in order to increase productivity, if N is a

limiting factor, may be much larger, owing to the nature of the pathways of uptake.

Delwicke (1970) quotes experiments in which 0.76 kg of N was needed in order to

increase production by 1 kg of dry matter.

In evaluating the net energy yield of cultivated land or sea, non-solar energy sub-

sidies must also be considered. These may be in the form of machinery and fuels

for running the machinery (plowing and harvesting tools). In the present day prac-

tice of terrestrial agriculture, the largest energy subsidy in areas of intense farming

is in the manufacture of fertilizers. In regions demanding irrigation, water pumping

may expend substantial amounts of energy, whereas the amount of machinery

employed typically is large only in regions of intense farming, so that the corre-

sponding energy subsidy remains a fraction of that spent on fertilizer. If little

machinery is used, more manpower is needed, combined with power provided by
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draught animals. Also, transport of harvested crops costs energy, particularly for

remote fishing, and, in the case of food crops, in industrialized regions processing

and packaging may account for the largest part of the total energy subsidy. Food

derived from animals also involves less efficient utilization of primary energy, as

discussed in connection with Fig. 3.93.

In the case of “energy crops,” the size of energy subsidies in fertilizers may be

of particular interest, in order to determine whether the extra primary production,

i.e., solar energy utilization, exceeds the energy subsidy. Using present- day

manufacturing techniques, including the mining of phosphate rock, the energy

needed to produce 1 kg of nitrogen in the form of fertilizer is about 108 J, the

energy needed for 1 kg of phosphorus is about 1.43 107 J, and the energy for 1 kg

of potassium is about 93 106 J (Steinhart and Steinhart, 1974; Blaxter, 1974). As

an example of fertilizer usage in intense farming practice, the average use of fertil-

izer in Denmark in 1965�1966 amounted to 0.0114 kg of N per m2, 0.003 58 kg of

P per m2, and 0.0109 kg of K m22 (Danish Statistical Survey, 1968), which, with

the above conversion figures, correspond to a total subsidy of 1.33 106 J m22 y21

(0.04 W m22). The harvested yield averaged 0.5 kg of dry matter per m2 and year.

For the most common crop (barley), the net primary production would be about

twice the amount harvested, or 23 107 J m22 y21, and the fertilizer energy subsidy

would thus be 6.5%. By 1971, fertilizer-related energy consumption had risen by

23%, but the harvest yield was unchanged per unit area (Danish Statistical Survey,

1972). This implies that, because of this farming practice, nutrients suitable for

uptake are being depleted from the soil so rapidly that increasing amounts of fertil-

izer must be added in order to maintain a constant productivity.

A proposed scheme for “energy plantations” yielding biomass at the rate of

about 153 107 J m22 y21 (e.g., based on sunflower) under (southern) U.S. condi-

tions anticipates the use of 43 106 J m22 y21 for fertilizers and 23 106 J m22 y21

for irrigation and other machinery, a total energy subsidy of 5% (Alich and Inman,

1976).

3.5.2.3 Productivity data

Data on productivity of different species under different climatic conditions are

plentiful, but often hard to summarize because of the differences in techniques used

and in ways of representing the results. Most controlled experiments are performed

under optimal conditions, and they do not reflect the average productivity of the

particular plant and geographical region. On the other hand, statistical information

for entire regions or countries does not usually convey the exact conditions of

growth. In many cases, the productivity of a given crop depends on the history of

previous uses of the land. For natural ecosystems, other factors make it difficult to

compare data from different sources. Conditions are not always sufficiently well

described by climatic zone and solar radiation data. For instance, the geology of the

upper soil may vary over very short distances. Altogether, it is not reasonable to

give more than broad ranges or limits inside which the productivity of a given plant

in a given environment will normally lie, not excluding exceptional values outside

the range given.
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In order to partially eliminate the dependence on the amount of solar radia-

tion, Fig. 3.98 indicates ranges for the overall efficiency (3.53), representing the

ratio between net primary production and total solar radiation. In this way, for

example, forests in different climatic regions (boreal coniferous, deciduous, tem-

perate broad-leaved evergreen, and subtropical or tropical rain forests) are repre-

sented by a fairly narrow range of efficiencies, despite large variations in

absolute productivity.

The range of efficiencies of natural plants goes from practically nothing to a

little over 2%, the highest values being reached by tropical rain forests and algal

cultures of coral reefs. Cultivated crops (terrestrial or marine) may reach 4�5%

under optimal conditions and nutrient subsidy. The optimum efficiency from the

theoretical discussion of equations (3.52) and (3.53) is roughly

η5 ηληgeomηchemηresp & 0:53 0:83 0:43 0:6 � 0:1: (3.56)

Each of the conditions is difficult to achieve in practice, at least for extended

periods. As mentioned earlier, mature ecosystems are characterized by diversity,

which may not be reconcilable with maximum efficiency of primary production,

and young ecosystems, such as non-perennial crops, need a growing period (cf.

Fig. 3.96) before they reach full productivity, and thus their average efficiency on

an area basis and over prolonged periods of time cannot be optimal.

Figure 3.99 gives a recent estimate of the geographical distribution of potential

biomass production. The data are net primary production data derived from the

Terrestrial Ecosystem Model (TEM) of the Woods Hole group (Melillo and

Open ocean, semiarid regions

Total efficiency η (%)

Global average

Shallow waters

Grassland, pastures

Cultivated crops

Mature woods

Coral reef
Cultivated algae (Chlorella)

Subsidized corn
(Zea mays, Egypt)

0 1 2 3 4 5 6

Figure 3.98 Intervals of typical values of total photosynthetic efficiency for different plants

and communities (solid lines), as well as intervals of possible improvement for subsidized

and optimized cultures (dashed lines). For non-perennial plants, the efficiency is an average

over the growing season.

Constructed on the basis of information from Kira (1975); Caldwell (1975); Loomis and

Gerakis (1975).
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Helfrich, 1998; Raich et al., 1991; Melillo et al., 1993; McGuire et al., 1997;

Sellers et al., 1997). The assumption is that a mature ecosystem of natural vegeta-

tion has developed, and the model takes into account solar radiation, moisture, and

temperature, as well as access to water and nutrients. Not included here is global

warming (increased CO2), which could induce increased primary production in a

fairly complex pattern and change the borders of natural vegetation zones, some-

times by several hundred kilometers (IPCC, 1996). Use of these biomass data for

energy scenarios is illustrated in Chapter 6. Seasonal variations of actual biomass

land coverage, as deduced from satellite-based sensors, are regularly posted on the

Internet (NOAA, 1998).

Part I: Mini projects, discussion issues, and exercises

I.1

Find out what has happened since the year 2000 (see in Table 1.1) to the amounts

of renewable energy used, based upon available statistical data, either globally or

for your region or country.

Figure 3.99 Annual average energy content in W m22 of potential net biomass

production in mature ecosystems.

Based on Melillo and Helfrich (1998).
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I.2

Order the prices given in Chapter 1.1 according to the type of energy (heat, fuels

for industry or transportation, electricity) and the type of customers (wholesale,

retail). Try to find out what is happening to these prices today (e.g., using annually

updated sources, such as OECD, IEA, or Danish Energy Agency data). Have the

relative prices changed?

I.3

Sustainability is a word often used in political statements. Discuss the difference

between renewability and sustainability in the energy field. Examples could be wind

power (where you can dismount the turbines should you no longer need them) and

reservoir-based hydropower (which entails irreversible modifications of large flooded

areas). Furthermore, is the sustainability requirement to be used only on the supply

side? One might propose sustainability on the demand side to mean that the demand

in question could be satisfied for the entire world population (should they so desire)

without the environmental side-effects usually included in the definition of sustain-

ability. Is it sustainable to drive large BMW cars using renewable hydrogen? Is it sus-

tainable to build glass houses as long as the cooling and ventilation system is

powered by wind? Discuss the argument that, because there is a ceiling on each

renewable energy flow, every proposed demand should be evaluated and ranked, with

the possibility of disregarding perceived needs that turn out to be poorly ranked.

I.4

How could one design instruments for measurement of the individual components of

the net radiation flux, e.g., direct, scattered, and reflected short-wavelength radiation,

and upward- and downward-directed long-wavelength radiation? (This question is

probably most interesting for those who are not acquainted with such instruments,

and who might wish to compare their proposals with instruments actually in use,

cf. Thekaekara, 1976; Robinson, 1966; Sellers, 1965; Meinel and Meinel, 1976.)

I.5

Discuss the formulation of approximate equations for the flow of water in rivers

(cf., for example, Arnason, 1971).

I.6

Discuss the determinism of climate.

I.7

Discuss tides in the solid Earth and compare their properties with those in the

oceans and those in the atmosphere. Construct, for instance, a simple model of a
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uniform interior of the Earth, a complete cover of ocean with fixed depth, and a

uniform atmosphere of some effective height, and assume the densities for each of

the three components to be constant (cf., for example, Tomaschek, 1957; Kertz,

1957).

I.8

Construct a simple one-dimensional model of the greenhouse effect, containing the

Earth’s surface temperature Ts (variable), albedo as for short-wavelength radiation,

and a0s for long-wavelength radiation; and an idealized atmosphere visualized as a

layer (Fig. I.1) of uniform temperature Ta (variable), short-wavelength albedo aa,

transmission coefficient ta, long-wavelength albedo a0a, and transmission coefficient

t0a. Both the surface and the atmosphere emit long-wavelength radiation as blackbo-

dies. All fluxes are treated as vertical.

With a definite assumption regarding the non-radiative transfer between surface

and atmosphere, such as assuming the flux to be proportional to (Ts � Ta), a set of

parameters may be set up that reproduce the main features of the observed

Earth�atmosphere system (cf. Fig. 2.20). Now questions can be asked concerning

the sensitivity of the model to the parameters entering into it. How does the surface

temperature change if aa is changed by 610% (changing the albedo of the surface)?

If the present energy use of human society were to be covered by solar collectors of

average efficiency 0.2, and as was changed from 0.15 to zero for the area covered

Short-wavelengths

Atmosphere

ta

Ta

σTa
4

σTs
4

σTa
4

ta′

aa′

as′

Ts

aa

as c (Ts−Ta)

Surface

Long-wavelengths
1
4
S

Figure I.1 Crude model of the Earth�atmosphere system. The average incoming radiation is

S/4, and the symbols a and t represent fractions being reflected or transmitted at the location

indicated. Multiple reflections are not shown, but can be calculated. The constant σ in

Stefan�Boltzmann’s law equals 5.73 1028 W m22 K24.
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by these collectors, then how much would the total albedo as of the Earth’s surface

become diminished? How does the surface temperature change if aa is changed by

610% (e.g., due to presence of aerosols)? How does the surface temperature

change if a0a is changed by 610% (e.g., due to the presence of CO2)?

Although a computer-based model may offer the easiest approach to solving

this problem, an approximate, analytical solution has been developed by Foong, S.

(2006).

I.9

In connection with the failure to detect neutrinos from the Sun in the expected quantity,

it has been suggested that energy production in the Sun’s core by nuclear processes

(and therefore the neutrino flux) may be variable and that the present production may

be in a valley. How would this affect radiation from the Sun’s surface? Would it be

possible, by suitable choice of a periodic variation in solar energy production, to

account for some of the climatic changes of the past? (See Ulrich, 1975.)

I.10

Discuss the reflected flux of solar radiation on an inclined plane, in front of

which a horizontal mirror of given dimensions has been placed (cf., for example,

Seitel, 1975).

I.11

What data on solar radiation, wind, waves, etc., are available in your region? (For

example, check with the local meteorological service.)

I.12

Discuss the cooling of the Earth in terms of simplified models, such as: (a) a uni-

form sphere of constant heat capacity and diffusion coefficient, initially at a uni-

form temperature; (b) adding radiogenic heat production in the crust, by

constraining the surface temperature to be the sum of two terms, one entirely due to

the heat flow from the interior, and the other term exponentially decaying, such that

the drop in 4.53 109 years becomes 900 K.

Use present surface heat flow and temperature (average values) as boundary

conditions, and discuss the long-range development of thermal conditions in the

interior of the Earth (cf., for example, Goguel, 1976). Recent models suggest a

core temperature of nearly 4000 K (Hofmeister, 1999).

I.13

Consider a compartment model for biological energy production and transfer within

a closed ecosystem of the general form shown in Fig. 3.73. Assume, for instance,
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that the limiting factor governing the rate of primary production is solar radiation,

so that the production becomes proportional to a schematic solar input, constant or

with only seasonal sinusoidal variations [cf. (3.47)]. Think of a food chain in which

you may find data on the rates and biomass levels appearing in Fig. 3.73 or some

modification of it, and try to determine conditions for stability (no net production in

the community as a whole).

If you have a computer at hand, you might try to set up a numerical simulation

model for the system, assuming each rate (time derivative of a compartment level)

to be a linear combination of all the compartment levels (some coefficients may be

zero, of course). In this case you may also be able to follow the growth phase of

the system, and attempt to judge whether the parameter values chosen are reason-

able (cf., for example, Odum, 1972, where examples of parameter values may also

be found; Patten, 1971�1972; Sørensen, 1975).

I.14

Use current biomass production data (available on the Internet) mentioned in con-

nection with Fig. 3.79 to estimate possible bioenergy sources present in your region

and their seasonal distribution. Does the seasonality have implications for energy

use? Compare your results with the model considered in Chapter 6.
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909�917.

Kalnay, E., Kanamitsu, M., Kistler, R., Collins, W., Deaven, D., Gandin, L., et al. (1996).

March). The NCEP/NCAR 40-year reanalysis project. Bulletin of the American

Meteorological Society, .

Kamiya, N., Shen, J.-R. (2003). Crystal structure of oxygen-evolving photosystem II from
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4The energy conversion processes

4.1 General principles

A large number of energy conversion processes take place in nature, some of which

are described in Chapters 2 and 3. Mankind is capable of performing additional

energy conversion processes by means of various devices invented. Such devices

may be classified according to the type of construction used, according to the

underlying physical or chemical principle, or according to the forms of energy

appearing before and after the action of the device. This chapter surveys methods

that may be suitable for the conversion of renewable energy flows or stored energy.

A discussion of general conversion principles is made below, followed by an

outline of engineering design details for specific energy conversion devices, ordered

according to the energy form being converted and the energy form obtained.

The collection is necessarily incomplete and involves judgment about the impor-

tance of various devices.

4.1.1 Basic principles of energy conversion

Table 4.1 lists some examples of energy conversion processes or devices currently in

use or contemplated, organized according to the energy form emerging after the con-

version. In several cases, more than one energy form emerges as a result of the action

of the device; for example, heat in addition to one of the other energy forms listed.

Many devices also perform several energy conversion steps, rather than the single

ones given in the table. A power plant, for example, may perform the conversion pro-

cess chain between the energy forms: chemical!heat!mechanical!electrical.

Diagonal transformations are also possible, such as conversion of mechanical energy

into mechanical energy (potential energy of elevated fluid!kinetic energy of flowing

fluid!rotational energy of turbine) or of heat into heat at a lower temperature

(convection, conduction). A process in which the only change is heat transfer from a

lower to a higher temperature is forbidden by the second law of thermodynamics.

Such transfer can be established if at the same time some high-quality energy is

degraded, for example, by a heat pump (which is listed as a converter of electrical

into heat energy in Table 4.1, but is further discussed in section 4.2.3).

The efficiency with which a given conversion process can be carried out, that

is, the ratio between the output of the desired energy form and the energy input,

depends on the physical and chemical laws governing the process. For heat engines,

which convert heat into work or vice versa, the description of thermodynamic theory

may be used in order to avoid a complicated description on the molecular level

(which is, of course, possible, for example, on the basis of statistical assumptions).
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According to thermodynamic theory (again, the second law), no heat engine can

have an efficiency higher than that of a reversible Carnot process, which is depicted

in Fig. 4.1, in terms of different sets of thermodynamic state variables,

ðP;VÞ5 ðpressure; volumeÞ;

ðT ; SÞ5 ðabsolute temperature; entropyÞ;

and

ðH; SÞ5 ðenthalpy; entropyÞ:

Initial Energy Form Converted Energy Form

Chemical Radiant Electrical Mechanical Heat

Nuclear Reactor

Chemical Fuel cell, battery

discharge

Burner, boiler

Radiant Photolysis Photovoltaic cell Absorber

Electrical Electrolysis,

battery

charging

Lamp, laser Electric motor Resistance, heat

pump

Mechanical Electric
generator, MHD

Turbines Friction, churning

Heat Thermionic &

thermoelectric

generators

Thermodynamic

engines

Convector,

radiator, heat

pipe

TABLE 4.1 Examples of energy conversion processes listed according to the initial energy form and one

particular converted energy form (the one primarily wanted)
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Figure 4.1 The cyclic Carnot process in different representations. Traversing the cycle in

the direction 1 ! 2 ! 3 ! 4 leads to the conversion of a certain amount of heat into work

(see text for details).
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Entropy is defined in (1.1), apart from an arbitrary constant fixed by the third

law of thermodynamics (Nernst’s law), which states that S can be taken as zero at

zero absolute temperature (T=0). Enthalpy H is defined by

H5U1PV ; (4.1)

in terms of P, V, and the internal energy U of the system. According to the first law

of thermodynamics, U is a state variable given by

ΔU5

ð
dQ1

ð
dW ; (4.2)

in terms of the amounts of heat and work added to the system [Q and W are

not state variables, and the individual integrals in (4.2) depend on the paths of

integration]. Equation (4.2) determines U up to an arbitrary constant, the zero point

of the energy scale. Using definition (1.1),

dQ5 T dS

and

dW 52P dV ;

both of which are valid only for reversible processes. The following relations are

found among the differentials:

dU5 T dS2P dV ;

dH5 T dS1V dP:
(4.3)

These relations are often assumed to have general validity.

If chemical reactions occur in the system, additional terms μi dni should

be added on the right-hand side of both relations (4.3), in terms of the chemical

potentials, which are discussed briefly in section 3.5.3.

For a cyclic process like the one shown in Fig. 4.1,
Ð
dU=0 upon returning to the

initial locus in one of the diagrams, and thus, according to (4.3),
Ð
T dS5

Ð
P dV.

This means that the area enclosed by the path of the cyclic process in either the

(P, V)- or the (T, S)-diagram equals the work 2W performed by the system during

one cycle (in the direction of increasing numbers in Fig. 4.1).

The amount of heat added to the system during the isothermal process 2-3 is

ΔQ235 T(S32 S2), if the constant temperature is denoted T. The heat added in

the other isothermal process, 4-1, at a temperature Tref, is ΔQ415 2 Tref (S32 S2).

It follows from the (T, S)-diagram that ΔQ231ΔQ415 2W.

359The energy conversion processes



The efficiency by which the Carnot process converts heat available at tempera-

ture T into work, when a reference temperature of Tref is available, is then

η5
2W

ΔQ23

5
T2 Tref

T
: (4.4)

The Carnot cycle (Fig. 4.1) consists of four steps: 1-2, adiabatic compression

(no heat exchange with the surroundings, i.e., dQ5 0 and dS5 0); 2-3, heat drawn

reversibly from the surroundings at constant temperature (the amount of heat transfer

ΔQ23 is given by the area enclosed by the path 2-3-5-6-2 in the (T, S)-diagram);

3-4, adiabatic expansion; and 4-1, heat given away to the surroundings by a

reversible process at constant temperature [|ΔQ41| is equal to the area of the path

4-5-6-1-4 in the (T, S)-diagram].

The (H, S)-diagram is an example of a representation in which energy differences

can be read directly on the ordinate, rather than being represented by an area.

Long periods of time are required to perform the steps involved in the Carnot

cycle in a way that approaches reversibility. Because time is important for human

enterprises (the goal of the energy conversion process being power, rather than

just an amount of energy), irreversible processes are deliberately introduced into

the thermodynamic cycles of actual conversion devices. The thermodynamics of

irreversible processes are described below using a practical approximation, which is

referred to in several of the examples to follow. Readers without specific interest

in the thermodynamic description may go lightly over the formulae.

4.1.1.1 Irreversible thermodynamics

The degree of irreversibility is measured in terms of the rate of energy dissipation,

D5 T dS=dt; (4.5)

where dS/dt is the entropy production of the system while it is held at the constant

temperature T (i.e., T may be thought of as the temperature of a large heat reservoir,

with which the system is in contact). In order to describe the nature of the

dissipation process, the concept of free energy is introduced (cf. Prigogine, 1968;

Callen, 1960).

The free energy, G, of a system is defined as the maximum work that can be

drawn from the system under conditions where the exchange of work is the only

interaction between the system and its surroundings. A system of this kind is said

to be in thermodynamic equilibrium if its free energy is zero.

Consider now a system divided into two subsystems, a small one with extensive

variables (i.e., variables proportional to the size of the system) U, S, V, etc., and a large

one with intensive variables Tref, Pref, etc., which is initially in thermodynamic equilib-

rium. The terms small system and large system are meant to imply that the intensive

variables of the large system (but not its extensive variables Uref, Sref, etc.) can

be regarded as constant, regardless of the processes by which the entire system

approaches equilibrium.
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This implies that the intensive variables of the small system, which may not

even be defined during the process, approach those of the large system when

the combined system approaches equilibrium. The free energy, or maximum

work, is found by considering a reversible process between the initial state and

the equilibrium. It equals the difference between the initial internal energy,

Uinit5U1Uref , and the final internal energy, Ueq, or it may be written (all in

terms of initial state variables) as

G5U2 Tref S1Pref V ; (4.6)

plus terms of the form Σμi,ref ni if chemical reactions are involved, and similar

generalizations in case of electromagnetic interactions, etc.

If the entire system is closed, it develops spontaneously toward equilibrium

through internal, irreversible processes, with a rate of free energy change

dG

dt
5

d

dt
ðUinit 2UeqðtÞÞ5

@

@SðtÞ UeqðtÞ
� �

dSðtÞ
dt

;

assuming that the entropy is the only variable. S(t) is the entropy at time t of

the entire system, and Ueq(t) is the internal energy that would be possessed

by a hypothetical equilibrium state defined by the actual state variables at time t,

i.e., S(t), etc. For any of these equilibrium states, @Ueq(t)/@S(t) equals Tref according
to (4.3), and by comparison with (4.5) it is seen that the rate of dissipation can be

identified with the loss of free energy, as well as with the increase in entropy,

D52 dG=dt5 Tref dSðtÞ=dt: (4.7)

For systems met in practice, there are often constraints preventing the system from

reaching the absolute equilibrium state of zero free energy. For instance, the small

system considered above may be separated from the large one by walls that keep

the volume V constant. In such cases, the available free energy (i.e., the maximum

amount of useful work that can be extracted) becomes the absolute amount of free

energy, (4.6), minus the free energy of the relative equilibrium that the combined

system can be made to approach in the presence of the constraint. If the extensive

variables in the constrained equilibrium state are denoted U0, S0, V0, etc., then the

available free energy becomes

ΔG5 ðU2U 0Þ � Tref ðS2 S0Þ1Pref ðV 2V 0Þ; (4.8)

eventually with the additions involving chemical potentials, etc. In (4.6) or (4.8),

G is called the Gibbs potential. If the small system is constrained by walls, so that

the volume cannot be changed, the free energy reduces to the Helmholtz potential

U2 TS, and if the small system is constrained so that it is incapable of exchanging

heat, the free energy reduces to the enthalpy (4.1).
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The corresponding forms of (4.8) give the maximum work that can be obtained

from a thermodynamic system with the given constraints.

A description of the course of an actual process as a function of time requires

knowledge of equations of motion for the extensive variables, i.e., equations that

relate the currents, such as

Js 5 dS=dt ðentropy flow rateÞ or JQ 5 dQ=dt ðheat flow rateÞ;
Jm 5 dm=dt ðmass flow rateÞ or Jθ 5 dθ=dt ðangular velocityÞ;
Jq 5 dq=dt5 I ðcharge flow rate or electrical currentÞ; etc:

(4.9)

to the (generalized) forces of the system. As a first approximation, the relation

between the currents and the forces may be taken as linear (Onsager, 1931),

Ji 5
X
j

LijFj: (4.10)

The direction of each flow component is Ji /Ji. The arbitrariness in choosing

the generalized forces is reduced by requiring, as did Onsager, that the dissipation

be given by

D52 dG=dt5
X
i

Ji � Fi: (4.11)

Examples of the linear relationships (4.10) are Ohm’s law, stating that the electric

current Jq is proportional to the gradient of the electric potential (Fq α grad φ), and
Fourier’s law (3.34) for heat conduction or diffusion, stating that the heat flow rate

Esens5 JQ is proportional to the gradient of the temperature.

Considering the isothermal expansion process required in the Carnot cycle

(Fig. 4.1), heat must be flowing to the system at a rate JQ5 dQ/dt, with JQ5 LFQ

according to (4.10) in its simplest form. Using (4.11), the energy dissipation takes

the form

D5 T dS=dt5 JQFQ 5 L21JQ
2:

For a finite time Δt, the entropy increase becomes

ΔS5 ðdS=dtÞΔt5 ðLTÞ21JQ
2Δt5 ðLTΔtÞ21ðΔQÞ2;

so that in order to transfer a finite amount of heat ΔQ, the product ΔS Δt must

equal the quantity (LT)21 (ΔQ)2. For the process to approach reversibility, as the

ideal Carnot cycle should, ΔS must approach zero, which is seen to imply that Δt

approaches infinity. This qualifies the statement made in the beginning of this sub-

section that, in order to go through a thermodynamic engine cycle in a finite time,

one has to give up reversibility and accept a finite amount of energy dissipation and

an efficiency that is smaller than the ideal (4.4).
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4.1.1.2 Efficiency of an energy conversion device

A schematic picture of an energy conversion device is shown in Fig. 4.2, and it is

sufficiently general to cover most types of converters in practical use (Angrist,

1976; Osterle, 1964). There is a mass flow into the device and another one out

from it, as well as incoming and outgoing heat flow. The work output may be in

the form of electric or rotating shaft power.

It may be assumed that the converter is in a steady state, implying that the incoming

and outgoing mass flows are identical and that the entropy of the device itself is

constant, i.e., that all entropy created is being carried away by the outgoing flows.

From the first law of thermodynamics, the power extracted, E, equals the net

energy input,

E5 JQ;in 2 JQ;out 1 Jmðwin 2woutÞ: (4.12)

The magnitude of the currents is given by (4.9), and their conventional signs

may be inferred from Fig. 4.2. The specific energy content of the incoming mass

flow, win, and of the outgoing mass flow, wout, are the sums of potential energy,

kinetic energy, and enthalpy. The significance of the enthalpy to represent the

thermodynamic energy of a stationary flow is established by Bernoulli’s theorem

(Pippard, 1966). It states that for a stationary flow, if heat conduction can be

neglected, the enthalpy is constant along a streamline. For the uniform mass flows

assumed for the device in Fig. 4.2, the specific enthalpy, h, thus becomes a property

of the flow, in analogy with the kinetic energy of motion and, for example, the

geopotential energy,

w5wpot 1wkin 1 h: (4.13)

Heat source at
temperature T

Power delivered

Mass flow of
specific energy Wout

Reject heat
reservoir at
temperature Tref

Mass flow of
specific energy Win Jm

Jm

JQ, in

JQ, out

P
Energy
conversion
device

Figure 4.2 Schematic picture of an energy conversion device with a steady-state mass flow.

The sign convention is different from the one used in (4.2), where all fluxes into the system

were taken as positive.
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The power output may be written

E5 � Jθ � Fθ 2 Jq � Fq; (4.14)

with the magnitude of currents given by (4.9) and the generalized forces given by

Fθ 5

ð
r3 dFmechðrÞ ðtorqueÞ;

Fq 52 gradðφÞ ðelectric fieldÞ
(4.15)

corresponding to a mechanical torque and an electric potential gradient. The rate

of entropy creation, i.e., the rate of entropy increase in the surroundings of the

conversion device (as mentioned, the entropy inside the device is constant in

the steady-state model), is

dS=dt5 ðTref Þ21JQ;out 2 T21JQ;in 1 Jmðsm;out 2 sm;inÞ;

where sm,in is the specific entropy of the mass (fluid, gas, etc.) flowing into the

device, and sm,out is the specific entropy of the outgoing mass flow. JQ,out may be

eliminated by use of (4.12), and the rate of dissipation obtained from (4.7),

D5 Tref dS=dt5 JQ;inð12Tref =TÞ1 Jmðwin 2wout 2 Tref ðsm;in 2 sm;outÞÞ2E

5maxðEÞ2E:
(4.16)

The maximum possible work (obtained for dS/dt5 0) is seen to consist of a

Carnot term (closed cycle, i.e., no external flows) plus a term proportional to the

mass flow. The dissipation (4.16) is brought in the Onsager form (4.11),

D5 JQ;in FQ;in 1 JmFm 1 Jθ � Fθ 1 Jq � Fq; (4.17)

by defining generalized forces

FQ;in 5 12 Tref =T ;

Fm 5win 2wout 2 Tref ðsm;in 2 sm;outÞ
(4.18)

in addition to those of (4.15).

The efficiency with which the heat and mass flow into the device is converted to

power is, in analogy to (4.4),

η5
E

JQ;in 1 Jmwin

; (4.19)

where expression (4.16) may be inserted for E. This efficiency is sometimes

referred to as the “first law efficiency,” because it only deals with the amounts of
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energy input and output in the desired form and not with the “quality” of the energy

input related to that of the energy output.

In order to include reference to the energy quality, in the sense of the second

law of thermodynamics, account must be taken of the changes in entropy taking

place in connection with the heat and mass flows through the conversion device.

This is accomplished by the second law efficiency, which for power-generating

devices is defined by

ηð2:lawÞ 5
E

maxðEÞ 52
Jθ � Fθ 1 Jq � Fq

JQ;inFQ;in 1 JmFm

; (4.20)

where the second expression is valid specifically for the device considered in

Fig. 4.2, while the first expression is of general applicability, when max(E) is taken

as the maximum rate of work extraction permitted by the second law of thermody-

namics. It should be noted that max(E) depends not only on the system and the

controlled energy inputs, but also on the state of the surroundings.

Conversion devices for which the desired energy form is not work may be

treated in a way analogous to the example in Fig. 4.2. In (4.17), no distinction is

made between input and output of the different energy forms. Taking, for example,

electrical power as input (sign change), output may be obtained in the form of

heat or in the form of a mass stream. The efficiency expressions (4.19) and (4.20)

must be altered, placing the actual input terms in the denominator and the actual

output terms in the numerator. If the desired output energy form is denoted W,

the second law efficiency can be written in the general form

hð2:lawÞ 5W=maxðWÞ: (4.21)

For conversion processes based on other principles than those considered in the

thermodynamic description of phenomena, alternative efficiencies could be defined

by (4.21), with max(W) calculated under consideration of the non-thermodynamic

types of constraints. In such cases, the name “second law efficiency” would have to

be modified.

4.1.2 Thermodynamic engine cycles

A number of thermodynamic cycles, i.e., (closed) paths in a representation of

conjugate variables, have been demonstrated in practice. They offer examples of the

compromises made in modifying the “prototype” Carnot cycle into a cycle that can be

traversed in a finite amount of time. Each cycle can be used to convert heat into work,

but in traditional uses the source of heat has mostly been the combustion of fuels,

i.e., an initial energy conversion process, by which high-grade chemical energy is

degraded to heat at a certain temperature, associated with a certain entropy production.

Figure 4.3 shows a number of engine cycles in (P, V)-, (T, S)-, and (H, S)-

diagrams corresponding to Fig. 4.1.
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Figure 4.3 Examples of thermodynamic cycles in different representations. For comparison,

the Carnot cycle is indicated in the (P, S)-diagram (dashed lines). Further descriptions of the

individual cycles are given in the text (cf. also section 4.4.4 for an alternative version of

the Ericsson cycle).
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The working substance of the Brayton cycle is a gas, which is adiabatically

compressed in step 1-2 and expanded in step 3-4. The remaining two steps take

place at constant pressure (isobars), and heat is added in step 2-3. The useful work

is extracted during the adiabatic expansion 3-4, and the simple efficiency is thus

equal to the enthalpy difference H32H4 divided by the total input H32H1.

Examples of devices operating on the Brayton cycle are gas turbines and jet

engines. In these cases, the cycle is usually not closed, since the gas is exhausted at

point 4 and step 4-1 is thus absent. The somewhat contradictory name given to such

processes is open cycles.

The Otto cycle, traditionally used in automobile engines, differs from the

Brayton cycle in that steps 2-3 and 4-1 (if the cycle is closed) are carried out at

constant volume (isochores) rather than at constant pressure.

The Diesel cycle (used in ship and truck engines, and, with the invention of the

common-rail design, increasingly in passenger vehicles) has step 2-3 as isobar and

step 4-1 as isochore, while the two remaining steps are approximately adiabatic.

The actual design of conventional diesel engines may be found in engineering

textbooks (e.g., Hütte, 1954), and new designs, such as the common-rail concept,

are discussed in Sørensen (2006, 2010).

Closer to the Carnot ideal is the Stirling cycle, involving two isochores (1-2 and

3-4) and two isotherms.

The Ericsson cycle has been developed with the purpose of using hot air as the

working fluid. It consists of two isochores (2-3 and 4-1) and two curves between

isotherms and adiabates (cf., for example, Meinel and Meinel, 1976).

The last cycle is the one used in thermal power plants, the Rankine cycle

depicted in Fig. 4.3. It has a more complicated appearance owing to the presence of

two phases of the working fluid. Step 1-2-3 describes the heating of the fluid to its

boiling point. Step 3-4 corresponds to the evaporation of the fluid, with both fluid

and gaseous phases being present. It is an isotherm as well as an isobar. Step 4-5

represents the superheating of the gas, followed by an adiabatic expansion step 5-7.

These two steps are sometimes repeated one or more times, with the superheating

taking place at gradually lowered pressure, after each step of expansion to satura-

tion. Finally, step 7-1 again involves mixed phases with condensation at constant

pressure and temperature. The condensation often does not start until a temperature

below that of saturation is reached. Useful work is extracted during the expansion

step 5-7, so the simple efficiency equals the enthalpy difference H52H7 divided

by the total input H62H1. The second law efficiency is obtained by dividing the

simple efficiency by the Carnot value (4.4), for T5 T5 and Tref5 T7.

Thermodynamic cycles like those in Figs. 4.1 and 4.3 may be traversed in

the opposite direction, thus using the work input to create a low temperature Tref
(cooling, refrigeration; T being the temperature of the surroundings) or to create a

temperature T higher than that (Tref) of the surroundings (heat pumping). In this

case, step 7-5 of the Rankine cycle is a compression (8-6-5 if the gas experiences

superheating). After cooling (5-4), the gas condenses at the constant temperature T

(4-3), and the fluid is expanded, often by passage through a nozzle. The passage

through the nozzle is considered to take place at constant enthalpy (2-9), but this

367The energy conversion processes



step may be preceded by undercooling (3-2). Finally, step 9-8 (or 9-7) corresponds

to evaporation at the constant temperature Tref.

For a cooling device, the simple efficiency is the ratio of the heat removed from

the surroundings, H72H9, and the work input, H52H7, whereas for a heat pump it

is the ratio of the heat delivered, H52H2, and the work input. Such efficiencies are

often called coefficients of performance (COP), and the second law efficiency may

be found by dividing the COP by the corresponding quantity εCarnot for the ideal

Carnot cycle (cf. Fig. 4.1),

εcoolingCarnot 5
ΔQ14

W
5

Tref

T 2 Tref
; (4.22a)

εheatpumpCarnot 5
ΔQ32

W
5

T

T 2 Tref
: (4.22b)

In practice, the compression work H52H7 (for the Rankine cycle in Fig. 4.3)

may be less than the energy input to the compressor, thus further reducing the

COP and the second law efficiency, relative to the primary source of high-quality

energy.

4.2 Heat energy conversion processes

4.2.1 Direct thermoelectric conversion

If the high-quality energy form desired is electricity, and the initial energy is in

the form of heat, there is a possibility of utilizing direct conversion processes,

rather than first using a thermodynamic engine to create mechanical work followed

by a second conversion step using an electricity generator.

4.2.1.1 Thermoelectric generators

One direct conversion process makes use of the thermoelectric effect associated

with heating the junction of two different conducting materials, e.g., metals or

semiconductors. If a stable electric current, I, passes across the junction between

two conductors A and B, in an arrangement of the type depicted in Fig. 4.4,

Electric potential
difference

T

A

B

Tref

Figure 4.4 Schematic picture of a thermoelectric generator (thermocouple). The rods A and

B are made of different materials (metals or better p- and n-type semiconductors).
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then quantum electron theory requires that the Fermi energy level (which may be

regarded as a chemical potential μi) is the same in the two materials (μA5μB).

If the spectrum of electron quantum states is different in the two materials,

the crossing of negatively charged electrons or positively charged “holes” (electron

vacancies) will not preserve the statistical distribution of electrons around the

Fermi level,

f ðEÞ5 ðexpððE2μiÞ=kTÞ11Þ21; (4.23)

with E being the electron energy and k being Boltzmann’s constant. The altered

distribution may imply a shift toward a lower or a higher temperature, such

that the maintenance of the current may require addition or removal of heat.

Correspondingly, heating the junction will increase or decrease the electric current.

The first case represents a thermoelectric generator, and the voltage across the external

connections (Fig. 4.4) receives a term in addition to the ohmic term associated with

the internal resistance Rint of the rods A and B,

Δφ52 IRint 1

ðT
Tref

α dT 0;

The coefficient α is called the Seebeck coefficient. It is the sum of the Seebeck

coefficients for the two materials A and B, and it may be expressed in terms of

the quantum statistical properties of the materials (Angrist, 1976). If α is assumed

independent of temperature in the range from Tref to T, then the generalized

electrical force (4.15) may be written

Fq 5RintJq 2α T FQ;in; (4.24)

where Jq and Fq,in are given in (4.9) and (4.18).

Considering the thermoelectric generator (Fig. 4.4) as a particular example of

the conversion device shown in Fig. 4.2, with no mass flows, the dissipation (4.11)

may be written

D5 JQFQ 1 JqFq:

In the linear approximation (4.10), the flows are of the form

JQ 5 LQQ FQ 1 LQq Fq;

Jq 5 LqQ FQ 1 Lqq Fq;

with LQq5 LqQ because of microscopic reversibility (Onsager, 1931). Considering

FQ and Jq (Carnot factor and electric current) as the “controllable” variables, one

may solve for Fq and JQ, obtaining Fq in the form (4.24) with FQ5FQ,in and

Lqq 5 ðRintÞ21 LqQ 5 LQq 5α T=Rint:
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The equation for JQ takes the form

JQ 5CTFQ 1α T Jq; (4.25)

where the conductance C is given by

C5 ðLQQLqq 2 LQqLqQÞ=ðLqqTÞ:

Using (4.24) and (4.25), the dissipation may be written

D5CTFQ
2 1Rint Jq

2; (4.26)

and the simple efficiency (4.19) may be written

η5
2 JqFq

JQ
5

2 JqðRint Jq 2α TFQÞ
CTFQ 1 α TJq

: (4.27)

If the reservoir temperatures T and Tref are maintained at a constant value,

FQ can be regarded as fixed, and the maximum efficiency can be found by variation

of Jq. The efficiency (4.27) has an extremum at

Jq 5
CFQ

α
11

α2 T

RintC

� �1=2
2 1

 !
; (4.28)

corresponding to a maximum value

maxðηÞ5FQ

ð11ZTÞ1=2 2 1

ð11ZTÞ1=2 1 1
; (4.29)

with Z5α2(RintC)
21. Equation (4.29) is accurate only if the linear approximation

(4.10) is valid. The maximum second law efficiency is obtained from (4.29),

dividing by FQ [cf. (4.20)].

The efficiencies are seen to increase with temperature, as well as with Z. Z is

largest for certain materials (A and B in Fig. 4.4) of semiconductor structure and is

small for metals as well as for insulators. Although Rint is small for metals and large

for insulators, the same is true for the Seebeck coefficient α, which appears

squared. C is larger for metals than for insulators. Together, these features combine

to produce a peak in Z in the semiconductor region. Typical values of Z are about

23 1023 (K)21 at T5 300 K (Angrist, 1976). The two materials A and B may be

taken as a p-type and an n-type semiconductor, which have Seebeck coefficients of

opposite signs, so that their contributions add coherently for a configuration of the

kind shown in Fig. 4.4.
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4.2.1.2 Thermionic generators

Thermionic converters consist of two conductor plates separated by vacuum or

plasma. The plates are maintained at different temperatures. One, the emitter, is at a

temperature T large enough to allow a substantial emission of electrons into the space

between the plates due to the thermal statistical spread in electron energy (4.23).

The electrons (e.g., of a metal emitter) move in a potential field characterized by a

barrier at the surface of the plate. The shape of this barrier is usually such that the

probability of an electron penetrating it is small until a critical temperature, after

which it increases rapidly (“red-glowing” metals). The other plate is maintained at a

lower temperature Tref. In order not to have a buildup of space charge between the

emitter and the collector, atoms of a substance like cesium may be introduced in this

area. These atoms become ionized near the hot emitter (they give away electrons to

make up for the electron deficit in the emitter material), and, for a given cesium pres-

sure, the positive ions exactly neutralize the space charges of the traveling electrons.

At the collector surface, recombination of cesium ions takes place.

The layout of the emitter design must allow the transfer of large quantities

of heat to a small area in order to maximize the electron current responsible for

creating the electric voltage difference across the emitter�collector system,

which may be utilized through an external load circuit. This heat transfer can be

accomplished by a so-called heat pipe—a fluid-containing pipe that allows the fluid

to evaporate in one chamber when heat is added. The vapor then travels to the other

end of the pipe, condenses, and gives off the latent heat of evaporation to the sur-

roundings, after which it returns to the first chamber through capillary channels,

under the influence of surface tension forces.

The description of the thermionic generator in terms of the model converter

shown in Fig. 4.2 is very similar to that of the thermoelectric generator. With the

two temperatures T and Tref defined above, the generalized force FQ is defined.

The electrical output current, Jq, is equal to the emitter current, provided that

back-emission from the collector at temperature Tref can be neglected and provided

that the positive-ion current in the intermediate space is negligible in comparison

with the electron current. If the space charges are saturated, the ratio between ion

and electron currents is simply the inverse of the square root of the mass ratio, and

the positive-ion current will be a fraction of a percent of the electron current.

According to quantum statistics, the emission current (and hence Jq) may be written

JQ 5AT 2expð2 e φe=ðkTÞÞ; (4.30)

where φe is the electric potential of the emitter, eφe is the potential barrier of

the surface in energy units, and A is a constant (Angrist, 1976). Neglecting heat

conduction losses in plates and the intermediate space, as well as light emission,

the heat JQ,in to be supplied to keep the emitter at the elevated temperature T equals

the energy carried away by the electrons emitted,

JQ;in 5 Jqðφe 1 δ1 2kT=eÞ; (4.31)
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where the three terms in brackets represent the surface barrier, the barrier

effectively seen by an electron due to the space charge in the intermediate space,

and the original average kinetic energy of the electrons at temperature T (divided

by e), respectively.

Finally, neglecting internal resistance in plates and wires, the generalized

electrical force equals the difference between the potential φe and the corresponding

potential for the collector φc,

2Fq 5φc 2φe; (4.32)

with insertion of the above expressions (4.30) to (4.32). Alternatively, these

expressions may be linearized in the form (4.10) and the efficiency calculated

exactly as in the case of the thermoelectric device. It is clear, however, that a linear

approximation to (4.30), for example, would be very poor.

4.2.2 Engine conversion of solar energy

The conversion of heat to shaft power or electricity is generally achieved by one of

the thermodynamic cycles, examples of which were shown in Fig. 4.3. The cycles

may be closed, as in Fig. 4.3, or they may be “open,” in that the working fluid is

not recycled through the cooling step (4-1 in most of the cycles shown in Fig. 4.3).

Instead, new fluid is added for the heating or compression stage, and “used” fluid is

rejected after the expansion stage.

It should be kept in mind that thermodynamic cycles convert heat of tempera-

ture T into work plus some residual heat of temperature above the reference

temperature Tref (in the form of heated cooling fluid or rejected working fluid).

Emphasis should therefore be placed on utilizing both the work and the “waste

heat.” This is done, for example, by co-generation of electricity and water for

district heating.

The present chapter looks at a thermodynamic engine concept considered

particularly suited for conversion of solar energy. Other examples of the use of

thermodynamic cycles in the conversion of heat derived from solar collectors into

work is given in sections 4.4.4 and 4.4.5. The dependence of the limiting Carnot

efficiency on temperature is shown in Fig. 4.93 for selected values of a parameter

describing the concentrating ability of the collector and its short-wavelength

absorption to long-wavelength emission ratio. Section 4.4.5 describes devices

aimed at converting solar heat into mechanical work for water pumping, while the

devices of interest in section 4.4.4 convert heat from a solar concentrator into

electricity.

4.2.2.1 Ericsson hot-air engine

The engines in the examples mentioned above were based on the Rankine or the

Stirling cycle. It is also possible that the Ericsson cycle (which was actually

invented for the purpose of solar energy conversion) will prove advantageous in
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some solar energy applications. It is based on a gas (usually air) as a working fluid

and may have the layout shown in Fig. 4.5. In order to describe the cycle depicted

in Fig. 4.3, the valves must be closed at definite times and the pistons must be

detached from the rotating shaft (in contrast to the situation shown in Fig. 4.5),

so that heat may be supplied at constant volume. In a different mode of operation,

the valves open and close as soon as a pressure difference between the air on the

two sides begins to develop. In this case, the heat is added at constant pressure,

as in the Brayton cycle, and the piston movement is approximately at constant

temperature, as in the Stirling cycle (this variant is not shown in Fig. 4.3).

The efficiency can easily be calculated for the latter version of the Ericsson

cycle, for which the temperatures Tup and Tlow in the compression and expansion

piston cylinders are constant, in a steady situation. This implies that the air enters

the heating chamber with temperature Tlow and leaves it with temperature Tup.

The heat exchanger equations (cf. section 4.2.3, but not assuming that T3 is

constant) take the form

2JgmC
f
pdT

f ðxÞ=dx5 h0ðTf ðxÞ2 TgðxÞÞ;

JgmCpgdT
gðxÞ=dx5 h0ðTf ðxÞ2 TgðxÞÞ;

where the superscript g stands for the gas performing the thermodynamic cycle,

f stands for the fluid leading heat to the heating chamber for heat exchange, and x

increases from zero at the entrance to the heating chamber to a maximum value

Heating fluid inlet

Cooling fluid inlet

Figure 4.5 Example of an Ericsson hot-air engine.
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at the exit. Cp is a constant-pressure heat capacity per unit mass, and Jm is a mass

flow rate. Both these and h0, the heat exchange rate per unit length dx, are assumed

constant, in which case the equations may be explicitly integrated to give

Tc;in 5 Tc;out 2
Jgm Cg

p

J
f
m C

f
p

ðTup 2 TlowÞ

5
JgmC

g
pð12HÞ

J
g
mC

g
p 1 J

f
mC

f
p

Tlow 1 H1
J f
mC

f
p ð12HÞ

J
g
mC

g
p 1 J

f
mC

f
p

0
@

1
ATc;out:

(4.33)

Here Tc,out5 T is the temperature provided by the solar collector or other heat

source, and Tc,in is the temperature of the collector fluid when it leaves the

heat exchanger of the heating chamber, to be re-circulated to the collector or to

a heat storage connected to it. H is given by

H5 expð2 hððJ f
mC

f
p Þ21 1 ðJgmCg

pÞ21ÞÞ;

where h5
Ð
h0 dx. Two equations analogous to (4.33) may be written for the heat

exchange in the cooling chamber of Fig. 4.5, relating the reject temperature Tr,in
and the temperature of the coolant at inlet, Tr,out5 Tref, to Tlow and Tup. Tc,in may

then be eliminated from (4.33) and Tr,in from the analogous equation, leaving two

equations for determination of Tup and Tlow as functions of known quantities,

notably the temperature levels T and Tref. The reason for not having to consider

equations for the piston motion in order to determine all relevant temperatures is,

of course, that the processes associated with the piston motion have been assumed

to be isothermal.

The amounts of heat added, Qadd, and rejected, Qrej, per cycle are

Qadd 5mCg
pðTup 2 TlowÞ1 n5 Tup logðVmax=VminÞ; (4.34a)

Qrej 5mCg
pðTup 2 TlowÞ1 n5 TlowlogðVmax=VminÞ1Qrej

0; (4.34b)

where m is the mass of air involved in the cycle and n is the number of moles of air

involved. R is the gas constant, and Vmin and Vmax are the minimum and maximum

volumes occupied by the gas during the compression or expansion stages (for sim-

plicity, the compression ratio Vmax /Vmin has been assumed to be the same for the

two processes, although they take place in different cylinders). The ideal gas

law has been assumed in calculating the relation between heat amount and work

in (4.34), and Q0
rej represents heat losses not contributing to transfer of heat from

working gas to coolant flow (piston friction, etc.). The efficiency is

η5 ðQadd 2QrejÞ = Qadd;
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and the maximum efficiency that can be obtained with this version of the Ericsson

engine is obtained for negligible Q0
rej and ideal heat exchangers providing Tup5 T

and Tlow5 Tref ,

maxðηÞ5 ð12 Tref =TÞ= 11
mCg

p

n 5logðVmax=VminÞ
ð12 Tref =TÞ

� �
: (4.35)

The ideal Carnot efficiency may even be approached, if the second term

in the denominator can be made small. (However, to make the compression ratio

very large implies an increase in the length of time required per cycle, such

that the rate of power production may actually go down, as discussed in

section 4.1.1). The power may be calculated by evaluating (4.34) per unit time

instead of per cycle.

4.2.3 Heat pumps

In some cases, it is possible to produce heat at precisely the temperature needed

by primary conversion. However, often the initial temperature is lower or higher

than required, in the latter case even considering losses in transmission and heat

drop across heat exchangers. In such situations, appropriate temperatures are

commonly obtained by mixing (if the heat is stored as sensible heat in a fluid

like water, the water may be mixed with colder water, a procedure often used in

connection with fossil-fuel burners). This procedure is wasteful in the context of

the second law of thermodynamics, since the energy is, in the first place, produced

with a higher quality than subsequently needed. In other words, the second law

efficiency of conversion (2.20) is low, because there will be other schemes of

conversion by which the primary energy can be made to produce a larger quantity

of heat at the temperature needed at load. An extreme case of a “detour” is the

conversion of heat to heat by first generating electricity by thermal conversion

(as is done today in fossil power plants) and then degrading the electricity to heat

of low temperature by passing a current through an ohmic resistance (“electric

heaters”). However, there are better ways.

4.2.3.1 Heat pump operation

If heat of modest temperature is required, and a high-quality form of energy

is available, a device is needed that can derive additional benefits from the high

quality of the primary energy source. This can be achieved by using one of the

thermodynamic cycles described in section 4.1.2, provided that a large reservoir of

approximately constant temperature is available. The cycles (cf. Fig. 4.3) must be

traversed “anti-clockwise,” such that high-quality energy (electricity, mechanical

shaft power, fuel combustion at high temperature, etc.) is added, and heat energy

is thereby delivered at a temperature T higher than the temperature Tref of the

reference reservoir from which it is drawn. Most commonly, the Rankine cycle,

with maximum efficiencies bounded by (4.22), is used (e.g., in an arrangement
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of the type shown in Fig. 4.6). The fluid of the closed cycle, which should have

a liquid and a gaseous phase in the temperature interval of interest, may be a

fluorochloromethane compound (which needs to be recycled owing to climatic

effects caused if it is released to the atmosphere). The external circuits may

contain an inexpensive fluid (e.g., water), and they may be omitted if it is

practical to circulate the primary working fluid directly to the load area or to the

reference reservoir.

The heat pump contains a compressor, which performs step 7-5 in the Rankine

cycle depicted in Fig. 4.3, and a nozzle, which performs step 2�9. The intermediate

steps are performed in the two heat exchangers, giving the working fluid

the temperatures Tup and Tlow, respectively. The equations for determining these

temperatures are of the form of equation (4.37). There are four such equations,

which must be supplemented by equations for the compressor and nozzle perfor-

mance, in order to allow a determination of all the unknown temperatures indicated

in Fig. 4.6, for given Tref, given load, and a certain energy expenditure to the

compressor. Losses in the compressor are in the form of heat, which in some cases

can be credited to the load area.

An indication of the departures from the Carnot limit of the coefficients of

performance, εheat pump, encountered in practice, is given in Fig. 4.7, as a function

of the temperature difference Tup2 Tlow at the heat pump and for selected values of

Tup. In the interval of temperature differences covered, the εheat pump is about 50%

of the Carnot limit (4.22b), but it falls more and more below the Carnot value as

the temperature difference decreases, although the absolute value of the coefficient

of performance increases.

Several possibilities exist for the choice of the reference reservoir. Systems in

use for space heating or space cooling (achieved by reversing the flow in the

compressor and expansion-nozzle circuit) have utilized river water, lake water,

and seawater, and air, as well as soil as reservoirs. The temperatures of such

reservoirs are not entirely constant, and it must therefore be acceptable that the

performance of heat pump systems will vary with time. The variations are damped

if water or soil reservoirs at sufficient depth are used, because weather-related

temperature variations disappear as one goes just a few meters down into the soil.

Alternative types of reservoirs for use with heat pumps include city waste sites,

livestock manure, ventilation air from households or from livestock barns (where

the rate of air exchange has to be particularly high), and heat storage tanks

connected to solar collectors.

Reservoir
Compressor

Nozzle

LoadTr,out TL,in

TL,outTr,in

Tref Tlow Tup T

Figure 4.6 Schematic picture of a heat pump.
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With solar heating systems, the heat pump may be connected between the heat store

and the load area (whenever the storage temperature is too low for direct circulation),

or it may be connected between the heat store and the collector, so that the fluid let

into the solar collector is cooled in order to improve the collector performance.

Of course, a heat pump operating on its own reservoir (soil, air, etc.) may also provide

the auxiliary heat for a solar heating system of capacity below the demand.

The high-quality energy input to the compressor of a heat pump may also

come from a renewable resource, e.g., by wind or solar energy conversion, either

directly or via a utility grid carrying electricity generated by renewable energy

resources. As for insulation materials, concern has been expressed over the use

of CFC (Chloro-Fluoro-Carbon) gases in the processing or as a working fluid,

and substitutes believed to have less negative impacts have been developed.

4.2.3.2 Heat exchange

A situation like the one depicted in Fig. 4.8 is often encountered in energy supply

systems. A fluid is passing through a reservoir of temperature T3, thereby changing
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Figure 4.7 Measured coefficient of performance, εheat pump, for a heat pump with a semi-hermetic

piston-type compressor (solid lines, based on Trenkowitz, 1969), and corresponding curves for

ideal Carnot cycles.
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the fluid temperature from T1 to T2. In order to determine T2 in terms of T1 and T3,

in a situation where the change in T3 is much smaller than the change from T1 to

T2, the incremental temperature change in the fluid traveling a short distance dx

through the pipe system is related to the amount of heat transferred to the reservoir,

assumed to depend linearly on the temperature difference,

JmC
fluid
p dT fluid=dx5 h0ðT3 2 T fluidÞ:

Integrating from T1 at the inlet (x5 x1) gives

TfluidðxÞ2 T3 5 ðT1 2 T3Þexpð2 h0ðx2 x1Þ=ðJmC fluid
p ÞÞ; (4.36)

where h0 is the heat transfer per unit time from a unit length of the pipe for a

temperature difference of one unit. The heat transfer coefficient for the entire heat

exchanger is

h5

ðx2
x1

h0 dx;

which is sometimes written h5UhAh, with Uh being the transfer coefficient per

unit area of pipe wall and Ah being the effective area of the heat exchanger. For

x5 x2, (4.36) becomes (upon re-ordering)

ðT1 2 T2Þ5 ðT1 2 T3Þð12 expð2 h=ðJmC fluid
p ÞÞÞ: (4.37)

4.2.4 Geothermal and ocean-thermal conversion

Geothermal heat sources have been utilized by means of thermodynamic engines

(e.g., Brayton cycles), in cases where the geothermal heat has been in the form of

x2 x1

T3

T2 T1

Jm

Figure 4.8 Heat exchanger, an idealized example of a well-mixed T3-reservoir.
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steam (water vapor). In some regions, geothermal sources provide a mixture of

water and steam, including suspended soil and rock particles, so that conventional

turbines cannot be used. Work has been done on a special “brine screw” that can

operate under such conditions (McKay and Sprankle, 1974).

However, in most regions the geothermal resources are in the form of heat-

containing rock or sediments, with little possibility of direct use. If an aquifer

passes through the region, it may collect heat from the surrounding layers and

allow a substantial rate of heat extraction, for example, by means of two holes

drilled from the surface to the aquifer and separated from each other, as indi-

cated in Fig. 4.9a. Hot water (not developing much steam unless the aquifer

lies very deep—several kilometers—or its temperature is exceptionally high) is

pumped or rises by its own pressure to the surface at one hole and is re-injected

through a second hole, in a closed cycle, in order to avoid pollution from various

undesired chemical substances often contained in the aquifer water. The heat

extracted from a heat exchanger may be used directly (e.g., as district heating;

cf. Clot, 1977) or may generate electricity through one of the “low-temperature”

thermodynamic cycles considered above in connection with solar collectors

(Mock et al., 1997).

If no aquifer is present to establish a “heat exchange surface” in the heat-

containing rock, it may be feasible to create suitable fractures artificially

Load or
converter

P P P P

(a) (b)

Figure 4.9 Examples of the utilization of geothermal heat: (a) based on the presence of an

aquifer; (b) based on a region of fractured rock.
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(by explosives or induced pressure). An arrangement of this type is illustrated in

Fig. 4.9b, counting on the fluid that is pumped down through one drilled hole

to make its way through the fractured region of rock to the return drilled hole in

such a way that continued heat extraction can be sustained. The heat transfer can be

predicted only in highly idealized cases (see, for example, Gringarten et al., 1975),

which may not be realized as a result of the fairly uncontrolled methods of rock

fractionation available.

One important result of the model calculations is that the heat extraction rate

deemed necessary for practical applications is often higher than the geothermal flux

into the region of extraction, so that the temperature of the extracted heat will drop.

This non-sustainable use of geothermal energy is apparent in actual installations

in New Zealand and Italy (where temperatures of extracted steam are dropping

by something like 1�C per year, the number being highly dependent on fracture

distribution, rock structure, etc.).

4.2.4.1 Conversion of ocean thermal energy

Downward gradients of temperature exist in most oceans, and they are particularly

stable (i.e., without variations with time) in the tropical oceans. The utilization

of such temperature gradients for electricity generation (e.g., by use of a

Rankine cycle) has been considered several times since the first suggestions by

d’Arsonval (1881).

The temperature differences available over the first 500�1000 m of water depth are

only about 25�C. For a closed Rankine cycle, with a working fluid (e.g., ammonia)

that evaporates and condenses at convenient temperatures, placed near the ocean

surface, colder water will have to be pumped through a pipe from the depth to a

heat exchanger for condensation of the working fluid. Further, a warm water heat

exchanger is required for evaporating the working fluid. If the heat exchange surface

is such that, say, 5�C is “lost” at each heat exchanger, the temperature difference

available to the thermodynamic cycle is only 15�C, corresponding to a limiting Carnot

efficiency of roughly 0.05. For an actual engine, the efficiency is still lower, and from

the power generated should subtract the power needed to pump hot and cold water

through the heat exchangers and to pump cold water from its original depth to the

converter level. It is expected that overall efficiencies around 0.02 may be achieved

(cf., for example, McGowan, 1976).

In order to save energy to pump the hot water through the heat exchanger, it has

been suggested that the converters be placed in strong currents, such as the Gulf

Stream (Heronemus, 1975). Of course, the power extraction from ocean thermal

gradients could have adverse environmental effects. This danger may be increased

if ocean currents are incorporated into the scheme, because of the possible sensitiv-

ity of the currents to small perturbations, and because of the dependence of climatic

zones on the course of currents like the Gulf Stream and the Kuro Shio. (Similar

concerns are discussed in connection with global warming caused by increased

anthropogenic injection of greenhouse gases into the atmosphere.)
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Open thermodynamic cycles have also been suggested for conversion of ocean

thermal energy (Claude, 1930; Beck, 1975; Zener and Fetkovich, 1975), for example,

based on creating a rising mixture of water and steam bubbles or “foam”; the mixture

is separated at a height above sea level, so that the water can be used to drive a

turbine rotor.

If viable systems could be developed for conversion of ocean thermal energy,

then there would be a number of other applications of such conversion devices in

connection with other heat sources of a temperature little higher than that of the

surroundings, especially when such heat sources can be regarded as “free.” Examples

are the reject or “waste” heat flows from other conversion devices operating at higher

initial temperature differences, including fuel-based power plants.

4.3 Mechanical energy conversion processes

4.3.1 Basic description of flow-driven converters

A turbine is a device delivering rotational shaft power on the basis of some other

type of mechanical energy. If the temperature of the surroundings is regarded

as fixed, the simple model in Fig. 4.2 allows the energy dissipation (4.17) to be

written

D5 JmFm 1 JθFθ; (4.38)

since, from (4.18), FQ,in is zero, and no electrical output has been considered in this

conversion step. The output variables are the angular velocity of the shaft, Jθ (4.9),

and the torque acting on the system, Fθ (4.15), while the input variables are the

mass flow rate, Jm (4.9), and the generalized force Fm given in (4.18). The specific

energy contents win and wout are of the form (4.13), corresponding to, for example,

the geopotential energy of a given water head,

w
pot
in 5 gΔz; wpot

out 5 0; (4.39)

the kinetic energy of the working fluid,

wkin
in 5 1/2u2in; wkin

out 5
1/2u2out; (4.40)

and the enthalpy connected with the pressure changes,

hin 5Pin=ρin; hout 5Pout=ρout; (4.41)

where the internal energy term in (4.1), assumed constant, has been left out, and the

specific volume has been expressed in terms of the fluid densities ρin and ρout at
input and output.
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If a linear model of the Onsager type (4.10) is adopted for Jm and Jθ and these

equations are solved for Jm and Fθ, one obtains

Jm 5 LmθJθ=Lθθ 1 ðLmm 2 LmθLθm=LθθÞFm;

2Fθ 52 Jθ=Lθθ 1 LθmFm=Lθθ:
(4.42)

The coefficients may be interpreted as follows: Lmθ /Lθθ is the mass of fluid

displaced by the turbine during one radian of revolution, (Lmm2 Lmθ Lθm /Lθθ)

is a “leakage factor” associated with fluid getting through the turbine without

contributing to the shaft power, and finally, Lθθ
21 represents the friction losses.

Insertion into (4.38) gives the linear approximation for the dissipation,

D5 ðLmm 2 LmθLθm=LθθÞðFmÞ2 1 ðJθÞ2=Lθθ: (4.43)

An ideal conversion process may be approached if no heat is exchanged with the

surroundings, in which case (4.19) and (4.12) give the simple efficiency

η5 ðwin 2woutÞ=win: (4.44)

The second law efficiency in this case is, from (4.20), (4.14), and (4.12),

ηð2:lawÞ 5 ðwin 2woutÞ=ðwin 2wout 2 Tref ðsm;in 2 sm;outÞÞ: (4.45)

The second law efficiency becomes unity if no entropy change takes place in the

mass stream. The first law efficiency (4.44) may approach unity if only potential

energy change of the form (4.39) is involved. In this case wout5 0, and the fluid

velocity, density, and pressure are the same before and after the turbine.

Hydroelectric generators approach this limit if working entirely on a static water

head. Overshot waterwheels may operate in this way, and so may the more

advanced turbine constructions, if the potential to kinetic energy conversion (in

penstocks) and pressure buildup (in the nozzle of a Pelton turbine and in the inlet

tube of many Francis turbine installations) are regarded as “internal” to the device

(cf. section 4.3.4). However, if there is a change in velocity or pressure across the

converter, the analysis must take this into account, and it is no longer obvious

whether the first law efficiency may approach unity or not.

4.3.1.1 Free-stream-flow turbines

Consider, for example, a free stream flow passing horizontally through a converter.

In this case, the potential energy (4.39) does not change and may be left out. The

pressure may vary near the converting device, but far behind and far ahead of the

device, the pressure is the same if the stream flow is free. Thus,

w5wkin 5 1=2ðu2x 1 u2y 1 u2z Þ5 1=2u � u;
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and

win 2wout 5
1/2ðuin 2 uoutÞ � ðuin 1 uoutÞ: (4.46)

This expression, and hence the efficiency, would be maximum if uout could be

made zero. However, the conservation of the mass flow Jm requires that uin and

uout satisfy an additional relationship. For a pure, homogeneous streamline flow

along the x-axis, the rate of mass flow is

Jm 5 ρAin ux;in 5 ρAoutux;out; (4.47)

in terms of areas Ain and Aout enclosing the same streamlines, before and after

the passage through the conversion device. In a more general situation, assuming

rotational symmetry around the x-axis, the device may have induced a radial as

well as a circular flow component. This situation is illustrated in Fig. 4.10. It is

further discussed below, and the only case treated here is the simple one in which

the radial and tangential components of the velocity field, ur and ut, which may be

induced by the conversion device, can be neglected.

The axial force (“thrust”) acting on the converter equals the momentum change,

Fx 5 Jmðux;in 2 ux;outÞ: (4.48)

If the flow velocity in the converter is denoted u, an effective area of conversion,

A, may be defined by

Jm 5 ρAux; (4.49)

according to the continuity equation (4.47). Dividing (4.48) by ρA, one obtains the

specific energy transfer from the mass flow to the converter, within the conversion

Converter

AAin

ux,in

ur

ut

Aout

ux,out

Figure 4.10 Schematic picture of a free-stream-flow converter or turbine. The incoming

flow is a uniform streamline flow in the x-direction, while the outgoing flow is allowed to

have a radial and a tangential component. The diagram indicates how a streamline may be

transformed into an expanding helix by the device. The effective area of the converter,

A, is defined in (4.49).
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area A. This should equal the expression (4.46) for the change in specific energy,

specialized to the case of homogeneous flows uin and uout along the x-axis,

uxðux;in 2 ux;outÞ5 1=2ðux;in 1 ux;outÞðux;in 2 ux;outÞ

or

ux 5 1=2ðux;in 1 ux;outÞ: (4.50)

The physical principle behind this equality is simply energy conservation, and

the assumptions so far have been the absence of heat exchange, so that the energy

change (4.12) becomes proportional to the kinetic energy difference (4.46), and the

absence of induced rotation, so that only x-components of the velocity need to be

considered. On both sides of the converter, Bernoulli’s equation is valid, stating

that the specific energy is constant along a streamline (Bernoulli’s equation for

an irrotational flow is given in section 2.5.3, with φ5 constant defining the stream-

lines). Far from the converter, the pressures are equal but the velocities are

different, while the velocity just in front of or behind the converter may be taken as

ux, implying a pressure drop across the converter,

ΔP5 1=2ρðux;in 1 ux;outÞðux;in 2 ux;outÞ: (4.51)

The area enclosing a given streamline field increases continuously across the

converter at the same time as the fluid velocity continuously decreases. The pres-

sure, on the other hand, rises above the ambient pressure in front of the converter,

then discontinuously drops to a value below the ambient one, and finally increases

toward the ambient pressure again, behind (“in the wake of”) the converter.

It is customary (see, for example, Wilson and Lissaman, 1974) to define an axial

interference factor, a, by

ux 5 ux;inð12 aÞ; (4.52)

in which case (4.50) implies that ux,out5 ux,in (12 2a). With this, the power output

of the conversion device can be written

E5 Jmðwin 2woutÞ5 ρAðux;inÞ32að12aÞ2; (4.53)

and the efficiency can be written

η5E=ðJmwinÞ5 4að12 aÞ: (4.54)

It is seen that the maximum value of η is unity, obtained for a5 1/2, corresponding

to ux,out5 0. The continuity equation (4.47) then implies an infinite area Aout, and it

will clearly be difficult to defend the assumption of no induced radial motion.

In fact, for a free stream device of this type, the efficiency (4.54) is of little

relevance since the input flux may not be independent of the details of the device.
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The input area Ain, from which streamlines would connect with a fixed converter

area A, could conceivably be changed by altering the construction of the converter.

It is therefore more appropriate to ask for the maximum power output for fixed A,

as well as fixed input velocity ux,in, this being equivalent to maximizing the power

coefficient defined by

Cp 5E=ð1=2ρAðux;inÞ3Þ5 4að12aÞ2: (4.55)

The maximum value is obtained for a5 1/3, yielding Cp=16/27 and ux,out5 ux,in/3.

The areas are Ain5 (12 a)A5 2/3 A and Aout5 (12 a)A/(12 2a)5 2 A, so in this

case it may be a reasonable approximation to neglect the radial velocity component

in the far wake.

The maximum found above for Cp is only a true upper limit with the assumptions

made. By discarding the assumption of irrotational flow, it becomes possible for the

converter to induce a velocity field, for which rot(u) is no longer zero. It has been

shown that if the additional field is in the form of a vortex ring around the converter

region, so that it does not contribute to the far wake, then it is possible to exceed the

upper limit power coefficient 16/27 found above (cf. section 4.3.3).

4.3.1.2 Methods of describing the conversion of wind flows

Conversion of wind energy into linear motion of a body has been utilized exten-

sively, particularly for transportation across water surfaces. A large sailing vessels

of the type used in the 19th century would have converted wind energy at peak

rates of a quarter of a megawatt or more.

The force on a sail or a wing (i.e., profiles of negligible or finite thickness) may

be broken down into a component in the direction of the undisturbed wind (drag)

and a component perpendicular to the undisturbed wind direction (lift). In referring

to an undisturbed wind direction it is assumed that a uniform wind field is modified

in a region around the sail or the wing, but that beyond a certain distance such

modifications can be disregarded.

In order to determine the force components, Euler’s equations (cf. section 2.5.2)

may be used. If viscous and external forces are neglected, and the flow is assumed

to be irrotational (so that Bernoulli’s equation is valid) and steady (so that the

time-derivative of the velocity potential vanishes, cf. section 2.5.3), then the force

on a segment of the airfoil (sail or wing) may be written

dF

dz
5

ð
�
C

P n ds52 1=2ρ
ð
�

C

ðv � vÞ n ds:

Here dz is the segment length (cf. Fig. 4.11), C is a closed contour containing

the airfoil profile, n is a unit vector normal to the contour [in the (x, y)-plane],

and ds is the path-length increment, directed along the tangent to the contour, still

in the (x, y)-plane. Taking advantage of the fact that the wind velocity v approaches
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a homogeneous field W (assumed to be along the x-axis) far from the airfoil, the

contour integral may be reduced and evaluated (e.g., along a circular path),

dF=dz5 ρW Γ ey; (4.56)

Γ5

ð
�

C

v � ds � π c W sinα: (4.57)

Here ey is a unit vector along the y-axis, c is the airfoil chord length, and α is

the angle between the airfoil and W. In the evaluation of the circulation Γ, it has
been assumed that the airfoil is thin and without curvature. In this case, c and α are

well defined, but in general the circulation depends on the details of the profile,

although an expression similar to the right-hand side of (4.57) is still valid as a first

approximation, for some average chord length and angle of attack. Equation (4.56)

is known as the theorem of Kutta (1902) and Joukowski (1906).

The expressions (4.56) and (4.57) are valid in a co-ordinate system fixed relative

to the airfoil (Fig. 4.11), and if the airfoil is moving with a velocity U, the velocities
v and W are to be interpreted as relative ones, so that

W5 uin 2U; (4.58)

if the undisturbed wind velocity is uin.
The assumption that viscous forces may be neglected is responsible for obtaining

in (4.56) only a lift force, the drag force being zero. Primitive sailing vessels, as

well as primitive windmills, have been primarily aimed at utilizing the drag force.

It is possible, however, with suitably constructed airfoils, to make the lift force one

Lift force

Drag force

z

y

x

c

W

α

dz

Figure 4.11 Forces on an airfoil segment.
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or two orders of magnitude larger than the drag force and thereby effectively

approach the limit where the viscous forces and hence the drag can be neglected.

This usually requires careful “setting” of the airfoil, i.e., careful choice of the angle

of attack, α, and, in order to study operation at arbitrary conditions, the drag

component should be retained.

It is customary to describe the drag and lift forces on an airfoil of given shape

as a function of α, in terms of two dimensionless constants, CD(α) and CL(α),
defined by

dFx=dz5 1=2ρ CDW
2c; (4.59a)

dFy=dz5 1=2ρ CLW
2c: (4.59b)

The constants CD and CL are not quite independent of the size of the system,

which is not unexpected since the viscous forces (friction) in air contribute

most to turbulent motion on smaller scales (cf. the discussion in section 2.5.2).

Introducing the Reynolds number,

Re5Wc=η;

where η is the kinematic viscosity of air defined in section 2.5.2 as a measure of

the ratio between “inertial” and “viscous” forces acting between airfoil and air,

the α-dependence of CD and CL for fixed Re, as well as the Re-dependence for the

value of α that gives the highest lift-to-drag ratio, L/D5CL/CD, may appear

as shown in Figs. 4.12 and 4.13. The contours of these “high lift” profiles are

indicated in Fig. 4.12.

Assuming that CD, CL, and W are constant over the area A5
Ð
c dz of the airfoil,

the work done by a uniform (except in the vicinity of the airfoil) wind field uin
on a device (e.g., a ship) moving with a velocity U can be derived from (4.58)

and (4.59),

E5F � U:

The angle β between uin and U (see Fig. 4.14) may be maintained by a rudder.

The power coefficient (4.55) becomes

Cp 5 f ðCLsinβ2CDð12sin2β1f 222f cosβ Þ1/2 Þð11f 222f cosβ Þ1/2;

with f5U/uin. For CL5 0, the maximum Cp is 4CD/27, obtained for f5 1/3 and

β5 0, whereas the maximum Cp for high lift-to-drag ratios L/D is obtained for β
close to 1/2π and f around 2CL /(3CD). In this case, the maximum Cp may exceed

CL by one to two orders of magnitude (Wilson and Lissaman, 1974).

It is quite difficult to maintain the high speeds U required for optimum perfor-

mance in a linear motion of the airfoil, and it is natural to focus the attention on
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rotating devices, in case the desired energy form is shaft or electric power and not

propulsion. Wind-driven propulsion in the past (mostly of ships at sea) has been

restricted to U/uin values far below the optimum region for high L/D airfoils (owing

to friction against the water), and wind-driven propulsion on land or in the air has

received little attention.

4.3.2 Propeller-type converters

Propellers have been extensively used in aircraft to propel the air in a direction

parallel to that of the propeller axis, thereby providing the necessary lift force

on the airplane wings. Propeller-type rotors are similarly used for windmills,

but here the motion of the air (i.e., the wind) makes the propeller, which should

be placed with its axis parallel to the wind direction, rotate, thus providing

the possibility of power extraction. The propeller consists of a number of blades

that are evenly distributed around the axis (cf. Fig. 4.15), with each blade having

an aerodynamic profile designed to produce a high lift force, as discussed in

section 4.3.1. If there are two or more blades, the symmetrical mounting ensures a

symmetrical mass distribution, but if only one blade is used it must be balanced by

a counterweight.

4.3.2.1 Theory of non-interacting streamtubes

In order to describe the performance of a propeller-type rotor, the forces on each

element of the blade must be calculated, including the forces produced by the direct

action of the wind field on each individual element as well as the forces arising as a

result of interactions between different elements on the same or on different blades.

uin

U

CL
CD

F

W

β

ρAW21
2

Figure 4.14 Velocity and force components for a sailing vessel.
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Since the simple airfoil theory outlined in section 4.3.1 deals only with the forces

on a given blade segment, in the absence of the other ones and also without the

inclusion of “edge effects” from “cutting out” this one segment, it is tempting as

a first approximation to treat the different radial segments of each blade as indepen-

dent. Owing to the symmetrical mounting of blades, the corresponding radial

segments of different blades (if more than one) may be treated together for a

uniform wind field, considering, as indicated in Fig. 4.15, an annulus-shaped

streamtube of flow, bordered by streamlines intersecting the rotor plane at radial

distances r and r + Dr. The approximation of independent contributions from each

streamtube, implying that radially induced velocities (ur in Fig. 4.10) are neglected,

allows the total shaft power to be expressed as

E5

ðR
0

dE

dr
dr;

where dE/dr depends only on the conditions of the streamtube at r. Similar sums

of independent contributions can in the same order of approximation be used to

describe other overall quantities, such as the axial force component T and the torque

Q (equal to the power E divided by the angular velocity Ω of the propeller).

In Fig. 4.16, a section of a wing profile (blade profile) is seen from a direction

perpendicular to the cut. The distance of the blade segment from the axis of rotation

is r, and its velocity rΩ is directed along the y-axis. This defines a coordinate

system with a fixed x-axis along the rotor axis and moving y- and z-axes such that

the blade segment is fixed relative to the co-ordinate system.

In order to utilize the method developed in section 4.3.1, the apparent wind

velocity W to be used in (4.59) must be determined. It is given by (4.58) only if

the velocity induced by, and remaining in the wake of, the device, uind5 uout2 uin

Chord (c)
u = Ωr

r + dr

R

r

Figure 4.15 Definition of the streamtubes and blade integration variable for a propeller-type

rotor.
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(cf. Fig. 4.10), is negligible. Since the radial component ur of uind has been

neglected, uind has two components, one along the x-axis,

uindx 5 ux;out 2 ux;in 522aux;in

[cf. (4.52)], and one in the tangential direction,

uindt 5ωind
r 5 2a0Ω r;

when expressed in a non-rotating co-ordinate system (the second equality defines a

quantity a0, called the tangential interference factor).

W is determined by the air velocity components in the rotor plane. From the

momentum considerations underlying (4.52), the induced x-component u0 in

the rotor plane is seen to be

u0 5 1=2uindx 52 aux;in: (4.60)

In order to determine rω0, the induced velocity of rotation of the air in the rotor

plane, one may use the following argument (Glauert, 1935). The induced rotation is

partly due to the rotation of the wings and partly due to the non-zero circulation

(4.57) around the blade segment profiles (see Fig. 4.16a). This circulation may be

considered to imply an induced air velocity component of the same magnitude,

|rω0|, but with opposite direction in front of and behind the rotor plane. If the mag-

nitude of the component induced by the wing rotation is called rωv in the fixed

co-ordinate system, it will be rωv 1 rΩ and directed along the negative y-axis in

the co-ordinate system following the blade. It has the same sign in front of and

behind the rotor. The total y-component of the induced air velocity in front of the

rotor is then 2 (rωv + rΩ 1 rω0), and the tangential component of the induced air
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Figure 4.16 Velocity and force components of a rotating blade segment in a co-ordinate

system following the rotation (which is in the direction of the y-axis): (a) determination of

induced angular velocities; (b) determination of the direction of the apparent wind velocity;

(c) determination of force components along x- and y-axes.
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velocity in the fixed co-ordinate system is 2 (rωv2 rω0), still in front of the rotor.

But here there should be no induced velocity at all. This follows, for example,

from performing a closed line integral of the air velocity v along a circle with

radius r and perpendicular to the x-axis. This integral should be zero because the air

in front of the rotor has been assumed to be irrotational,

05

ð
circle area

rot v dA5

ð
� v � ds52 2πrðrω00 2 rω0Þ;

implying ωv5ω0. This identity also fixes the total induced tangential air velocity

behind the rotor, rωind5 rωv1 rω0 5 2rωv, and in the rotor plane (note that the

circulation component rω0 is here perpendicular to the y-axis),

rω0 5 rω00 5 1=2rωind 5Ω ra0: (4.61)

The apparent wind velocity in the co-ordinate system moving with the blade

segment, W, is now determined as seen in Fig. 4.16b. Its x-component is ux,

given by (4.52), and its y-component is obtained by taking (4.61) to the rotating

co-ordinate system,

Wx 5 ux 5 ux;inð12 aÞ; (4.62a)

Wy 52 ðrωx 1 rΩÞ52 rΩ ð11 a0Þ: (4.62b)

The lift and drag forces (Fig. 4.16c) are now obtained from (4.61) (except that

the two components are no longer directed along the co-ordinate axes), with values

of CD, CL, and c pertaining to the segments of wings at the streamtube intersecting

the rotor plane at the distance r from the axis. As indicated in Figs. 4.16b and c,

the angle of attack, α, is the difference between the angle φ, determined by

tanφ52Wx=Wy; (4.63)

and the pitch angle θ between blade and rotor plane,

α5φ2 θ: (4.64)

Referred to the co-ordinate axes of Fig. 4.16, the force components for a single

blade segment become

Fx 5 1=2ρ cW2ðCDðαÞ sinφ1CLðαÞ cosφÞ; (4.65a)

Fy 5 1=2ρ cW2ð2CDðαÞ cosφ1CLðαÞ sinφÞ; (4.65b)
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and the axial force and torque contributions from a streamtube with B individual

blades are given by

dT=dr5BFðrÞ; (4.66a)

dQ=dr5BrFyðrÞ: (4.66b)

Combining (4.66) with equations expressing momentum and angular momentum

conservation for each of the (assumed non-interacting) streamtubes, a closed set of

equations is obtained. Equating the momentum change of the wind in the x-direction

to the axial force on the rotor part intersected by an individual streamtube [i.e., (4.48)

and (4.49) with A=2πr], one obtains

dT=dr52Aρ uxu
ind
x 5 2πrρ ux;inð1� aÞ 2aux;in; (4.67)

and similarly equating the torque on the streamtube rotor part to the change in

angular momentum of the wind (from zero to r 3 uindt), one gets

dQ=dr5Aρ uxu
ind
t 5 2πr2ρ ux;inð12 aÞ2a0Ωr: (4.68)

Inserting W5 ux,in(12 a)/sin φ or W5 rΩ (1+a0)/cos φ (cf. Fig. 4.16c) as neces-

sary, one obtains a and a0 expressed in terms of φ by combining (4.65)�(4.68). Since,

on the other hand, φ depends on a and a0 through (4.63) and (4.62), an iterative method

of solution should be used. Once a consistent set of (a, a0, φ)-values has been

determined as function of r [using a given blade profile implying known values of θ, c,
CD(α), and CL(α) as function of r], either (4.66) or (4.67) and (4.68) may be integrated

over r to yield the total axial force, total torque, or total shaft power E5Ω Q.

One may also determine the contribution of a single streamtube to the power

coefficient (4.55),

CpðrÞ5
Ω dQ=dr

1/2 ρ u3x;in 2πr
5 4a0ð12 aÞ r Ω

ux;in

� �2
: (4.69)

The design of a rotor may utilize Cp(r) for a given wind speed ux,in
design to

optimize the choice of blade profile (CD and CL), pitch angle (θ), and solidity

(Bc/(πr)) for given angular velocity of rotation (Ω). If the angular velocity Ω is not

fixed (as it might be by use of a suitable asynchronous electrical generator, except

at start and stop), a dynamic calculation involving dΩ/dt must be performed.

Not all rotor parameters need to be fixed. For example, the pitch angles may be

variable, by rotation of the entire wing around a radial axis, such that all pitch

angles θ (r) may be modified by an additive constant θ0. This type of regulation is

useful in order to limit the Cp-drop when the wind speed moves away from the

design value u
design
x:in : The expressions given above would then give the actual Cp for

the actual setting of the pitch angles given by θ (r)design1 θ0 and the actual wind

speed ux,in, with all other parameters left unchanged.
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In introducing the streamtube expressions (4.67) and (4.68), it has been assumed

that the induced velocities, and thus a and a0, are constant along the circle periphery

of radius r in the rotor plane. As the model used to estimate the magnitude of the

induced velocities (Fig. 4.16a) is based on being near to a rotor blade, it is expected

that the average induced velocities in the rotor plane, u0 and rω0, are smaller than

the values calculated by the above expressions, unless the solidity is very large.

In practical applications, it is customary to compensate by multiplying a and a0 by
a common factor, F, less than unity and a function of B, r, and φ (see, for example,

Wilson and Lissaman, 1974).

Furthermore, edge effects associated with the finite length R of the rotor wings

have been neglected, as have the “edge” effects at r5 0 due to the presence of

the axis, transmission machinery, etc. These effects may be described in terms

of trailing vortices shed from the blade tips and blade roots and moving in helical

orbits away from the rotor in its wake. Vorticity is a name for the vector field rotv,
and the vortices connected with the circulation around the blade profiles

(Fig. 4.16a) are called bound vorticity. This can “leave” the blade only at the tip or

at the root. The removal of bound vorticity is equivalent to a loss of circulation

I (4.57) and hence a reduction in the lift force. Its dominant effect is on the tangen-

tial interference factor a0 in (4.68), and so it has the same form and may be treated

on the same footing as the corrections due to finite blade number. (Both are often

referred to as tip losses, since the correction due to finite blade number is usually

appreciable only near the blade tips, and they may be approximately described

by the factor F introduced above.) Other losses may be associated with the “tower

shadow,” etc.

4.3.2.2 Model behavior of power output and matching to load

A calculated overall Cp for a three-bladed, propeller-type wind energy converter is

shown in Fig. 4.17, as a function of the tip-speed ratio,

λ5ΩR=ux;in;

and for different settings of the overall pitch angle, θ0. It is clear from (4.69) and the

equations for determining a and a0 that Cp depends on the angular velocity Ω and the

wind speed ux,in only through the ratio λ. Each blade has been assumed to be an

airfoil of the type NACA 23012 (cf. Fig. 4.12), with chord c and twist angle θ
changing along the blade from root to tip, as indicated in Fig. 4.18. A tip-loss factor

F has been included in the calculation of sets of corresponding values of a, a0, and φ
for each radial station (each “streamtube”), according to the Prandtl model described

by Wilson and Lissaman (1974). The dashed regions in Fig. 4.17 correspond to

values of the product aF (corresponding to a in the expression without tip loss) larger

than 0.5. Since the axial air velocity in the wake is ux,out5 ux,in(12 2 aF) [cf. (4.52)

with F5 1], aF . 0.5 implies reversed or re-circulating flow behind the wind

energy converter, a possibility that has not been included in the above description.

394 Renewable Energy



The Cp values in the dashed regions may thus be inaccurate and presumably

overestimated.

Figure 4.17 shows that, for negative settings of the overall pitch angle θ0, the Cp

distribution on λ values is narrow, whereas it is broad for positive θ0 of modest

size. For large positive θ0, the important region of Cp moves to smaller λ values.

The behavior of Cp(λ) in the limit of λ approaching zero is important for operating

the wind energy converter at small rotor angular velocities and, in particular,

for determining whether the rotor will be self-starting, as discussed in more

detail below.

For a given angular speed Ω of the rotor blades, the power coefficient curve

specifies the fraction of the power in the wind that is converted, as a function of

the wind speed ux,in. Multiplying Cp by 1=2ρAu3x:in; where the rotor area is A5πR2

(if “coning” is disregarded, i.e., the blades are assumed to be in the plane of rota-

tion), the power transferred to the shaft can be obtained as a function of wind speed,

assuming the converter to be oriented (“yawed”) such that the rotor plane is perpen-

dicular to the direction of the incoming wind. Figures 4.19 and 4.20 show such

plots of power E, as functions of wind speed and overall pitch angle, for two

definite angular velocities (Ω5 4.185 and 2.222 rad s21, if the length of the wings
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Figure 4.17 Dependence of power coefficient on tip-speed ratio for different settings of the

overall pitch angle. The calculation is based on the wing geometry shown in Fig. 4.18 and

the NACA 23012 profile of Fig. 4.12.

395The energy conversion processes



is R5 27 m). For the range of wind speeds encountered in the planetary boundary

layer of the atmosphere (e.g., at heights between 25 and 100 m), a maximum power

level around 4000 W per average square meter swept by the rotor (10 MW total) is

reached for the device with the higher rotational speed (tip speed RΩ5 113 Ms21),

whereas about 1000 W m22 is reached by the device with the lower rotational

velocity (RΩ5 60 m s21).

The rotor has been designed to yield a maximum Cp at about λ5 9 (Fig. 4.17),

corresponding to ux,in5 12.6 and 6.6 m s21 in the two cases. At wind speeds above

these values, the total power varies less and less strongly, and for negative pitch

angles it even starts to decrease with increasing wind speeds in the range character-

izing “stormy weather.” This phenomenon can be used to make the wind energy

converter self-regulating, provided that the “flat” or “decreasing” power regions are

suitably chosen and that the constancy of the angular velocity at operation is

ensured by, for example, coupling the shaft to a suitable asynchronous electricity

generator (a generator allowing only minute changes in rotational velocity, with

the generator angular speed Ωg being fixed relative to the shaft angular speed Ω,
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Figure 4.18 Chord variation and twist along the blades used for the calculations in this

section.
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e.g., by a constant exchange ratio n5Ωg/Ω of a gearbox). Self-regulating wind

energy converters with fixed overall pitch angle θ0 and constant angular velocity

have long been used for AC electricity generation (Juul, 1964).

According to its definition, the torque Q5E/Ω can be written

Q5 1=2ρπR3u2x;inCpðλÞ=λ; (4.70)

and Fig. 4.21 shows Cp/λ as a function of λ for the same design as the one consid-

ered in Fig. 4.17. For pitch angles θ0 less than about 23�, Cp/λ is negative for
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λ5 0, whereas the value is positive if θ0 is above the critical value of about 23�.
The corresponding values of the total torque (4.70), for a rotor with radius

R5 27 m and overall pitch angle θ05 0�, are shown in Fig. 4.22a, as a function of

the angular velocity Ω5λux,in/R and for different wind speeds. The small dip in Q

for low rotational speeds disappears for higher pitch angles θ0.
The dependence of the torque at Ω=0 on pitch angle is shown in Fig. 4.23 for a

few wind speeds. Advantage can be taken of the substantial increase in starting tor-

que with increasing pitch angle, in case the starting torque at the pitch angle desired

at operating angular velocities is insufficient and provided the overall pitch angle

can be changed. In that case, a high overall pitch angle is chosen to start the rotor

from Ω5 0, where the internal resistance (friction in bearings, gearbox, etc.) is

large. When an angular speed Ω of a few degrees per second is reached, the pitch

angle is diminished to a value close to the optimal one (otherwise the torque will

pass a maximum and soon start to decrease again, as seen from, for example, the

θ05 60� curve in Fig. 4.21). Usually, the internal resistance diminishes as soon as

Ω is non-zero. The internal resistance may be represented by an internal torque,

Q0(Ω), so that the torque available for some load, “external” to the wind power to

shaft power converter (e.g., an electric generator), may be written

Qavailable 5QðΩÞ2Q0ðΩÞ:
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ratio, for the converter considered in the previous figures.
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If the “load” is characterized by demanding a fixed rotational speed Ω (such as

the asynchronous electric generator), it may be represented by a vertical line in the

diagram shown in Fig. 4.22a. As an example of the operation of a wind energy gen-

erator of this type, the dashed lines (with accompanying arrows) in Fig. 4.22a

describe a situation with initial wind speed of 8 m s21, assuming that this provides

enough torque to start the rotor at the fixed overall pitch angle θ05 0� (i.e., the tor-

que produced by the wind at 8 m s21 and Ω5 0 is above the internal torque Q0,

here assumed to be constant). The excess torque makes the angular velocity of

the rotor, Ω, increase along the specific curve for ux,in5 8 m s21, until the value Ω0

characterizing the electric generator is reached. At this point, the load is connected

and the wind energy converter begins to deliver power to the load area. If the wind

speed later increases, the torque will increase along the vertical line at Ω5Ω0 in

Fig. 4.22a, and if the wind speed decreases, the torque will decline along the same

vertical line until it reaches the internal torque value Q0. Then the angular velocity

diminishes and the rotor is brought to a halt.

An alternative type of load may not require a constant angular velocity.

Synchronous DC electric generators are of this type, providing an increasing power

output with increasing angular velocity (assuming a fixed exchange ratio between

rotor angular velocity Ω and generator angular velocity Ωg). Instead of staying on a

vertical line in the torque-versus-Ω diagram, for varying wind speed, the torque
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now varies along some fixed, monotonically increasing curve characterizing the

generator. An optimal synchronous generator would be characterized by a Q(Ω)
curve that for each wind speed ux,in corresponds to the value of Ω5λux,in/R that

provides the maximum power coefficient Cp (Fig. 4.17). This situation is illustrated

in Fig. 4.22b, with a set of dashed curves again indicating the torque variation

for an initial wind speed of 8 m s21, followed by an increasing and later again

decreasing wind speed. In this case, the Q5Q0 limit is finally reached at a very

low angular velocity, indicating that power is still delivered during the major part

of the slowing-down process.

4.3.2.3 Non-uniform wind velocity

The velocity field of the wind may be non-uniform in time as well as in spatial

distribution. The influence of time variations in wind speed on power output of a

propeller-type wind energy converter is touched upon in the previous subsection,

although a detailed investigation involving the actual time dependence of the angu-

lar velocity Ω is not included. In general, the direction of the wind velocity is also

time dependent, and the conversion device should be able to successively align its

rotor axis with the long-range trends in wind direction, or suffer a power reduction
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that is not just the cosine to the angle β between the rotor axis and the wind

direction (yaw angle), but involves calculating the performance of each blade seg-

ment for an apparent wind speed W and angle of attack α different from the ones

previously used, and no longer axially symmetric. This means that the quantities W

and α (or φ) are no longer the same inside a given annular streamtube, but they

depend on the directional position of the segment considered (e.g., characterized by

a rotational angle φ in a plane perpendicular to the rotor axis).

Assuming that both the wind direction and the wind speed are functions of time

and of height h (measured from ground level or from the lower boundary of the

velocity profile z0 discussed in section 2.5.2), but that the direction remains

horizontal, then the situation will be as depicted in Fig. 4.24. The co-ordinate

system (x0, y0, z0) is fixed and has its origin in hub height h0, where the rotor blades

are fastened. Consider now a blade element at a distance r from the origin, on the

ith blade. The projection of this position on to the (y0, z0)-plane is turned the angle

ψi from vertical, where

ψi 5 2π=i1Ωt; (4.71)

at the time t. The coning angle δ is the angle between the blade and its projection

onto the (y0, z0)-plane, and the height of the blade element above the ground is

h5 h0 1 rcosδ cosψi; (4.72)

where h0 is the hub height. The height h enters as a parameter in the wind speed

uin5 juin(h, t)j and the yaw angle β5β (h, t), in addition to time.
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Figure 4.24 Definition of co-ordinate systems for a coning rotor in a non-uniform wind

field.
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Now, an attempt can be made to copy the procedure used for a uniform wind

velocity along the rotor axis, i.e., to evaluate the force components for an individual

streamtube both by the momentum consideration and by the lift and drag approach

of section 4.3.1. The individual streamtubes can no longer be taken as annuli, but

must be of an area As (perpendicular to the wind direction) small enough to permit

the neglect of variations in wind velocity over the area at a given time. It will still

be assumed that the flows inside different streamtubes do not interact, and also, for

simplicity, the streamtubes will be treated as “straight lines,” i.e., not expanding or

bending as they pass the region of the conversion device (as before, this situation

arises when induced radial velocities are left out).

Consider first the “momentum equation” (4.48), with s denoting “in the stream-

wise direction” or “along the streamtube,”

Fs 52 Jmu
ind
s :

This force has components along the x-, y-, and z-directions of the local

coordinate system of a blade turned the angle ψ from vertical (cf. Fig. 4.69).

The y-direction is tangential to the rotation of the blade element, and, in addition

to the component of Fs, there may be an induced tangential velocity ut
ind

(and force) of the same type as the one considered in the absence of yaw (in which

case Fs is perpendicular to the y-axis). The total force components in the local

co-ordinate system are thus

Fx 52 Jmu
ind
s ðcosβ cosδ1 sinβ sinδ sinψÞ;

Fy 52 Jmu
ind
s sin β cos ψ1 Jmu

ind
t :

(4.73)

From the discussion of Fig. 4.10, (4.49) and (4.52),

Jm 5As ρ us 5As ρ uinð12 aÞ;
uinds 52 2auin;

and, in analogy with (4.61), a tangential interference factor a0 may be defined by

uindt 5 2a0r Ωcosδ:

However, the other relation contained in (4.61), from which the induced tangen-

tial velocity in the rotor plane is half the one in the wake, cannot be derived in the

same way without the assumption of axial symmetry. Instead, the variation in the

induced tangential velocity as a function of rotational angle ψ is bound to lead to

crossing of the helical wake strains and it will be difficult to maintain the assump-

tion of non-interacting streamtubes. Here, the induced tangential velocity in the

rotor plane will still be taken as 1/2ut
ind, an assumption which at least gives reason-

able results in the limiting case of a nearly uniform incident wind field and zero or

very small yaw angle.
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Secondly, the force components may be evaluated from (4.63) to (4.65) for each

blade segment, defining the local co-ordinate system (x, y, z) as in Fig. 4.24 with

the z-axis along the blade and the y-axis in the direction of the blade’s rotational

motion. The total force, averaged over a rotational period, is obtained by multiply-

ing by the number of blades, B, and by the fraction of time each blade spends

in the streamtube. Defining the streamtube dimensions by an increment Dr in

the z-direction and an increment dψ in the rotational angle ψ, each blade spends the

time fraction dψ/(2π) in the streamtube, at constant angular velocity Ω. The force

components are then

Fx 5Bðdψ=2πÞ1=2ρ cW2ðCDðαÞsinφ1CLðαÞcosφÞdr;
Fy 5Bðdψ=2πÞ1=2ρ cW2ðCDðαÞcosφ1CLðαÞsinφÞdr;

(4.74)

in the notation of (4.65). The angles φ and α are given by (4.63) and (4.64),

but the apparent velocity W is the vector difference between the streamwise

velocity uin1 1/2 us
ind and the tangential velocity rΩ cos δ1 1/2 ut

ind, both taken in

the rotor plane. From Fig. 4.24,

Wx 5 uinð12 aÞðcosβ cosδ1 sinβ sinδ sinψÞ;
Wy 5 uinð12 aÞsinβ cosψ1 rΩ cosδð11 a0Þ;
Wz 5 uinð12 aÞð2 cosβ sinδ1 sinβ cosδ sinψÞ:

(4.75)

The appropriate W2 to insert into (4.74) is Wx
2+Wy

2. Finally, the relation

between the streamtube area As and the increments Dr and dψ must be established.

As indicated in Fig. 4.25, the streamtube is approximately a rectangle with sides dL

and dL0, given by

dL5 rcosδðcos2β cos2ψ1sin2ψÞ1=2dψ
dL00 5 ðsin2δð11cos2βÞ1cos2δðcos2β sin2ψ1cos2ψÞÞ1=2dr;

(4.76)

and

As 5 dL dL0:

Now, for each streamtube, a and a0 are obtained by equating the x- and y-compo-

nents of (4.73) and (4.74) and using the auxiliary equations for (W, φ) or (Wx, Wy).

The total thrust and torque are obtained by integrating Fx and r cos δ Fy, over Dr

and dψ (i.e., over all streamtubes).

4.3.2.4 Restoration of wind profile in wake, and implications
for turbine arrays

For a wind energy converter placed in the planetary boundary layer (i.e., in the low-

est part of the Earth’s atmosphere), the reduced wake wind speed in the streamwise
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direction, us,out, will not remain below the wind speed us,in of the initial wind

field, provided that this is not diminishing with time. The processes responsible for

maintaining the general kinetic motion in the atmosphere (cf. section 2.3.1), making

up for the kinetic energy lost by surface friction and other dissipative processes,

will also act in the direction of restoring the initial wind profile (speed as function

of height) in the wake of a power-extracting device by transferring energy from

higher air layers (or from the “sides”) to the partially depleted region (Sørensen,

1996). The large amounts of energy available at greater altitude (cf. Fig. 3.31)

make such processes possible almost everywhere at the Earth’s surface and not

just at those locations where new kinetic energy is predominantly being created

(cf. Fig. 2.60).

In the near wake, the wind field is non-laminar, owing to the induced tangential

velocity component, ut
ind, and owing to vorticity shed from the wing tips and the

hub region (cf. discussion of Figs. 4.16 and (4.57)). It is then expected that these

turbulent components gradually disappear further downstream in the wake, as a

result of interactions with the random eddy motion of different scales present in the

“unperturbed” wind field. “Disappear” here means “get distributed on a large num-

ber of individual degrees of freedom,” so that no contributions to the time-averaged

(c)
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ussin β

rcosδ

dr
 co

sδ

y dψ
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(b)

uscos β

r cos δ cosψ
r sinδ

δ
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r cos δ sinψ
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β

Figure 4.25 Streamtube definition (hatched areas) for a coning rotor in a non-uniform wind

field: (a) view from top; (b) side view; (c) front view; (d) view along streamtube.
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quantities considered [cf. (2.21)] remain. For typical operation of a propeller-type

wind conversion device, such as the situations illustrated in Figs. 4.19 and 4.20, the

tangential interference factor a0 is small compared to the axial interference factor a,

implying that the most visible effect of the passage of the wind field through

the rotor region is the change in streamwise wind speed. Based on wind tunnel

measurements, this is a function of r, the distance of the blade segment from

the hub center, as illustrated in Fig. 4.27. The induced r-dependence of the axial

velocity is seen to gradually smear out, although it is clearly visible at a distance of

two rotor radii in the set-up studied.

Fig. 4.28 suggests that, under average atmospheric conditions, the axial velocity,

us,in, will be restored to better than 90% at about 10 rotor diameters behind the rotor

plane and better than 80% at a distance of 5�6 rotor diameters behind the rotor

plane, but restoration is rather strongly dependent on the amount of turbulence in

the “undisturbed” wind field.

A second wind energy converter may be placed behind the first one, in the

wind direction, at a location where the wind profile and magnitude are reasonably

well restored. According to simplified investigations in wind tunnels (Fig. 4.28),

supported by field measurements behind buildings, forests, and fences, a suitable

distance would seem to be 5�10 rotor diameters (increasing to over 20 rotor dia-

meters if “complete restoration” is required). If there is a prevailing wind direction,

the distance between conversion units perpendicular to this direction may be

Contour plot
element densities(Density)

(a)

(b)

Bonded joints

1.000E + 00
8.900E – 01
7.800E – 01
6.700E – 01

5 .600E – 01
4.500E – 01
3.400E – 01
2.300E – 01
1.200E – 01
1.000E – 01

Figure 4.26 Blade profile used in several contemporary large rotor designs, with internal

box-shaped cylinder reinforcement and an outer shell with modest structural function (a).

Outcome of a model optimization of the mass density distribution for the middle section of a

turbine blade (b). Regions with calculated densities less than 10% of the maximum density

are not shown. The model results stress the importance of material stability at the top and

bottom of the reinforcement box or the corresponding shell areas (Forcier and Joncas, 2012;

used by permission from Springer-Verlag).
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smaller (essentially determined by the induced radial velocities, which were

neglected in the preceding subsections, but appear qualitatively in Fig. 4.10). If, on

the other hand, several wind directions are important, and the converters are

designed to be able to “yaw against the wind,” then the distance required by wake

considerations should be kept in all directions.
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Figure 4.27 Wind tunnel results illustrating the distortion of the wind field along the radial

direction (R is the rotor radius) at various distances from the rotor plane.

Based on Hütter (1976).
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More severe limitations may possibly be encountered with a larger array of

converters, say, distributed over an extended area with average spacing X between

units. Even if X is chosen so that the relative loss in streamwise wind speed is small

from one unit to the next, the accumulated effect may be substantial, and the entire

boundary layer circulation may become altered in such a way that the power

extracted decreases more sharply than expected from the simple wake considera-

tions. Thus, large-scale conversion of wind energy may even be capable of inducing

local climatic changes.

A detailed investigation of the mutual effects of an extended array of wind

energy converters and the general circulation on each other requires a combination

of a model of the atmospheric motion, e.g., along the lines presented in section

2.3.1, with a suitable model of the disturbances induced in the wake of individual

converters. In one of the first discussions of this problem, Templin (1976) consid-

ered the influence of an infinite two-dimensional array of wind energy converters

with fixed average spacing on the boundary layer motion to be restricted to a

change of the roughness length z0 in the logarithmic expression (see section 2.5.1)

for the wind profile, assumed to describe the wind approaching any converter in the

array. The change in z0 can be calculated from the stress τind exerted by the conver-

ters on the wind, due to the axial force Fx in (4.65) or (4.67), which according

to (4.51) can be written

τind 5Fx=S5 1=2ρðus;inÞ22ð12aÞ2A=S;

with S being the average ground surface area available for each converter and A/S

being the “density parameter,” equal to the ratio of rotor-swept area to ground area.

For a quadratic array with regular spacing, S may be taken as X2. According to

section 2.5.1, ux,in taken at hub height h0 can, in the case of a neutral atmosphere,

be written

ux;inðh0Þ5 1

κ
τ01τind

ρ

� �1=2
log

h0

z00

� �
;

where τ0 is the stress in the absence of wind energy converters, and z00 is the rough-
ness length in the presence of the converters, which can now be determined from

this equation and τind from the previous one.

Figure 4.29 shows the results of a calculation for a finite array of converters

(Taylor et al., 1993) using a simple model with fixed loss fractions (Jensen, 1994).

This model is incapable of reproducing the fast restoration of winds through the

turbine array, presumably associated with the propagation of the enhanced wind

regions created just outside the swept areas (as seen in Fig. 4.27). A three-

dimensional fluid dynamics model is required for describing the details of array

shadowing effects. Such calculations are in principle possible, but so far no

convincing implementation has been presented. The problem is the very accurate

description needed for the complex three-dimensional flows around the turbines
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and for volumes comprising the entire wind farm of maybe hundreds of turbines.

This is an intermediate regime between the existing three-dimensional models for

gross wind flow over complex terrain and the detailed models of flow around a

single turbine used in calculations of aerodynamic stability.

4.3.2.5 Size limits

Horizontal axis, propeller-type wind generators have increased in size with time,

and by 2016, the largest commercial turbines have rotor diameters of around 160 m

(4C Offshore Consultancy UK, 2016). Although fiber materials can be produced

with strengths sufficient to further increase the blade length, the weight of the part

of the blades furthest from the hub is becoming a problem and efforts are ongoing

partly to find new ultralight materials of high strength, and partly to reconsider the

blade geometry and the inside reinforcement required for making a hollow blade

strong and durable. Making the width of the blade decrease faster toward the end is

one solution, even if it may compromise the most efficient profile selection.

Material choice and design of the inside reinforcement is another optimization fea-

ture studied with the purpose of maintaining the necessary strength and yet keeping

weight down. Figure 4.26 shows the cross section of a design currently favored,

and a model calculation for determining the optimum way of placing the mass

of blade materials (Forcier and Joncas, 2012). However, it is not unlikely that a

practical limit to blade length is in sight, because at some point, increasing the
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Figure 4.29 Calculated (see text) and measured power outputs from one row of

turbines perpendicular to the wind direction, in a wind park located at Nørrekær Enge in

Denmark. It consists of a total of five rows with a turbine spacing of 6 rotor diameters

(Taylor et al., 1993).
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rotor diameter of a horizontal axis turbine may not entail any economic advantage,

even if it could be achieved by introducing new technical ideas. In the United

States, an ongoing project is exploring the possibility of using blade materials much

more flexible (allowed to bend substantially) than those of current technology,

and with hinges allowing the blades to lie flat along the wind direction at high

wind speeds (ARPA-E, 2015; Griffith, 2016). One may worry that the ease of

bending contributes to giving such blades a shorter life. Blades for wind turbines

are supposed to last for some 25 years, which leaves little room for frequent

large-amplitude bending at the current level of materials technology.

4.3.2.6 Floating offshore wind turbines

One of the first suggestions to place wind turbines at the higher winds

(see Fig. 6.30) found offshore was made by Musgrove (1978). Implementation

started in Denmark during the 1990s. While current offshore wind arrays are sitting

on foundations, it has been suggested to use floating wind turbines placed at water

depths too large for foundations. Tests of various designs for buoyancy stabilization

(platforms, cylinders, mooring, anchors) have been ongoing in Europe and Japan

(Anonymous, 2016a), based on floating platforms for oil and gas extraction.

Whether and under what conditions the cost implications are favorable remains

to be seen. The same issue has been discussed for oil and gas platforms, where the

main advantage of avoiding foundation is stated to be that the same floating struc-

ture design can be used everywhere. This would not seem relevant for wind farms,

where the economy of mass production is anyway present due to the usually over

100 turbines installed within each farm.

4.3.2.7 Offshore foundation issues

The current surge in power plants with wind turbines placed offshore, typically

in shallow waters of up to 50 m depth, relies on the use of low-cost foundation

methods developed earlier for harbor and oil-well uses. The best design depends

on the material constituting the local water floor, as well as local hydrological

conditions, including strength of currents and icing problems. Breakers are

currently used to prevent ice from damaging the structure. The most common

structures in place today are shown in Fig. 4.30: a concrete caisson (Fig. 4.30a)

or the steel cylinder solutions shown in Fig. 4.30b and c. The monopile solution

(Fig. 4.30c) has been selected for several recent projects such as the Samsø

wind farm in the middle of Denmark (Birck and Gormsen, 1999; Offshore

Windenergy Europe, 2003). Employing the sea-bed suction effect (Fig. 4.30b)

may help cope with short-term gusting forces, while the general stability

must be ensured by the properties of the overall structure itself. The option

of offshore deployment is of course relevant not just for horizontal axis

machines but for all types of wind converters, including those described below

in section 4.3.3.
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4.3.3 Cross-wind and other alternative converter concepts

Wind energy converters of the crosswind type have the rotor axis perpendicular to

the wind direction. The rotor axis may be horizontal, as in wheel-type converters

(in analogy to waterwheels), or vertical, as in the panemones used in Iran and

China. The blades (ranging from simple “paddles” to optimized airfoil sections)

will be moving with and against the wind direction on alternative sides of the rotor

axis, necessitating some way of emphasizing the forces acting on the blades on one

side. Possible ways are simply to shield half of the swept area, as in the Persian

panemones (Wulff, 1966); to curve the “paddles” so that the (drag) forces are smal-

ler on the convex than on the concave side, as in the Savonius rotor (Savonius,

1931); or to use aerodynamically shaped wing blades producing high lift forces for

wind incident on the “front edge,” but small or inadequate forces for wind incident

on the “back edge,” as in the Darrieus rotor (cf. Fig. 4.31) and related concepts.

Another possibility is to allow for changes in the pitch angle of each blade, as,

for example, achieved by hinged vertical blades in the Chinese panemone type

(Li, 1951). In this case the blades on one side of a vertical axis have favorable pitch

angles, while those on the other side have unfavorable settings. Apart from shielded

ones, vertical axis cross-wind converters are omnidirectional, i.e., they accept any

horizontal wind direction on equal footing.

4.3.3.1 Performance of a Darrieus-type converter

The performance of a cross-wind converter, such as the Darrieus rotor shown in

Fig. 4.31, may be calculated in a way similar to that used in section 4.3.2, deriving

the unknown, induced velocities by comparing expressions of the forces in terms of

Figure 4.30 Some foundation types for offshore wind turbine towers placed in shallow

waters; (a) sand-filled caisson standing on the bottom, (b) suction buckets, (c) steel

monopile. These foundation types are in use at locations with clay-till water floor material.
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lift and drag on the blade segments with expressions in terms of the momentum

changes between incident wind and wake flow. In addition, the flow may be

divided into a number of streamtubes (assumed to be non-interacting), according to

assumptions about the symmetries of the flow field. Figure 4.21 gives an example

of the streamtube definitions for a two-bladed Darrieus rotor with angular velocity

Ω and a rotational angle ψ describing the position of a given blade, according to

(4.71). The blade chord, c, has been illustrated as constant, although it may actually

be taken as varying to give the optimum performance for any blade segment at the

distance r from the rotor axis. As in the propeller rotor case, it is not practical to

extend the chord increase to the regions near the axis.

The bending of the blade, characterized by an angle δ (h) depending on the

height h (the height of the rotor center is denoted h0), may be taken as a troposkien

curve (Blackwell and Reis, 1974), characterized by the absence of bending forces

on the blades when they are rotating freely. Since the blade profiles encounter wind

directions at both positive and negative forward angles, the profiles are often taken

as symmetrical (e.g., NACA 00XX profiles).
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Figure 4.31 Streamtube definition (hatched areas) for two-bladed Darrieus rotor, and

determination of apparent wind velocity, in the case of negligible cross-wind induced

velocity (uy0
ind5 0): (a) view from top; (b) view along tangent to blade motion; (c) view

along streamtube; (d) view perpendicular to streamtube.
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Assuming, as in section 4.3.2, that the induced velocities in the rotor region are

half of those in the wake, the streamtube expressions for momentum and angular

momentum conservation analogous to (4.67) and (4.68) are

Fx0 52 Jmu
ind
s 5 2ρAsðuinÞ2ð12 aÞa;

Fy0 5 Jmu
ind
c:w:;

(4.77)

where the axial interference factor a is defined as in (4.60), and where the

streamtube area As corresponding to height and angular increments dh and dψ is

(cf. Fig. 4.31)

As 5 r sinψdψ dh:

The cross wind�induced velocity uindc:w is not of the form (4.61), since the tangent

to the blade’s rotational motion is not along the y0-axis. The sign of uindc:w will fluctu-

ate with time and for low chordal ratio c/R (R being the maximum value of r)

it may be permitted to put Fy0 equal to zero (Lissaman, 1976; Strickland, 1975).

This approximation is made in the following. It is also assumed that the streamtube

area does not change by passage through the rotor region and that individual

streamtubes do not interact (these assumptions being the same as those made for

the propeller-type rotor).

The forces along the instantaneous x- and y-axes due to the passage of the rotor

blades at a fixed streamtube location (h, ψ) can be expressed in analogy to (4.74),

averaged over one rotational period,

Fx 5Bðdψ=2πÞ1=2ρcW2ðCD sinφ1CL cosφÞdh=cosδ; (4.78a)

Fy 5Bðdψ=2πÞ1=2ρcW2ð2CD cosφ1CL sinφÞdh=cosδ; (4.78b)

where

tanφ52Wx=Wy; W2 5W2
x 1W2

y

and (cf. Fig. 4.21)

Wx 5 uinð12 aÞsinψ cosδ;
Wy 52 r Ω2 uinð12 aÞcosψ;
Wz 52 uinð12 aÞ sinψ sinδ:

(4.79)

The angle of attack is still given by (4.64), with the pitch angle θ being the angle

between the y-axis and the blade center chord line (cf. Fig. 4.16c).

The force components (4.78) may be transformed to the fixed (x0, y0, z0)

co-ordinate system, yielding

Fx0 5Fxcosδ sinψ1Fycosψ; (4.80)
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with the other components Fy0 and Fz0 being neglected due to the assumptions

made. Using the auxiliary relations given, a may be determined by equating the

two expressions (4.77) and (4.80) for Fx0.

After integration over dh and dψ, the total torque Q and power coefficient Cp

can be calculated. Figure 4.32 gives an example of the calculated Cp for a low-

solidity, two-bladed Darrieus rotor with NACA 0012 blade profiles and a size

corresponding to Reynolds number Re5 3 3 106. The curve is similar to the ones

obtained for propeller-type rotors (e.g., Fig. 4.17), but the maximum Cp is slightly

lower. The reasons why this type of cross-wind converter cannot reach the

maximum Cp of 16/27 derived from (4.55) (the “Betz limit”) are associated with

the fact that the blade orientation cannot remain optimal for all rotational angles ψi,

as discussed (in terms of a simplified solution to the model presented above) by

Lissaman (1976).

Figure 4.33 gives the torque as a function of angular velocity Ω for a small

three-bladed Darrieus rotor. When compared with the corresponding curves for

propeller-type rotors shown in Fig. 4.22a and b (or generally Fig. 4.21), it is evident

that the torque at Ω=0 is zero for the Darrieus rotor, implying that it is not

self-starting. For application with an electric grid or some other back-up system,

this is no problem, since the auxiliary power needed to start the Darrieus rotor

at the appropriate times is very small compared with the wind converter output,

on a yearly average basis. However, for application as an isolated source of power

(e.g., in rural areas), it is a disadvantage, and it has been suggested that a small

Savonius rotor should be placed on the main rotor axis in order to provide the

starting torque (Banas and Sullivan, 1975).
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Another feature of the Darrieus converter (as well as of some propeller-type

converters), which is evident from Fig. 4.33, is that for application with a load of

constant Ω (as in Fig. 4.22a), there will be a self-regulating effect, in that the torque

will rise with increasing wind speed only up to a certain wind speed. If the wind

speed increases further, the torque will begin to decrease. For variable-Ω types of

load (as in Fig. 4.22b), the behavior of the curves in Fig. 4.33 implies that cases

of irregular increase and decrease of torque, with increasing wind speed, can be

expected.

4.3.3.2 Multiple rotor configurations

Placing more than one rotor on the same tower is an old idea, first forwarded by

Juul (1964), arguing that two rotors placed at different positions vertically could

cater to both lower and higher wind speeds. In 2016, the company Vestas is testing

a prototype 4-rotor design (in a square configuration of two horizontally by two

vertically), suggesting that for onshore applications this might be less expensive per

unit of energy produced than using one large rotor. Again the output of the bottom

rotors will, due to obstacles to wind flow (roughness, buildings, forests, fences and

so on), be low, but perhaps gaining more operating hours over the year, if the

blades are suitable designed (Anonymous, 2016b).

4.3.3.3 Augmenters and other “advanced” converters

In the preceding sections, it has been assumed that the induced velocities in the con-

verter region were half of those in the wake. This is strictly true for situations where

all cross-wind induced velocities (ut and ur) can be neglected, as shown in (4.50),

but if suitable cross-wind velocities can be induced so that the total streamwise
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velocity in the converter region, ux, exceeds the value of 21/2(ux,in 1 ux,out) by a

positive amount δux
ind, then the Betz limit on the power coefficient, Cp5 16/27, may

be exceeded,

ux 5 1=2ðux;in 1 ux;outÞ1 δ uindx :

A condition for this to occur is that the extra induced streamwise velocity δ ux
ind

does not contribute to the induced velocity in the distant wake, ux
ind, which is given

implicitly by the above form of ux, since

ux;out 5 ux;in 1 uindx 5 ux;inð12 2aÞ:

The streamtube flow at the converter, (4.49), is then

Jm 5 ρAsux 5 ρAsux;inð12 a1 ã Þ (4.81)

with ~a5 δuindx =ux;in; and the power (4.53) and power coefficient (4.55) are replaced by

E5 ρAsðux;inÞ32að12 aÞ ð12 a1 ~aÞ;
Cp 5 4að12 aÞ ð12 a1 ~aÞ;

(4.82)

where the streamtube area As equals the total converter area A, if the single-

streamtube model is used.

4.3.4 Ducted rotor

In order to create a positive increment
%
aux,in of axial velocity in the converter

region, one may try to take advantage of the possibility of inducing a particular

type of cross-wind velocity, which causes the streamtube area to contract in the

converter region. If the streamtube cross-section is circular, this may be achieved

by an induced radial outward force acting on the air, which again can be caused by

the lift force of a wing section placed at the periphery of the circular converter

area, as illustrated in Fig. 4.34.

Figure 4.34 compares a free propeller-type rotor (top), for which the streamtube

area is nearly constant (as was actually assumed in section 4.3.2 and also for the

Darrieus rotor) or expanding because of radially induced velocities, with a propeller

rotor of the same dimensions, shrouded by a duct-shaped wing-profile. In this case

the radial inward lift force FL on the shroud corresponds (by momentum conserva-

tion) to a radial outward force on the air, which causes the streamtube to expand

on both sides of the shrouded propeller; in other words, it causes the streamlines

passing through the duct to define a streamtube, which contracts from an initial

cross-section to reach a minimum area within the duct and which again expands in

the wake of the converter. From (4.59), the magnitude of the lift force is

Fduct
L 5 1=2ρW2

ductcductC
duct
L ;
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with the duct chord cduct defined in Fig. 4.34 and Wduct related to the incoming

wind speed ux,in by an axial interference factor aduct for the duct, in analogy with

the corresponding one for the rotor itself, (4.52),

Wduct 5 ux;inð12 aductÞ:

Fduct
L is associated with a circulation Γ around the shroud profile (shown in

Fig. 4.34), given by (4.57). The induced velocity δux
ind inside the duct appears in

the velocity being integrated over in the circulation integral (4.57), and to a first

approximation it may be assumed that the average induced velocity is simply

proportional to the circulation (which in itself does not depend on the actual choice

of the closed path around the profile),

δuindx 5 kduct Γduct=R; (4.83)

where the radius of the duct, R (assumed to be similar to that of the inside

propeller-type rotor), has been introduced because the path-length in the integral

Γduct is proportional to R and the factor kduct appearing in (4.83) is therefore reason-

ably independent of R. Writing Γduct5 (δ Wduct)
21 Fduct

L in analogy to (4.57), and

introducing the relations found above,

ãduct 5 kduct cduct C
duct
L ð12 aductÞ=2R: (4.84)

If the length of the duct, cduct, is made comparable to or larger than R, and the

other factors in (4.84) can be kept near to unity, it is seen from (4.82) that a power

uin

uin FL

FD

cduct

Figure 4.34 Peripheral streamlines for free stream (top) and ducted rotor (below).
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coefficient about unity or larger is possible. This advantage may, however, be

outweighed by the much larger amounts of materials needed to build a ducted

converter, relative to a free rotor.

Augmenters taking advantage of the lift forces on a suitably situated aerody-

namic profile need not provide a fully surrounding duct around the simple rotor

device. A vertical cylindrical tower structure (e.g., with a wing profile similar to

that of the shroud in Fig. 4.34) may suffice to produce a reduction in the widths of

the streamtubes relevant to an adjacently located rotor and thus may produce some

enhancement of power extraction.

4.3.5 Rotor with tip-vanes

A formally appealing design, shown in Fig. 4.35, places tip-vanes of modest

dimensions on the rotor blade tips (Holten, 1976). The idea is that the tip-vanes act

like a duct, without causing much increase in the amount of materials needed in

construction. The smaller areas producing lift forces are compensated for by having

much larger values of the apparent velocity Wvane seen by the vanes than Wduct in

the shroud case. This possibility occurs because the tip-vanes rotate with the wings

of the rotor (in contrast to the duct), and hence experience air with an apparent

cross-wind velocity given by

Wvane 5RΩð12 avaneÞ:

The magnitude of the ratio Wvane/Wduct is thus of the order of the tip-speed ratio

λ5RΩ/ux,in, which may be 10 or higher (cf. section 4.3.2).

The lift force on a particular vane is given by Fvane
L 2 1=2W2

vanecvaneC
vane
L ;

and the average inward force over the periphery is obtained by multiplying this

expression by (2πR)21 Bbvane, where B is the number of blades (vanes), and where

bvane is the length of the vanes (see Fig. 4.35).

FL
vane

bvane

uin

RΩ
FD

vane
avane

βvane

Γ

cvane

Figure 4.35 Geometry of propeller-type rotor with tip-vanes.
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Using a linearized expression analogous to (4.83) for the axial velocity induced

by the radial forces,

δuindx 5 ãvane ux;in 5 kvane Γ=R; (4.85)

the additional interference factor ~avane to use in (4.82) may be calculated. Here Γ is

the total circulation around the length of the tip-vanes (cf. Fig. 4.35), and not the

circulation Γvane5 (ρ Wvane)
21 FL

vane in the plane of the vane lift and drag forces

(left-hand side of Fig. 4.35). Therefore, Γ may be written

Γ5Fvane
L B bvane=ð2π Rρ w00Þ;

i.e., it is equal to the average inward force divided by ρ times the average axial

velocity at the tip-vane containing peripheral annulus,

w00 5 ux;inð11 a00Þ:

Expressions for av have been derived by Holten (1976). By inserting the above

expressions into (4.85), ~a5 ~avane is obtained in the form

ã5 kvaneð12avaneÞ2B cvanebvane λ2 Cvane
L =ð4πR2ð11 a00ÞÞ: (4.86)

The part (Bcvanebvane /πR
2) in the above expression is the ratio between the

summed tip-vane area and the rotor-swept area. Taking this as 0.05 and [according

to Holten (1976), for bvane /R5 0.5] kvane (12 avane)
2/(1 + av) as 0.7, the tip-speed

ratio λ as 10, and Cvane
L 5 1:5; the resulting

%
a is 1.31 and the power coefficient

according to the condition that maximizes (4.82) as function of a,

a5 21 ~a2 21 ~að Þ2 2 3 11 ~að Þ1=2 5 0:43; Cp 5 1:85:

The drag forces Fvane
D induced by the tip-vanes (cf. Fig. 4.35) represent a power

loss from the converter that has not been incorporated in the above treatment.

According to Holten (1976), in the numerical example studied above, this loss may

reduce Cp to about 1.2. This is still twice the Betz limit for a tip-vane area that

would equal the area of the propeller blades for a three-bladed rotor with average

chord ratio c/R5 0.05. It is conceivable that the use of such tip-vanes to increase

the power output would in some cases be preferable to achieving the same power

increase by increasing the rotor dimensions.

4.3.6 Other concepts

A large number of alternative devices for utilization of wind energy have been

studied, in addition to those already discussed. The lift-producing profile exposed

to the wind may be hollow, with holes through which inside air is driven out by the
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lift forces. Through a hollow tower structure, replacement air is then drawn to the

wing profiles from sets of openings placed so that the air must pass one or more

turbine propellers in order to reach the wings. The turbine propellers provide

the power output, but the overall efficiency, based on the total dimensions of the

device, is low (Hewson, 1975). The efficiency of devices that try to concentrate

the wind energy before letting it reach a modest-size propeller may be improved by

first converting the mainly axial flow of the wind into a flow with a large vorticity

of a simple structure, such as a circular air motion. Such vortices are, for example,

formed over the sharp edges of highly swept delta wings, as illustrated in

Fig. 4.36a (Sforza, 1976). There are two positions along the baseline of the delta

wing where propeller rotors can be placed in an environment with streamwise

velocities us/uin of 2�3 and tangential velocities ut of the same order of magnitude

as uin (Sforza, 1976).

If the wake streamlines can be diffused over a large region, so that interaction

with the wind field not contributing to the streamtubes passing through the con-

verter can transfer energy to the slipstream motion and thereby increase the mass

flow Jm through the converter, then further increase in power extraction can be

expected. This is the case for the ducted system shown in Fig. 4.34 (lower part),

but it may be combined with the vorticity concept described above to form a device

of the general layout shown in Fig. 4.36b (Yen, 1976). Wind enters the vertical

cylinder through a vertical slit and is forced to rotate by the inside cylinder walls.

The vortex system created this way (an “artificial tornado”) is pushed up through

the cylinder by pressure forces and leaves by the open cylinder top. Owing to the

strong vorticity, the rotating air may retain its identity high up in the atmosphere,

where its diffusion extracts energy from the strong winds expected at that height.

This energy is supposed to be transferred down the “tornado,” strengthening its

vorticity and thus providing more power for the turbines placed between the

ux,in

ut

us

(a)
α

(b)

ux,in

Figure 4.36 Augmenter concepts: (a) delta wing forming trailing vortices; (b) ducted vortex

system.

Based on Sforza (1976) and Yen (1976).
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“tornado” bottom and a number of air inlets at the tower foot, which replace air

that has left the top of the cylinder (cf. Fig. 4.36b). Neither of these two construc-

tions has found practical applications.

Although wind speeds are usually low in built-up areas such as cities, high winds

can be found in the upper parts of high-rise buildings. Quite many ideas of integrat-

ing wind-harvesting devices into such buildings have been suggested and some of

them actually built (see survey by Haase and Löfström, 2015). These typically use

several horizontal or vertical axis wind turbines. The main problem is vibrations

induced in the building. Less conventional ideas involve creating charged particle

and having the wind transport them from one electrode to another (wind walls,

fences, and piezoelectric fences). Here the problem is that (due to the low conduc-

tivity of air) the charged particles (aerosols) have to be produced at the surface of

an electrode and teared off or sprayed out to join the wind motion (Marks, 1982,

1984). This is an intricate process usually of low efficiency, and it requires energy

that would reduce the net power produced.

Conventional (or unconventional) wind energy converters may as mentioned

be placed on floating structures at sea (if this is judged less expensive than

providing a sea-bed foundation structure), or may be mounted on balloons (e.g., a

pair of counter-rotating propellers beside one another) in order to utilize the

increasing wind speed usually found at elevations not accessible to ordinary

structures placed on the ground. In order to serve as a power source, the balloons

must be guyed to a fixed point on the ground, with power transmission wires of

sufficient strength.

4.3.6.1 Heat, electrical/mechanical power, and fuel generation

The wind energy converters described in the preceding sections primarily convert

the power in the wind into rotating shaft power. The conversion system generally

includes a further conversion step if the desired energy form is different from that

of the rotating shaft.

Examples of this are electric generators with fixed or variable rotational velocity,

mentioned in connection with Fig. 4.22a and b. The other types of energy can, in

most cases, be obtained by secondary conversion of electric power. In some such

cases, the “quality” of electricity need not be as high as that usually maintained by

utility grid systems, in respect to voltage fluctuations and variations in frequency in

the (most widespread) case of alternating current (AC). For wind energy converters

aimed at constant working angular velocity Ω, it is customary to use a gearbox and

an induction-type generator. This maintains an AC frequency equal to that of the

grid and constant to within about 1%. Alternatively, the correct frequency can be

prescribed electronically. In both cases, reactive power is created (i.e., power that,

like that of a condenser or coil, is phase shifted), which may be an advantage or

disadvantage, depending on the loads on the grid.

For variable-frequency wind energy converters, the electric output would

be from a synchronous generator and in the form of variable-frequency AC.

This would have to be subjected to a time-dependent frequency conversion, and for
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arrays of wind turbines, phase mismatch would have to be avoided. Several

schemes exist for achieving this, for example, semiconductor rectifying devices

(thyristors), which first convert the variable frequency AC to DC (direct current)

and then, in a second step, the DC to AC of the required fixed frequency.

If the desired energy form is heat, “low-quality” electricity may first be pro-

duced, and the heat may then be generated by leading the current through a high

ohmic resistance. Better efficiency can be achieved if the electricity can be used to

drive the compressor of a heat pump (see section 4.2.3), taking the required heat

from a reservoir of temperature lower than the desired one. It is also possible to

convert the shaft power more directly into heat. For example, the shaft power may

drive a pump, pumping a viscous fluid through a nozzle, so that the pressure energy

is converted into heat. Alternatively, the shaft rotation may be used to drive a “pad-

dle” through a fluid, in such a way that large drag forces arise and the fluid is put

into turbulent motion, gradually dissipating the kinetic energy into heat. If water is

used as the fluid medium, the arrangement is called a water-brake.

Windmill shaft power has traditionally been used to perform mechanical work of

various kinds, including flour milling, threshing, lifting, and pumping. Pumping of

water (e.g., for irrigation purposes), with a pump connected to the rotating shaft,

may be particularly suitable as an application of wind energy, since variable and

intermittent power would, in most cases, be acceptable, as long as the average

power supply, in the form of lifted water over an extended period of time, is

sufficient.

In other cases, an auxiliary source of power may be needed, so that demand can

be met at any time. For grid-based systems, this can be achieved by trade of energy

(cf. scenarios described in Chapter 6). Demand matching can also be ensured if an

energy storage facility of sufficient capacity is attached to the wind energy conver-

sion system. A number of such storage facilities are mentioned in Chapter 5, and

among them is the storage of energy in the form of fuels, such as hydrogen.

Hydrogen may be produced, along with oxygen, by electrolysis of water, using

electricity from the wind energy converter. The detailed working of these mechan-

isms over time and space is simulated in the scenarios outlined in Chapter 6 and

related studies (Sørensen et al., 2004; Sørensen, 2015).

The primary interest may also be oxygen, for example, to be dissolved into the

water of lakes that are deficient in oxygen (say, as a result of pollution), or to be

used in connection with “ocean farming,” where oxygen may be a limiting factor if

nutrients are supplied in large quantities, e.g., by artificial upwelling. The oxygen

may be supplied by wind energy converters with reverse-mode fuel cells, while the

co-produced hydrogen may be used to produce or move the nutrients. Again, in this

type of application, large power fluctuations may be acceptable.

4.3.7 Hydro and tidal energy conversion

Electricity generation from water possessing potential, kinetic, or pressure energy

(4.39)�(4.41) can be achieved by means of a turbine, the general theory of which

is outlined in section 4.3.1. The design of the particular turbine to be used depends
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on whether there is a flow Jm through the device, which must be kept constant for

continuity reasons, or whether it is possible to obtain zero fluid velocity after pas-

sage through the turbine.

The energy at the entrance of the turbine may be kinetic or pressure energy,

causing the forces on the turbine blades to be a combination of “impulse” and

“reaction” forces, which can be modified easily. If elevated water is allowed to

“fall,” its potential energy forms kinetic energy, or it may act as a pressure source

through a water-filled tube connecting the elevated water source with the turbine

placed below. Conversely, pressure energy may be transformed into kinetic energy

by passage through a nozzle.

Typical classical turbine designs are illustrated in Fig. 4.37. For high specific-

energy differences win2wout (large heads), the Pelton turbine, which is a high-

speed variant of the simple undershot waterwheel, may be used. It has inflow

through a nozzle, providing purely kinetic energy, and negligible wout (if the refer-

ence point for potential energy is taken to correspond to the water level after pass-

ing the turbine). In addition, the Francis turbine (Fig. 4.37b) is used with large

water heads. Here the water is allowed to approach the entire rotor and is guided to

obtain optimal angles of attack; the rotor moves owing to the reaction forces result-

ing from both the excess pressure at the entrance and the suction at the exit.

A third type of turbine, illustrated in Fig. 4.37c, can be used for low water heads.

Here the rotor is a propeller, designed to obtain high angular speeds. Again, the

angle of attack may be optimized by installation of guiding blades at the entrance

to the rotor region. If the blade pitch angle is fixed, it is called a Nagler turbine. If

it can be varied, it is called a Kaplan turbine.

Figure 4.38 gives examples of actual efficiencies for the types of turbines

described above (Fabritz, 1954) as functions of the power level. The design point

for these turbines is about 90% of the rated power (which is set to 100% on the fig-

ure), so the power levels below this point correspond to situations in which the

water head is insufficient to provide the design power level.

Pelton and Francis turbines have been used in connection with river flows with

rapid descent, including waterfalls, and, in many cases, construction of dams has

provided a steady energy source throughout most of the year. The water is stored at

an elevated level in natural or artificial reservoirs and is allowed to descend to the

turbines only when needed. An example of natural variations inviting regulation is

shown in Fig. 3.50. The operation of systems that include several sources of flow

(a) (b) (c)

Fixed
guiding
blades

Nozzle Rotating
blades

(”runner”)

Rotor

Figure 4.37 Pelton (a), Francis (b), and Kaplan (c) water turbines.
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(springs, glacier or snow melt, rainy regions), several reservoirs of given capacity, a

given number of turbine power stations, and a load of electricity usage that also

varies with time, has been studied and optimized by simulation techniques (see, for

example, Jamshidi and Mohseni, 1976).

For many years, hydropower has been the most widely used renewable source of

electricity and also—among all types of power plants, including fossil and nuclear—

the technology involving the largest power plants (rated at several gigawatts) and

often associated with gigantic artificial water reservoirs. The earlier development

of such schemes with disregard of social and environmental problems has given

hydropower a negative reputation. In developing countries, thousands of people have

been forcefully removed from their homes, with no compensation, to make room for

flooded reservoirs that cause monumental environmental disruption (although this

practice is not restricted to developing countries, as the examples of Tasmania and

Norway show), and in some cases destroying priceless archeological sites (e.g.,

Turkey). Current activity has shifted from South America to China, where several

very large hydro projects have given rise to debate (Yonghui et al., 2011). In recent

decades, it has become clear that, in many cases, the environmental damage can be

minimized, albeit at a higher cost. The discussion in section 3.4.2 mentions Swiss

efforts to use cascading systems in order to do away with large reservoirs, accepting

smaller reservoirs located along the flow of water and designed to minimize local

impacts, despite somewhat less latitude for regulation. A worldwide survey of such

efforts can be found in Truffer et al. (2011). Today, in most societies, full consider-

ation of these concerns has fortunately become a prerequisite for considering hydro-

power a benign energy source.

Kaplan (or Nagler) turbines are used in connection with low water heads

(e.g., the local community power plants in China; cf. Anonymous, 1975) and tidal

plants (André, 1976), and they may be used if ocean currents are to be exploited.
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Figure 4.38 Efficiency of water turbines as a function of power level.

Based on Fabritz (1954).
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A survey of tidal energy installations and projects can be found in O’Rourke et al.,

(2011). The early 240-MW tidal power plant at la Rance in France has turbines

placed in a dam structure across an inlet, which serves as a reservoir for two-way

operation of the turbines (filling and emptying of the reservoir). According to

André (1976), the turbine efficiency is over 90%, but the turbines are only generat-

ing electricity during part of the day, according to the scheme outlined in Fig. 4.39.

The times at which generation is possible are determined by the tidal cycle,

according to the simple scheme of operation, but modifications to better suit load

variations are possible, e.g., by using the turbines to pump water into the reservoir

at times when filling would not occur as a result of the tidal cycle itself. The instal-

lation has had several problems with siltation, causing it to be operated most of the

time only for water flows in one direction, despite its design to accept water inflow

from both sides. Another account of environmental performance has been made for

a Russian tidal plant (Usachev and Marfenin, 2011).

4.3.8 Magneto-hydrodynamic converters

For the turbines considered above, it is explicitly assumed that no heat was added.

Other flow-type converters are designed to receive heat during the process.

An example of this is the gas turbine, which is described in section 4.1.2 from

the point of view of thermodynamics. The gas turbine (Brayton cycle) allows the

conversion of heat into shaft power, but it may equally well be viewed as the suc-

cessive conversion of heat into kinetic energy of flow and of the kinetic energy of

flow into shaft power.

The magneto-hydrodynamic converter is another device converting heat into

work, but delivering the work directly as electrical power without intermediate

steps of mechanical shaft power. The advantage is not in avoiding the shaft power

to electrical power conversion, which can be done with small losses, but rather in

Periods of generation

Tidal cycle

Water level in reservoir

0 3 6 9

Hours

12 15

Figure 4.39 Operation of the tidal power plant at la Rance.

Based on André (1976).
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avoiding a construction with moving parts, thereby permitting higher working tem-

peratures and higher efficiency. The heat added is used to ionize a gas, and this

conducting gas (“plasma”) is allowed to move through an expanding duct, upon

which an external magnetic field B is acting. The motion of the gas is sustained by

a pressure drop between the chamber where heat is added and the open end of the

expanding duct. The charged particles of velocity u in the plasma are subjected to a

Lorentz force

F5 ρelu3B; (4.87)

where the direction of this induced force is perpendicular to B and u, but opposite

for the positive atoms and for the negatively charged electrons. Since the mass of

an electron is much smaller than that of an atom, the net induced current will be in

the direction given by a negative value of ρel. Assuming a linear relationship

between the induced current Jind and the induced electric field Eind5F/ρel5 u3B,

the induced current may be written

Jind 5 σ u3B; (4.88)

where σ is the electrical conductivity of the plasma. This outlines the mechanism

by which the magneto-hydrodynamic (MHD) generator converts kinetic energy of

moving charges into electrical power associated with the induced current Jind across

the turbine. A more detailed treatment must take into account the contributions to

the force (4.87) on the charges, which arise from the induced velocity component

Jind/ρel, as well as the effect of variations (if any) in the flow velocity u through the

generator stage (see, for example, Angrist, 1976).

The generator part of the MHD generator has an efficiency determined by the

net power output after subtraction of the power needed for maintaining the mag-

netic field B. Only the gross power output can be considered as given by (4.12).

Material considerations require that the turbine be cooled, so in addition to power

output, there is a heat output in the form of a coolant flow, as well as the outgoing

flow of cooled gas. The temperature of the outflowing gas is still high (otherwise

recombination of ions would inhibit the functioning of the converter), and the

MHD stage is envisaged as being followed by one or more conventional turbine

stages. It is believed that the total power generation in all stages could be made to

exceed that of a conversion system based entirely on turbines with moving parts,

for the same heat input.

Very high temperatures are required for the ionization to be accomplished

thermally. The ionization process can be enhanced in various ways. One is to

“seed” the gas with suitable metal dust (sodium, potassium, cesium, etc.),

for which case working MHD machines operating at temperatures around 2500 K

have been demonstrated (Hammond et al., 1973). If the heat source is fossil fuel,

and particularly if it is coal with high sulfur content, the seeding has the advan-

tage of removing practically all the sulfur from the exhaust gases (the seeding

metals are rather easily retrieved and must anyway be recycled for economic

reasons).
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4.3.9 Wave energy conversion

A large number of devices for converting wave energy to shaft power or compression

energy have been suggested, and a few of them have been tested on a modest scale.

Reviews of wave devices may be found, for example, in Leichman and Scobie (1975),

Isaacs et al. (1976), Slotta (1976), Clarke (1981), Sørensen (1999), Thorpe (2001),

CRES (2002), DEA Wave Program (2002), Scruggs and Jacob (2009), Tollefson

(2014) and Wang (2017). An overview of possibilities is illustrated schematically in

Fig. 4.40. None of the projects have reached viability yet, either for technical or for eco-

nomic reasons. Below, the technical details are given for two typical examples of actual
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Figure 4.40 An overview of wave energy converter types (Hagerman and Heller, 1988;

Falnes and Løvseth, 1991).
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devices: the oscillating water column device that has been in successful small-scale

operation for many years in powering mid-sea buoys, and one of the earliest sugges-

tions, the Salter duck, which theoretically has a very high efficiency, but has not been

successful in actual prototyping experiments. However, first a few general remarks:

The resource evaluation in section 3.3.4 indicated that the most promising

locations for a wave-utilization apparatus would be in the open ocean, rather

than in coastal or shallow water regions. Yet all three device types have been

researched: (a) shore-fixated devices for concentrating waves into a modestly

elevated reservoir, from which the water may drive conventional hydro-turbines;

(b) near-shore devices making use of the oscillations of a water column or a

float on top of the waves, relative to a structure standing at the sea floor; and

(c) floating devices capturing energy by differential movements of different parts

of the device.

As a first orientation toward the prospects of developing economically viable

wave-power devices, a comparison with (e.g., offshore) wind power may be

instructive. One may first look at the weight of the construction relative to its

rated power. For an onshore wind turbine, this number is around 0.1 kg/Wrated,

while adding the extra foundation weight for offshore turbines (except caisson

in-fill) increases the number to just below 0.2 kg/Wrated. For 15 wave-power

devices studied by the DEA Wave Program (2002), the range of weight to rated

power ratios is from 0.4 to 15 kg/Wrated. The two numbers below 1.0 are for

device concepts not tested and for use on shore or at low water depth, where

the power resources are small anyway. Therefore, the conclusion is that the

weight/power ratio is likely to be at least twice, but likely more than five times,

that of offshore wind turbines, which to a first approximation is also a statement

on the relative cost of the two concepts.

Using the same data, one may instead look at the ratio of actually produced

power at a particular location and the weight of the device. For offshore wind in

the North Sea, this is around 20 kWh y21 kg21. For the 15 wave devices, values of

0.1 to 10 are found, by using for all devices the same wave data estimated for a

location some 150 km west of the city of Esbjerg in Denmark.� Clearly, it is not

reasonable to use data for a location 150 km out into the ocean for wave-power

devices that must stand on the shore or at very shallow water. Omitting these cases,

the resulting range reduces to 0.1�1.5 kWh y21 kg21, or over 13 times less than

for offshore wind in the same region. Again, the simplistic translation from weight

to cost indicates that wave energy is economically unattractive, because at the same

location wind power can be extracted at much lower cost. In addition, there are no

particular reasons to expect the distribution of weight on less expensive materials

(concrete or steel) and more expensive materials (special mechanical and electric

� The wave data used are calculated from the 10 m wind data shown in Figs. 2.79�2.80 using a fetch

model (Rambøll, 1999). As mentioned in Chapters 2 and 6, the 10 m data are not very reliable, and the

grid is coarse, but comparison with the actual measurements at Vyl a few kilometers to the west (shown

in Fig. 3.45) indicates that the error is well under 50% (however, the calculated data do not, for exam-

ple, exhibit the two peaks shown in Fig. 3.55, but only one).
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equipment) to be substantially different. It is also argued that, where wave

power would be feasible, offshore wind power is also available, because it is

the wind that creates the waves. Only at large water depths, say, over 20 m, where

foundation would be problematic, might the wave devices floating on the

surface be more attractive than wind. Yet, there are no indications above that

the cost of such mid-ocean wave-power extraction and cable transmission to

land will be economically viable, unless all near-shore wind options have already

been exploited.

Finally, one must consider the time-distribution of the power from wave devices.

As seen from Figs. 3.56 and 3.59, wave power exhibits large variations with

seasons. For example, in the North Sea, variations are large: Rambøll (1999) finds

6 times more average wave power in January than in June, where the corresponding

factor for wind power is 2 (Sørensen, 2000a). Acceptance of wave power into grids

serving electricity demands is thus going to be considerably more difficult than

acceptance of wind, which roughly has the same seasonal variation as demand, at

least on the Northern Hemisphere. Thus, in addition to an initial cost likely to be

substantially higher than that of wind power, additional costs for energy storage or

other supply�demand mismatch management must be considered.

4.3.9.1 Pneumatic converter

The only wave energy conversion device that has been in considerable practical

use, although on a fairly small scale, is the buoy of Masuda (1971), shown in

schematic form in Fig. 4.41. Several similar wave-power devices exist, based

on an oscillating water column driving an air turbine; in some cases, they are

shore-based and have only one chamber (see, for example, CRES, 2002).

The buoy in Fig. 4.41 contains a tube extending downward, into which water can

enter from the bottom, and a “double-action” air turbine, i.e., a turbine that turns

the same way under the influence of both pressure and suction (as illustrated by

the non-return valves).

Wave motion will cause the whole buoy to move up and down and thereby

create an up-and-down motion of the water level in the center tube, which in turn

produces the pressure increases and decreases that make the turbine in the upper

air chamber rotate. Special nozzles may be added to increase the speed of the air

impinging on the turbine blades.

For a simple sinusoidal wave motion, as described in section 2.5.3, but omitting

the viscosity-dependent exponential factor, the variables σ1 and Z, describing the

water level in the center tube and the vertical displacement of the entire buoy,

respectively, may also be expected to vary sinusoidally, but with phase delays and

different amplitudes,

σ5 a cos ðkx2ω tÞ;
σ1 5σ10 cos ðkx2ω t2 δσÞ;
Z5 Z0 cos ðkx2ω t2 δZÞ;
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with ω5 kUw in terms of the wave number k and phase velocity Uw (cf. section 2.5.3).

The relative air displacement ρ1 in the upper part of the center tube (the area of which

is A1 5πR2
1) is now (see Fig. 4.41)

ρ1 5σ1 2 Z:

Assuming the airflow incompressible, continuity requires that the relative air

velocity dρ2/dt in the upper tubes forming the air chamber (of area A1 5πR2
2) be

dρ2=dt5 ðA1=A2Þdρ1=dt:

It is now possible to set up the equations of motion for σ1 and Z, equating

the accelerations d2σ1/dt
2 and d2Z/dt2 multiplied by the appropriate masses (of the

water column in the center tube and of the entire device) to the sum of forces acting

on the mass in question. These are buoyancy and pressure forces, as well as friction

forces. The air displacement variable ρ2 satisfies a similar equation involving the

turbine blade reaction forces. The equations are coupled, but some of the mutual

interaction can be incorporated as damping terms in each equation of motion.

McCormick (1976) uses linear damping terms 2 b(dσ1/dt), etc., with empirically

chosen damping constants, and drops other coupling terms, so that the determina-

tion of σ1 and Z becomes independent. Yet the dρ2/dt values determined from such
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Figure 4.41 Masuda’s pneumatic wave energy conversion device.
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solutions are in good agreement with measured ones, for small wave amplitudes a

(or significant heights HS5 23 21/2a; cf. section 3.3.3) and wave periods T5 2π/ω,
which are rather close to the resonant values of the entire buoy, T0, or to that of the

center tube water column, T1. Between these resonant periods, the agreement is less

good, probably indicating that couplings are stronger between the resonances than

near them, as might be expected.

The power transferred to the turbine shaft cannot be calculated from expression

(4.12) because the flow is not steady. The mass flows into and out of the converter

vary with time, and at a given time, they are not equal. However, owing to the

assumption that air is incompressible, there will be no buildup of compressed air

energy storage inside the air chamber, and therefore, power can still be obtained as

a product of a mass flux, i.e., that to the turbine,

Jm 5 ρaA1 dρ1=dt

(ρa being the density of air), and a specific energy change Δw (neglecting heat

dissipation). In addition to the terms (4.39)�(4.41) describing potential energy

changes (unimportant for the air chamber), kinetic energy changes, and pressure/

enthalpy changes, Δw will contain a term depending on the time variation of the

air velocity dρ2/dt at the turbine entrance,

Δw � 1/2
dρ1
dt

� �2
2

dρ2
dt

� �2 !
1

ΔP

ρa
2

ð
d2ρ2
dt2

� �
dρ;

where ΔP is the difference between the air pressure in the air chamber (and upper

center tube, since these are assumed equal) and in the free outside air, and ρ is the

co-ordinate along a streamline through the air chamber (McCormick, 1976).

Internal losses in the turbine have not been taken into account.

Figure 4.42 shows an example of the simple efficiency of conversion, η, given
by the ratio of JmΔw and the power in the incident waves, which for sinusoidal

waves is given by (3.28). Since expression (3.28) is the power per unit length

(perpendicular to the direction of propagation, i.e., power integrated over depth z),

it should be multiplied by a dimension of the device that characterizes the width of

wave acceptance. As the entire buoy is set into vertical motion by the action of the

waves, it is natural to take the overall diameter 2R0 (cf. Fig. 4.41) as this parameter,

such that

η5 8π JmΔ w=ð2R0 ρwg
2Ta2Þ5 32πJmΔw=ðρwg2THS

2R0 Þ: (4.89)

Efficiency curves as functions of the period T, for selected significant wave

heights HS, which are shown in Fig. 4.42, are based on a calculation by McCormick

(1976) for a 3650 kg buoy with overall diameter 2R05 2.44 m and center tube

diameter 2R15 0.61 m. For fixed HS, η has two maxima, one just below the reso-

nant period of the entire buoy in the absence of damping terms, T0 � 3 s, and one

430 Renewable Energy



near the air chamber resonant period, T1� 5 s. This implies that the device may

have to be “tuned” to the periods in the wave spectra giving the largest power con-

tributions (cf. Fig. 3.56), and that the efficiency will be poor in certain other inter-

vals of T. According to the calculation based on solving the equations outlined

above and with the assumptions made, the efficiency η becomes directly propor-

tional to HS. This can only be true for small amplitudes, and Fig. 4.42 shows that

unit efficiency would be obtained for HS � 1.2 m from this model, implying that

non-linear terms have to be kept in the model if the power obtained for waves of

such heights is to be correctly calculated. McCormick (1976) also refers to experi-

ments that suggest that the power actually obtained is smaller than that calculated.

Masuda has proposed placing a ring of pneumatic converters (floating on water

of modest depth) such that the diameter of the ring is larger than the wavelength

of the waves of interest. He claims that the transmission of wave power through

such a ring barrier is small, indicating that most of the wave energy will be trapped

(e.g., multiply reflected on the interior barriers of the ring) and thus eventually will

be absorbed by the buoy and internal fluid motion in the center tubes. In other

developments of this concept, the converters are moored to the sea floor or leaning

toward a cliff on the shore (Clarke, 1981; Vindeløv, 1994; Thorpe, 2001).

4.3.9.2 Oscillating-vane converter

Since water particles in a sinusoidal wave are moving in circular orbits, it may be

expected that complete absorption of the wave energy is only possible with a device
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Figure 4.42 Efficiency of a pneumatic wave energy converter as a function of wave period,

calculated for two wave amplitudes.

Based on McCormick (1976).
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possessing two degrees of freedom, i.e., one allowing displacement in both vertical

and horizontal directions. Indeed, it has been shown by Ogilvie (1963) that an

immersed cylinder of a suitable radius, moving in a circular orbit around a fixed

axis (parallel to its own axis) with a certain frequency, is capable of completely

absorbing the energy of a wave incident perpendicular to the cylinder axis, i.e., with

zero transmission and no wave motion “behind” the cylinder.

Complete absorption is equivalent to energy conversion at 100% efficiency, and

Evans (1976) has shown that this is also possible for a half-immersed cylinder

performing forced oscillations in two dimensions, around an equilibrium position,

whereas the maximum efficiency is 50% for a device that is only capable of

performing oscillations in one dimension.

The system may be described in terms of coupled equations of motion for the

displacement co-ordinates Xi (i5 1, 2),

m d2Xi=dt
2 52 di dXi=dt � kiXi 1 j

X
j
Fij;

where m is the mass of the device, di is the damping coefficient in the ith direction,

ki correspondingly is the restoring force or “spring constant” (the vertical compo-

nent of which may include the buoyancy forces), and Fij is a matrix representing

the complete hydrodynamic force on the body. It depends on the incident wave

field and on the time derivatives of the co-ordinates Xi, the non-diagonal terms

representing couplings of the motion in vertical and horizontal directions.

The average power absorbed over a wave period T is

E5
X
i

T21

ð T

0

dXi

dt

X
j

Fijdt (4.90)

and the simple efficiency η is obtained by inserting each of the force components in

(4.90) as forces per unit length of cylinder, and dividing by the power in the waves

(3.28). One may regard the following as design parameters: the damping parameters

di, which depend on the power extraction system, the spring constants ki and the

mass distribution inside the cylinder, which determine the moments and hence

influence the forces Fij. There is one value of each di for a given radius R of the

cylinder and a given wave period that must be chosen as a necessary condition

for obtaining maximum efficiency. A second condition involves ki, and if both can

be fulfilled, the device is said to be tuned. In this case, it will be able to reach maxi-

mum efficiency (0.5 or 1, for oscillations in one or two dimensions). Generally, the

second condition can be fulfilled only in a certain interval of the ratio R/λ between

the radius of the device and the wavelength λ5 gT2/(2π).
Figure 4.43 shows the efficiency as a function of 2πR/λ for a half-immersed

cylinder tuned at 2πR/λ05 1 (full line) and for a partially tuned case, in which the

choice of damping coefficient corresponds to tuning at 2π R/λ05 0.3, but where

the second requirement is not fulfilled. Such partial tuning offers a possibility of

widening the range of wave periods accepted by the device.
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A system whose performance may approach the theoretical maximum for the

cylinder with two degrees of freedom is the oscillating vane or cam of Salter

(1974), illustrated in Fig. 4.44. Several structures of the cross-section indicated

are supposed to be mounted on a common backbone providing the fixed axis

around which the vanes can oscillate, with different vanes not necessarily moving

in phase. The backbone has to be long in order to provide an approximate inertial

frame, relative to which the oscillations can be utilized for power extraction,

for example, by having the rocking motion create pressure pulses in a suitable

fluid (contained in compression chambers between the backbone and oscillating

structure). The necessity of such a backbone is also the weakness of the system,

owing to the large bending forces along the structure, which must be accepted

during storms.

The efficiency of wave power absorption for a Salter cam or duck of the type

shown in Fig. 4.44 is indicated in Fig. 4.45, based on measurements on a model

of modest scale (R5 0.05 m). Actual devices for use in, say, a good wave energy
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Figure 4.43 Efficiency of wave energy absorption by oscillating motion of a half-immersed

cylinder of radius R. The calculation assumes parameters describing damping and coupling

terms, such that the device becomes fully tuned at 2πR/λ5 l (solid line) or partially tuned at

2πR/λ5 0.3 (dashed line).

Based on Evans, 1976.

Figure 4.44 Salter’s design of an oscillating-vane wave energy converter. The cross-section

shows the backbone and axis of rotation as a small circle and the location of the center of

gravity as a cross. The waves are incident from the right-hand side.
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location in the North Atlantic (cf. Fig. 3.56) would need a radius of 8 m or more if

tuned at the same value of λ/(2πR) as the device used to construct Fig. 4.45

(Mollison et al., 1976). Electricity generators of high efficiency are available for

converting the oscillating-vane motion (the angular amplitude of which may be of

the order of half a radian) to electric power, either directly from the mechanical

energy in the rocking motion or via the compression chambers mentioned above,

from which the fluid may be let to an electricity-producing turbine. The pulsed

compression is not incompatible with continuous power generation (Korn, 1972).

Later experiments have shown that the structural strength needed for the backbone

is a problem. For all wave devices contemplated, placed in favorable locations

at mid-ocean, transmission to shore is a problem for the economy of the scheme

(cf. discussion topics after Part III).

4.4 Solar radiation conversion

4.4.1 Photovoltaic conversion

To facilitate discussion of the physics of photovoltaic conversion devices, here

follows a short primer on energy bands in semiconductors. It is not required

for following the subsequent sections (photovoltaic devices, etc.).

The electrons in a solid move in a potential, which for crystalline forms is

periodic, corresponding to the lattice structure of the material. The forces on a
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Figure 4.45 Efficiency of Salter’s device based on model experiments (solid line) and

extrapolations (dashed line) (Based on Mollison et al., 1976.) See also the discussion topics

and associated figures in Part III.
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given electron are electromagnetic, comprising attractive interaction with the

positively charged nuclei (the effective charge of which may be diminished by

the screening effect of more tightly bound electrons) as well as repulsive interaction

with other electrons. Owing to the small mass ratio between electrons and nuclei,

the positions of the nuclei (Ri , i5 1,2,3...) may to a first approximation be regarded

as fixed. This is the basis for saying that the electrons are moving in a potential.

When an electron is close to a definite nucleus, its wavefunction may be approxi-

mated by one of the atomic wavefunctions ψi,n(i) (r2Ri) for this isolated nucleus.

One may therefore attempt to describe an arbitrary electron wavefunction as a

linear combination of such atomic wavefunctions (orbitals),

ψðrÞ5
XN
i51

X
nðiÞ

ci;nðiÞψi;nðiÞðr2RiÞ: (4.91)

Here N is the total number of atomic nuclei, and r is the position vector of the

electron.

A simple example is a diatomic molecule (N=2) with only one important level in

each atom,

ψðrÞ5 c1;nð1Þ ψ1;nð1Þðr2R1Þ1 c2;nð2Þψ2;nð2Þðr2R2Þ;

for which two normalized solutions exist, with opposite relative sign between the

two terms. If the overlap

S5

ð
ψ1;nð1Þ � ðr2R1Þ ψ2;nð2Þðr2R2Þ dr

(where the asterisk denotes complex conjugation) is non-zero, the energies of

the two superposition states will be different from those (W1,n(1) and W2,n(2)) of the

atomic wavefunctions
Ð
ψ1,n(1) and ψ2,n(2). The most tightly bound solution, ψb(r),

will correspond to an energy lower than the lowest of the original ones W1,n(1) and

W2,n(2), while the other solution, ψa(r), will correspond to an energy higher than the

highest of the original ones (see, for example, Ballhausen and Gray, 1965).

If the energies Wb and Wa of the bonding solution ψb(r) and the antibonding

solution ψa(r) are calculated for various relative positions R5 |R12R2|, one may

obtain a picture like that shown in Fig. 4.46 (approximately describing an ionized

hydrogen molecule H2
+).

If the number of (say, identical) nuclei, N, is larger than two, but still placed in a

regular geometrical relationship characterized by a single distance R (e.g., the

distance between atomic nuclei in a cubic lattice or a diamond-type lattice),

the superposition-type wavefunction (4.91) still gives an energy picture similar to

Fig. 4.46, but now with N curves, the highest and lowest of which may look like

the two curves for N5 2.

For a solid crystal, N may be of the order of 1024, so the region between the

lowest energy state and the highest one will be filled out with energy levels that for
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all practical purposes can be regarded as continuous. Such a region is called an

energy band. For each pair of overlapping atomic orbits, n(1) and n(2), there will

be a set of linear combinations of wavefunctions in the N5 2 case, with bonding

and antibonding characteristics. In the large-N case, each combination of overlap-

ping atomic orbits will lead to an energy band, such that the overall picture of

energy levels as a function of lattice characteristics (in the simple case, just R) will

be one of a number energy bands inside which all electron energies are “allowed,”

plus the spaces between energy bands in which no allowed energy is present.

The energy band structure may, for example, resemble that shown in Fig. 4.47.

If the distance between the nuclei is large, an electron “feels” only one nucleus

(plus a number of tightly bound “inner” electrons, if the nucleus has Z. 2) at a

time, and the energy spectrum is identical to that of an individual atom (right-hand

side of Fig. 4.47). As the assumed distance between nuclei becomes smaller, energy

bands develop and become wider. When the energy bands begin to overlap and

cross (left-hand side of Fig. 4.47), the basis for the linear assumption (4.91) breaks

down, at least in the form discussed so far. If the restriction that the bands are

formed from one definite atomic orbital [so that there is no sum over n(i) in (4.91)]

is relaxed, it still may be possible to use an expression of the form (4.91) to

describe some features of the region of overlapping bands.

As an example, it is possible to obtain the two separate bands in silicon

(see Fig. 4.47) by first defining two suitable superpositions of 3s and 3p atomic

orbits [corresponding to the summation over n(i), this procedure being called

hybridization in molecular theory], and then by applying the band theory [corre-

sponding to the summation over i in (4.91)]. It is evident that, in this region near

the band crossing point, it is possible to find energy gaps between adjacent bands

that are much smaller than in the non-overlapping region.
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Figure 4.46 Electronic energy levels in a diatomic molecule as a function of interatomic

distance (e.g., levels formed from 1s atomic orbitals in the H2
+ molecule).
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The electron potentials initially represent a situation with one electron per

atom being considered. The simplest approximation of many-electron states in

one atom is to regard the electrons as independent of each other, except that they

have to obey the Pauli exclusion principle, according to which there can be at

most one electron in each quantum state. Because the electron has an intrinsic

spin of S5 1/2, there are two spin states (“spin-up” and “spin-down”) for each

spatial orbit. Thus, the periodic system would be derived by first placing two

electrons in the 1s-orbit (cf. Fig. 4.47), then two in the 2s-orbit, and then six

in the 2p-orbit (comprising three degenerate spatial orbits, because the orbital

angular momentum is L5 1), etc.

A more accurate solution of the Schrödinger equation of quantum mechanics

is necessary in order to include the effects of electron�electron interactions, which

make the entire energy spectrum depend on electron number in addition to the

smooth dependence on the charge of the nucleus (atomic number). In several cases,

these interactions even influence the succession of orbits being filled in the periodic

system.

Similar statements can be made for the energy bands in many-atom lattices.

The spectrum of energy bands can be used to predict the filling systematics, as a
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Figure 4.47 Energy band structure of a solid as a function of lattice constant (assumed to

completely specify interatomic distances, as it does for crystals of diamond structure).

Atomic physics labeling of orbits are indicated to the right. The band structure in the

left-hand region of overlapping bands should be regarded as highly schematic. It may take

different forms for different solids. The figure indicates how the overlapping 3s and 3p bands

in silicon form the 1.14-eV energy gap further illustrated in Fig. 4.48.
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function of the number of electrons per atom, but again the spectrum is not inde-

pendent of the degree of filling (for this reason, no energy scale is provided in

Fig. 4.47). Thus, a diagram like Fig. 4.47 cannot be used directly to predict the

atomic distance (e.g., represented by the lattice constant) that will give the lowest

total energy and hence the ground state of the system. This is in contrast to the H2
+

molecule (Fig. 4.46), for which the minimum of the Wb curve determines the equi-

librium distance between the nuclei.

Knowing the lattice structure and the lattice constant (the dimension of an ele-

mentary cube in the lattice), a vertical cut in a diagram of the type in Fig. 4.47 will

give the allowed and forbidden energy values, with the reservations made above.

Filling the proper number of electrons per atom into the energy bands, with refer-

ence to the Pauli principle, allows the energy of the latest added electron to be

determined, as well as the lowest available energy level into which an additional

electron added to the system may go.

If the electrons available exactly fill a band, and if there is a substantial distance

to the next higher level, the material is an electrical insulator (no electrons can

change state, i.e., they cannot “move”). If a band is partially filled, the material is a

good conductor (e.g., a metal). The continuum of levels in the partially filled band

allows the electrons to move throughout the lattice. If the distance between the

highest filled band and an empty band is small, the material is called a semiconduc-

tor. At zero absolute temperature, a semiconductor is an insulator, but, because of

the thermal energy spread at higher temperatures [given by (4.23) because electrons

are Fermi particles], some electrons will be excited into the higher band (the con-

duction band). The conductance of silicon increases by a factor of 106 between 250

and 450 K.

The bands corresponding to 1s, 2s, and 2p atomic orbits are completely filled in

Si, but then four electrons remain per atom. According to Fig. 4.47, the 3s and 3p

bands are overlapping and allow two mixed bands to be constructed, with an inter-

mediate gap of about 1 eV (1.6 3 1025 J). The lower band (the valence band) can

hold four electrons per atom, so this band will be completely full and the other one

empty at zero temperature.

If a few of the atoms in a silicon lattice are replaced by an atom with higher Z

(atomic number), e.g., phosphorus, the additional electrons associated with the

impurity cannot be accommodated in the valence band, but will occupy a discrete

level (the donor level) just below the conduction band (the energy depression being

due to the larger attractive force from the atom of higher Z). A semiconductor mate-

rial with this type of impurity is called n-type. The electrons in the donor-level are

very easily excited into the conduction band. Adding n-type impurities makes the

Fermi level [μi in (4.23)] move upward from the initial position approximately half-

way between the valence and conduction bands.

Impurities with lower Z (e.g., Al in a Si-lattice) lead to electron vacancies or

holes, which are associated with an energy slightly higher than the top of the

valence band, again due to the Z-dependence of the attractive force. These acceptor

levels easily transfer holes to the valence band, a process that may, of course, alter-

natively be described as the excitation of electrons from the valence band into the
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acceptor level. Semiconductor material with this type of impurity is called p-type.

Holes can formally be treated as particles like electrons, but with positive charges

and provided that the state of the pure semiconductor at zero temperature is taken

as reference (“vacuum state” in quantum theory).

The energy diagrams of doped semiconductors of n- and p-types are sketched in

Fig. 4.48. The distribution of electron densities on the energy bands in the valence

and the conduction bands is indicated, for n- or p-doped and un-doped materials.

For a more complete account of basic semiconductor theory, see, for example,

Shockley (1950).

4.4.1.1 Photovoltaic devices

Conversion of radiant energy (light quanta) into electrical energy can be achieved

with the use of semiconductor materials, for which the electron excitation caused

by impinging light quanta has a strongly enhancing effect on the conductivity.

It is not sufficient, however, that electrons are excited and are able to move

more freely, if there is no force to make them move. Such a force would arise from

the presence of a gradient of electrical potential, such as the one found in a p�n

junction of doped semiconductor materials (a p�n junction is a junction of a p-type

and an n-type semiconductor, as further described below). A p�n junction provides

an electrical field that will cause the electrons excited by radiation (such as solar)

to move in the direction from the p-type to the n-type material and cause the

vacancies (holes) left by the excited electrons to move in the opposite direction.
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Figure 4.48 Energy band structure near the Fermi energy (μ) for a semiconductor material

without impurities (middle column) or with n- or p-type doping (cf. text). The dark shading

indicates the electron occupancy as a function of energy for a finite temperature (occupancy

equal to unity corresponds to the maximum number of electrons at a given energy or energy
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If the electrons and holes reach the respective edges of the semiconductor material,

the device is capable of delivering electrical power to an external circuit. The motion

of electrons or holes receives competition from recombination processes (electrons

being recaptured into vacancies), making such factors as overall dimensions and

electron mobility in the material used important.

4.4.1.2 The p�n junction

An essential constituent of photovoltaic cells is the p�n junction, a fundamental

device in semiconductor physics based on the principles described in the short

primer above. When a p-type and an n-type semiconductor are joined so that they

acquire a common surface, they are said to form a p�n junction. This initially

causes electrons to flow in the n to p direction because, as seen in Fig. 4.48, the

electron density in the conduction band is higher in n-type than in p-type material

and because the hole density in the valence band is higher in the p-type than in the

n-type material (the electron flow in the valence band can also be described as a

flow of positive holes in the direction p to n).

This electron flow builds up a surplus of positive charge in the n-type material

and a surplus of negative charge in the p-type material, in the neighborhood of the

junction (mainly restricted to distances from the junction of the order of the mean

traveling distance before recombination of an electron or a hole in the respective

materials). These surplus charges form a dipole layer, with an associated electro-

static potential difference, which will tend to hinder any further unidirectional

electron flow. Finally, an equilibrium is reached in which the potential difference is

such that no net transfer of electrons takes place.

Another way of stating the equilibrium condition is in terms of the Fermi energy

[cf. Figs. 4.48 and (4.23)]. Originally, the Fermi energies of p- and n-type materials,

μp and μn, are different, but at equilibrium μp5μn. This is illustrated in Fig. 4.49,

and it is seen that the change in the relative positions of the conduction (or valence)

bands in the two types of material must equal the electron charge, 2 e, times the

equilibrium electrostatic potential.

The number of electrons in the conduction band may be written

nc5

ðE0
c

Ec

n0ðE Þ f ðE Þ dE; (4.92)

where Ec and Ec
0 are the lower and upper energy limit of the conduction band,

n0(E) is the number of quantum states per unit energy interval (and, for example,

per unit volume of material, if the electron number per unit volume is desired),

and finally, f(E) is the Fermi�Dirac distribution (4.23). If the electrons in the

conduction band are regarded as free, elementary quantum mechanics gives

(see, for example, Shockley, 1950)

n0ðEÞ5 4π h23ð2mÞ3=2E1=2; (4.93)
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where h is Planck’s constant and m is the electron mass. The corrections for electrons

moving in condensed matter, rather than being free, may to a first approximation be

included by replacing the electron mass by an “effective” value.

If the Fermi energy is not close to the conduction band,

Ec 2μ.. kT ;

the Fermi�Dirac distribution (4.23) may be replaced by the Boltzmann distribution,

fBðEÞ5 expð2 ðE2μÞ=kTÞ: (4.94)

Evaluating the integral, (4.92) then gives an expression of the form

nc 5Ncexpð2 ðEc 2μÞ=kTÞ: (4.95)
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Figure 4.49 Schematic picture of the properties of a p�n junction in an equilibrium

condition. The x-direction is perpendicular to the junction (all properties are assumed to be

homogeneous in the y- and z-directions). The charge (top) is the sum of electron charges in

the conduction band and positive hole charges in the valence band, plus charge excess or

deficit associated with the acceptor and donor levels. In the electron energy diagram

(middle), the abundance of minority charge carriers (closed circles for electrons, open circles

for holes) is schematically illustrated. The properties are further discussed in the text.
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The number of holes in the valence band is found in an analogous way,

nv 5Nvexpð2 ðμ2EvÞ=kTÞ; (4.96)

where Ev is the upper limit energy of the valence band.

The equilibrium currents in a p�n junction like the one illustrated in Fig. 4.49

can now be calculated. Considering first the electron currents in the conduction

band, the electrons thermally excited into the conduction band in the p-region

can freely flow into the n-type materials. The corresponding current, I0
2(p), may

be considered proportional to the number of electrons in the conduction band in the

p-region, nc(p), given by (4.95),

I0
2ðpÞ5α Ncexpð2 ðEcðpÞ2μðpÞÞ=kTÞ; (4.97)

where the constant α depends on electron mobility in the material and on the

electrostatic potential gradient, grad φ. The electrons excited into the conduction

band in the n-type region have to climb the potential barrier in order to move

into the p-region. The fraction of electrons capable of doing this is given by a

Boltzmann factor of the form (4.95), but with the additional energy barrier

ΔE052Δφ0/e (2e being the electron charge),

ncðnÞ5Ncexpð2 ðEcðnÞ2μðnÞ2ΔE0Þ=kTÞ:

Using 2ΔE05Ec( p)2Ec(n) (cf. Fig. 4.49) and considering the current I0
2(n)

as being proportional to nc(n), the corresponding current may be written

I0
2ðnÞ5α0 Ncexpð2 ðEcðnÞ2μðnÞÞ=kTÞ; (4.98)

where α0 depends on the diffusion parameter and on the relative change in electron

density, nc
21grad(nc), considering the electron motion against the electrostatic

potential as a diffusion process. The statistical mechanical condition for thermal

equilibrium demands that α52α0 (Einstein, 1905), so (4.97) and (4.98) show that

the net electron current,

I0
2 5 I0

2ðpÞ1 I0
2ðnÞ;

becomes zero precisely when

μðpÞ5μðnÞ;

which is then the condition for thermal equilibrium. The same is true for the hole

current,

I0
1 5 I10 ð pÞ1 I10 ðnÞ:
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If an external voltage source is applied to the p�n junction in such a way that

the n-type terminal receives an additional electrostatic potential Δφext relative to

the p-type terminal, then the junction is no longer in thermal equilibrium, and the

Fermi energy in the p-region is no longer equal to that of the n-region, but satisfies

μðpÞ2μðnÞ5 e21Δφext 5ΔEext (4.99)

if the Boltzmann distributions of electrons and of holes are to maintain their shapes

in both p- and n-regions. Similarly, Ec(p)2Ec(n)5 2 (ΔE0 + ΔEext), and assum-

ing that the proportionality factors in (4.97) and (4.98) still bear the relationship

α52α0 in the presence of the external potential, the currents are connected by the

expression

I2ðnÞ52 I2ðpÞexpðΔEext=kTÞ:

The net electron current in the conduction band then becomes

I2 5 I2ðnÞ1 I2ðpÞ52 I2ðpÞðexpðΔEext=kTÞ2 1Þ: (4.100)

For a positive Δφext, the potential barrier that electrons in the n-region conduc-

tion band (see Fig. 4.49) have to climb increases, and the current I2(n) decreases

exponentially (ΔEext negative, reverse bias). In this case, the net current I2

approaches a saturation value equal to I2(p), according to (4.100). For negative

Δφext, (positive ΔEext, forward bias), the current I2(n) increases exponentially

with the external potential. In both cases, I2(p) is assumed to remain practically

unchanged, when the external potential of one or the other sign is applied, consider-

ing that I2(p) is primarily limited by the number of electrons excited into the

conduction band in the p-type material, a number that is assumed to be small in

comparison with the conduction band electrons in the n-type material (cf. Figs. 4.48

and 4.49).

The contributions to the hole current, I +, behave similarly to those of the elec-

tron current, and the total current I across a p�n junction with an external potential

Δφext52 eΔEext may be written

I5 I2 1 I1 52 IðpÞðexpðΔ Eext=kTÞ2 1Þ: (4.101)

The relationship between current and potential is called the characteristic of the

device, and the relation (4.101) for the p�n junction is illustrated in Fig. 4.50 by

the curve labeled “no light.” The constant saturation current I(p) is sometimes

referred to as the dark current.

4.4.1.3 Solar cells

A p�n junction may be utilized to convert solar radiation energy into electric

power. A solar cell is formed by shaping the junction in such a way that, for
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example, the p-type material can be reached by incident solar radiation, e.g., a thin

layer of p-type material is placed on top of a piece of n-type semiconductor. In the

dark and with no external voltage, the net current across the junction is zero,

as is shown in the previous subsection, i.e., the intrinsic potential difference Δφ0 is
unable to perform external work.

However, when irradiated with light quanta of an energy Elight5 hν5 hc/λ (h is

Planck’s constant, c is the velocity of light, and ν and λ are the frequency and

wavelength of radiation) larger than the energy difference between the conduction

and valence band for the p-type material,

Elight $EcðpÞ2EvðpÞ;

then electrons may be photo-excited from the valence band into the conduction

band. The absorption of light quanta produces as many holes in the valence band of

the p-type material as electrons in the conduction band. Since in the dark there are

many fewer electrons in the p-type conduction band than holes in the valence band,

a dramatic increase in the number of conduction-band electrons can take place

without significantly altering the number of holes in the valence band. If the excess

electrons are sufficiently close to the junction to be able to reach it by diffusion

before recombining with a hole, then the current in this direction exceeds I0
2( p)

of (4.97) by an amount Is, which is the net current through the junction in case of

a short-circuited external connection from the n-type to the p-type material.

With light
Is+ I (p)

No light

ΔEext

I

I (p)

Figure 4.50 Characteristics (i.e., current as a function of external voltage) of a p�n

junction, in the dark and with applied light. The magnitude of the short-circuit current,

Is, is a function of light intensity and spectral distribution.
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The photo-induced current is not altered if there is a finite potential drop in the

external circuit, since the relation between the current (4.101) and the external

potential drop eΔEext was derived with reference only to the changes in the

n-region.

An alternative n�p type of solar cell may consist of a thin n-type layer exposed

to solar radiation on top of a p-type base. In this case, the excess holes in the n-type

valence band produce the photo-induced current Is.

The total current in the case of light being absorbed in the p-type material and

with an external potential drop is then

I5 Is 2 IðpÞ ðexpð2Δ φext=kTÞ2 1Þ: (4.102)

The short-circuit current Is depends on the amount of incident light with frequen-

cies sufficient to excite electrons into the conduction band, on the fraction of this

light actually being absorbed, and on the conditions for transporting the excess elec-

trons created in the conduction band, in competition with electron�hole recombina-

tion processes. Is may be written as the sum of a conduction- and diffusion-type

current, both related to the number of excess electrons in the conduction band, nindc ;
induced by the absorption of light,

Is 5 eðmcEen
ind
c 1 kcdn

ind
c =dxÞ; (4.103)

where e is the numerical value of the electron charge (1.6 3 10219 C), mc is

the mobility of conduction band electrons [e.g., 0.12 m2 V21 s21 for silicon

(Loferski, 1956), the dependence on the degree of doping being displayed in

Fig. 4.51], Ee is the local electrical field, kc is the diffusion constant [cf. (2.28) and

(3.33); e.g., kc5 1023 m2 s21 (Loferski, 1956)], and x is the depth below the solar

cell surface, assumed to be the only significant coordinate (as in Fig. 4.49).

The excess electron number density, nc
ind(x), at a depth x, changes when

additional electrons are photo-excited, when electrons are carried away from x by

the current Is, and when electrons recombine with holes,

@ nindc ðxÞ
@ t

5

ð
σðνÞnphðνÞexpð2σðνÞxÞ dν1 I

e

@Is
@x

2 nindc ðxÞ 1
τc

: (4.104)

Here σ(ν) is the cross-section for absorption of light quanta (photons) in the

p-type material, and nph(ν) is the number of photons at the cell surface (x5 0) per

unit time and unit interval of frequency ν. The absorption cross-section is zero for

photon energies below the semiconductor energy gap, hν,Ec(p)2Ev(p), i.e., the

material is transparent to such light. The most energetic light quanta in visible light

could theoretically excite more than one electron per photon (e.g., 2�3 in Si with

an energy gap slightly over 1 eV), but the probability for exciting just one electron

to a higher energy is higher, and such a process is usually followed by a transfer

of energy to other degrees of freedom (e.g., lattice vibrations and ultimately heat),
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as the excited electron approaches the lower part of the conduction band, or as the

hole left by the electron de-excites from a deep level to the upper valence band.

Thus, in practice, the quantum efficiency (number of electron�hole pairs per

photon) hardly exceeds one.

The last parameter introduced in (4.104), τc, is the average lifetime of an

electron excited into the conduction band, before recombination [τc may lie in

the interval 10211 to 1027, with 1029 being a typical value (Wolf, 1963)]. The life-

time τc is connected to the cross-section for recombination, σc, and to the mean

free path lc of electrons in the conduction band by

lc 5σc
21 5 vcτcNa;

where vc is the average thermal velocity of the electrons, vc5 (2kT/m)1/2 (m being

the electron mass, k being Boltzmann’s constant, and T being the absolute temper-

ature), and Na is the number of recombination centers (acceptor impurities,

cf. Fig. 4.48).

The boundary conditions for solving (4.104) may be taken as the absence of

excess minority carriers (electrons or holes) at the junction x5 xpn,

nindc ðxpnÞ5 0;
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Figure 4.51 Mobility of minority carriers in Si at room temperature (about 300 K),

extrapolated from measurements (Wolf, 1963). The mobility plotted is the conduction

mobility, equal to the conductivity divided by the number of minority carriers and by the

electron charge. The attenuation of the flow of actual carriers by recombination effects

(trapping) is not considered.
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and a prescribed (material-dependent) excess electron gradient at the surface x5 0.

This gradient, ðdnindc =dxÞjx50; is often expressed in terms of a surface recombination

velocity, sc, through (4.103) by writing the left-hand side

Is 5 scn
ind
c ð0Þ:

Typical values of sc are of the order of 103 m s21 (Wolf, 1963, 1971). For n�p

type solar cells, expressions analogous to the above can be used.

Once nindc has been found, Is can be calculated. Figure 4.50 shows an example

of the total current through a p�n junction, as a function of applied voltage

but for a fixed rate of incoming solar radiation on the p-type surface. The short-

circuit current Is increases linearly with intensity of light, if the spectral

composition is kept constant, for the entire interval of intensities relevant for

applications of solar cells at or near Earth. This is illustrated in Fig. 4.52 for

a solar cell based on a p�n heterojunction, with the p-type material being Cu2S

and the n-type material CdS.
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Figure 4.52 Characteristics of Cu2S�CdS solar cell at 300 K for different intensities of

incident radiation with typical clear-sky solar frequency distribution. The points of

intersection with the dashed line give the voltage and current leading to maximum power

output for given solar radiation.

Based on Shirland (1966).
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For an open-ended solar cell (i.e., no external circuit), the difference in electrical

potential between the terminals, Voc5Δφext(I5 0), is obtained by putting I equal

to zero in (4.102),

Voc 5 kTe21logIs=IðpÞ1 1 (4.105)

The amount of electrical power, E, delivered by the irradiated cell to the external

circuit is obtained by multiplication of (4.102) by the external voltage,

E5 ðΔφextÞI5ΔφextðIs 2 IðpÞðexpð2 eΔφext=kTÞ2 1ÞÞ: (4.106)

From @ E/@ (Δφext)5 0, the external voltage Vopt may be found, which leads to

the maximum value of power, Emax. In the situations of interest, Vopt is a slowly

varying function of the amount of incident radiation, as illustrated by Fig. 4.52.

The corresponding current may be denoted Iopt.

The efficiency of solar cell radiant-to-electrical energy conversion is the ratio of

the power E delivered and the incident energy, denoted Esw
1 ; as in sections 3.1 and

2.2.2 (eventually for a tilted orientation of the solar cell), η5E=Esw
1 In terms of the

flux of photons of given frequency incident on the solar cell [introduced in

(4.104)], the non-reflected energy flux at the surface may be written (a is the albedo

of the cell surface)

Esw
1 ð12 aÞ5

ðN
0

hνnphðνÞdν; (4.107)

where h is Planck’s constant. For a given semiconductor material, the maximum

fraction of the energy (4.107) that can be absorbed is

ð N

hν5EcðpÞ2EvðpÞ
hνnphðνÞ dν:

The part of the integral from zero up to the energy gap (i.e., the part above a cer-

tain wavelength of light) constitutes a fundamental loss. The same can be said of

the energy of each light quantum in excess of the semiconductor energy gap

Ec(p)2Ev(p), assuming a quantum efficiency of at most one, i.e., that all such

quanta are indeed absorbed (which may not be true if their energy is, say, between

the upper limit of the conduction band and the lower limit of the following band)

and that all excess energy is spent in exciting lattice degrees of freedom (vibrational

phonons) that do not contribute to the photovoltaic process. In that case, the energy

flux available for photoconversion is only

ðEcðpÞ2EvðpÞÞ
ðN
hν5EcðpÞ2EvðpÞ

nphðνÞ dν5Eavail: (4.108)
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Further losses in addition to reflection and insufficient or excess photon energy

may be associated with imperfections in the junction materials or in the current

extraction system, causing heat formation or light re-emission rather than electrical

power creation. Both heat creation (in the lattice) and re-radiation may take place

in connection with the recombination of photo-excited electrons and holes. Since

many of these processes are highly temperature dependent, the maximum efficiency

that can be obtained in practice is also temperature dependent. Examples of

maximum theoretical efficiencies, as well as those obtained in practice, are given in

section 4.4.4.

Rather than being p- and n-doped materials of the same elemental semiconductor,

the solar cell junction may be based on different materials (a heterojunction) or on a

metal and a semiconductor (a Schottky junction).

Individual types of solar cells are discussed below, after presentation of some

general remarks on the efficiency of photovoltaic cells.

4.4.1.4 Design of photovoltaic converters

A photovoltaic converter consists of a number of solar cells suitably connected,

plus eventually some auxiliary equipment, such as focusing devices in front of the

cells and tracking systems. The maximum efficiency of a solar cell is given by

the ratio of the maximum power output (4.106) and the incident radiation flux,

maxðηÞ5maxðEÞ=Esw
s;y : (4.109)

The maximum efficiency is smaller than unity for a number of reasons. First, as

discussed above, radiation of frequency below the semiconductor band gap is

not absorbed. Second, according to (4.108), the excess energy of radiation with

frequencies above the semiconductor band gap is not available to the photovoltaic

conversion process. This loss would be small if the solar spectrum were peaked

across the band gap, but most semiconductor gaps correspond to only a limited part

of the broad solar spectrum (cf. Fig. 2.17).

Third, as seen, for example, in Fig. 4.52, the maximum power output is less

than the maximum current times the maximum voltage. This reduction in voltage,

necessary in order to get a finite current, is analogous to the requirement for a finite

dissipation term in a thermodynamic engine in order to get energy out in a finite

time (cf. section 4.1.1). Expression (4.106) does not fit measured power values in

detail, and it has been suggested that a second exponential term be added in the

current�voltage relation (4.102), of similar form but with Δφext replaced by

1/2Δφext (Sah et al., 1957). The origin of such a term is thermal generation and

recombination of carriers in the vicinity of the junction. Fourth, the external poten-

tial (times the electron charge) has a maximum value (4.105), which is smaller than

the semiconductor gap Ec(p)2Ec(n), since it equals the difference in Fermi level

between the p- and n-regions [cf. (4.99) and Fig. 4.48]. This loss may be diminished

by increasing the number of impurities (and hence the number of minority carriers)
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in both the p- and n-region. However, if these are increased above a certain level,

the increased recombination probability offsets the voltage gain.

Figure 4.53 shows an early example of calculated maximum efficiency as a

function of the semiconductor band gap, including the above-mentioned losses,

for radiation conditions corresponding to the top of the Earth’s atmosphere (a),

for a clear-sky day at the Earth’s surface with average atmospheric absorption and

scattering conditions (b), and for a cloud-covered sky (c). It is shown that for

common solar cell materials, such as Si or GaAs, the maximum efficiency is larger

for the spectral composition of clear-day solar radiation at ground level than for

the solar spectrum not disturbed by the Earth’s atmosphere. The performance

for scattered solar radiation (the overcast-sky case) is not substantially impaired.

The wavelength dependence of the collection efficiency (i.e., the efficiency

including the first two loss terms discussed above, but not the last two) is shown in

Fig. 4.54 for a simple silicon cell consisting of a thin (5 3 1027 m) p-layer on top
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Figure 4.53 Early calculation of maximum efficiency for simple p-on-n solar cell; a outside

the Earth’s atmosphere (Esw5 1350 W m22); b at the Earth’s surface under standard

conditions (Esw5 890 Wm22, air mass 1, water content 0.02 m3 m22, and major absorption

bands included in the calculation); c overcast condition (Esw5 120 W m22).

Based on Loferski (1956).
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of an n-layer base (of thickness 4.5 3 1024 m). The total efficiency curve is based

on measurements, whereas the separate contributions from the p- and n-layers have

been calculated (Wolf, 1963). Short wavelengths are absorbed in the p-layer and

give rise to a current of electrons directed toward the junction, but the bulk of the

solar wavelengths are not absorbed until the photons reach the n-layer base. They

give rise to a hole current toward the junction. The efficiency is not independent of

cell temperature, as indicated in Fig. 4.55. The silicon cells currently used exhibits

an absolute loss in efficiency of 0.4�0.5% for each �C of temperature rise.

Figure 4.56 adds more recent data on the temperature dependence of different

types of solar cells, based upon measurements.
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Figure 4.55 Calculated temperature dependence of solar cell efficiency.
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Based on Wolf (1963).

451The energy conversion processes



The data shown in Fig. 4.56 have been normalized, for each type of solar cell,

to a typical absolute efficiency for current commercial or near-commercial versions

of the type of device in question. Early theoretical calculations (Wysocki and

Rappaport, 1960) are largely confirmed by current measurements, and the mechan-

isms are thus well understood, at least for conventional photovoltaic devices.

The temperature dependence is chiefly due to band-gap effects, which explains why

the slope of the crystalline silicon (c-Si) and multicrystalline silicon (m-Si) are

identical (Yamamoto et al., 1999). In other words, the grain boundaries do not give

rise to additional temperature effects. Cd�S cells have a lower but still significant

temperature gradient, whereas the temperature effect for amorphous silicon cells

and organic dye-sensitized TiO2 cells is very small.

The temperature effect is negative with increasing working temperature for all

devices except two: organic cells show a maximum near 40�C (Rijnberg et al.,

1998) and the amorphous silicon (a-Si)�hydrogen cells show a reversal of tempera-

ture trends after annealing (Dutta et al., 1992). This positive temperature coefficient

persists only until the undegraded efficiency is reached, and it requires annealing

as opposed to light-soaking treatment, which causes the development of a stronger

negative temperature coefficient. The modest temperature dependence is conveniently

modeled by a power expansion of the efficiency,

η5 ηð298 KÞ1 aðT 2 298 KÞ1 bðT2298 KÞ2: (4.110)
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Figure 4.56 Solar cell efficiency as a function of operating temperature, normalized to a

typical 25�C efficiency for each cell type.
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The operating temperature dependence of the solar-energy-to-electricity conver-

sion efficiency suggests that cooling the cell by extracting heat may improve the

electric performance of the cell and thereby pay for some of the extra expense

of the heat extraction equipment. (This is further discussed in a case study in

section 6.5.1.) Typical operating temperatures for uncooled cells are about 50�C.
Figure 4.56 shows that improvement is indeed obtained for crystalline or multi-

crystalline silicon photovoltaic (PV) cells, for example, but not notably for

dye-sensitized cells or amorphous PV cells. On the other hand, in order to make use

of the heat, it should preferably be collected at higher temperatures, which would

indicate that the best solutions are those with little operating temperature effect on

the electricity yields. This trade-off is further illustrated in the simulation models of

section 6.5.1.

In cells currently produced, each loss factor is carefully minimized, and

the resulting efficiencies have increased over time, for all types of solar cells,

as discussed below.

4.4.1.5 Monocrystalline silicon cells

The photovoltaic cell principles described above form the basis for monocrystalline

cells, which are cells constructed from single crystals, usually in the form of ingots

sliced into a number of cells.

A number of improvements have brought the cell efficiency of state-of-the-art

monocrystalline silicon cells up to about 25%. The light capture is improved

through trapping structures that minimize reflection in directions not benefiting the

collection area and by backside designs reflecting light rays back into the active

areas (see, for example, Fig. 4.57). The doping degree is altered near electrodes

(n1 and p+ areas), and a thin oxide layer further helps to prevent electrons from

reaching the surface rather than the electrode (this process is termed passivation).

Rear contact

p+ p+
p+

p+

p−
n+ n

Oxide

Oxide

Finger “Inverted” pyramids

Silicon

Figure 4.57 Structure of a monocrystalline silicon cell with passivated emitter and a locally

diffused rear structure (PERL), used to obtain a 23% module efficiency.

From Green et al. (1998), used with permission.
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Further, top electrodes may be buried, in order not to produce shadowing effects for

the incoming light (Green et al., 1992).

Figure 4.58 shows the measured characteristics, i.e., current as a function of volt-

age, for a cell of the type shown in Fig. 4.57.

Simulation of the light-trapping and electron-transport processes in one, two, or

three dimensions has helped in selecting the best geometry and degree of doping

(Basore, 1991; Müller et al., 1992). Figure 4.59 gives an example of one-

dimensional simulation of the variation in cell performance as a function of doping

degree for a cell of the kind shown in Fig. 4.58.

The model takes into account the 10-μm facet depth and uses a curved one-

dimensional path through the cell. The two most important doping parameters

(impurities per unit volume) are the uniform bulk doping of the p-material and the

n-doping at the front, assumed to fall off as an error function, thereby simulating

the average behavior of near-electrode sites and sites away from electrodes.

Transport and recombination are calculated in a finite-element model (Basore,

1991). The backside doping is kept at 23 1019 cm23.

4.4.1.6 Multicrystalline cells

Another technology for producing solar cells uses multicrystalline (sometimes

referred to as polycrystalline) materials, instead of single-crystal materials.

Multicrystalline materials consist of small domains or grains of crystalline material,

randomly oriented relative to each other. The crystal grains in multicrystalline

materials sustain conductivity in the same way that single crystals do, but the
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Figure 4.58 Current�voltage curve for a PERL cell similar to that of Fig. 4.57 (but with

cell efficiency 22%), as measured by Sandia Laboratories (USA) at 1006 W m22 airmass 1.5

simulated radiation, for a 4-cm2 cell. Key findings are Voc5 696 mV (4.105), Is5 160 mA

(4.103), and fill factor5 0.79 (Wenham et al., 1995b). The fill factor is the ratio between the

area under the curve and IsVoc.
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transport of electrons across grain boundaries induces losses, reduces conductivity,

and thus makes the cells less efficient. On the other hand, they can be produced by

simpler methods than those needed for monocrystals, e.g., by evaporating

suitable coatings onto a substrate. This field is rapidly developing, as it is becoming

possible to deposit only a few atomic layers onto a substrate, and with

suitable techniques (such as using magnetic fields to align grains) it may soon be

possible to form near-monocrystalline layers without having to grow crystals.

It was initially believed that the additional losses at grain boundaries would nec-

essarily make the efficiency of multicrystalline cells substantially lower than what

could be obtained by crystalline materials. Actually, the difference has narrowed as

a result of better understanding of the options for optimizing performance of com-

plex cell structures. One problem has been the damage inflicted upon multicrystal-

line cells by attempting to copy to them some of the efficiency-improving

techniques that have worked well for monocrystalline cells (surface texturing, rear

passivation by oxide layers). Yet, etching of inverted pyramids on the surface of

multicrystalline cells has improved efficiency considerably (Stock et al., 1996),

and, recently, less-damaging honeycomb texture patterns have brought the effi-

ciency up to 20% (Zhao et al., 1998). This trend is likely to induce the long-

predicted change from expensive ingot-grown monocrystalline cell materials to

multicrystalline materials more suitable for mass production and price-reduction

efforts. However, development away from single-crystalline solar cell materials is

slower than anticipated because of the higher maturity of the crystalline industry

processes. Figure 4.60 shows the structure of a multicrystalline cell that is 20%
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efficient and absorbs more than 90% of incoming radiation. The advantages of

thin-film multicrystalline solar cells over monocrystalline ones would seem to more

than compensate for the remaining 5% efficiency difference. This does not exclude

that crystalline and multicrystalline technologies will continue to co-exist in the

marketplace for a while, as they presently do.

4.4.1.7 Stacked cells

Instead of basing a solar cell on just a single p�n junction, it is possible to stack

several identical or different cells on top of each other. The use of different cell

materials aims at capturing a wider range of sunlight frequencies than possible with

a single junction. In this case, materials of different band gaps will be stacked

(Yazawa et al., 1996; Takamoto et al., 1997). In particular, designs with just two

cell materials have become popular, as they appear to be candidates for striking a

balance between cost and efficiency improvement (see, e.g., McMeekin et al.,

2016). Attempts have also been made to stack identical cells, with the aim to be

able to use lower quality material (e.g., the mentioned thinly sprayed crystalline

cells) and still get an acceptable overall efficiency by stacking several layers of low

individual efficiency (Wenham et al., 1995a). This concept is illustrated in

Fig. 4.61, where a calculation performed for low-quality multicrystalline silicon

finds a broad maximum of efficiency for about six layers (Green, 1994), and a spe-

cific cell efficiency of 15.2% for a small laboratory specimen (Sproul et al., 1995).

However, efforts to scale the processes up toward industrial scale production levels

did not succeed, due to difficulties in controlling the transport of electrons from the

layers of low-quality silicon to the electrodes.

Rear contact metal

Metal finger Honeycomb texturing

p-silicon SiO2

n

p+

p+
n+

Figure 4.60 Texturing used to raise multicrystalline cell efficiency to 20% in a PERL-type

cell.

From Zhao et al. (1998), used with permission.
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4.4.1.8 Amorphous cells

Amorphous semiconductor materials exhibit properties of interest for solar cell

applications. While elemental amorphous silicon has a fairly uniform energy distri-

bution of electron levels, composite materials have been constructed that exhibit a

pronounced energy gap, i.e., an interval of energy essentially without any states,

as in a crystal. Spear and Le Comber (1975) first produced such an amorphous

material, which was later proved to be a silicon�hydrogen alloy, with the distribu-

tion of energy states shown in Fig. 4.62 as curve a. Ovshinsky (1978) produced a

silicon�fluorine�hydrogen alloy with further depression of gap states (Fig. 4.62,

curve b). The gap is about 1.6 eV wide and thus should be more favorable with

respect to the solar energy spectrum than the 1.1-eV gap of crystalline silicon.

Furthermore, doping (introduction of boron or phosphorus atoms) has proved
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Figure 4.61 Concept of a multilayer thin-film silicon solar cell (Wenham et al., 1995a).
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possible, so that p- and n-type amorphous semiconductors can readily be made, and

a certain amount of “engineering” of materials for exactly the desired gap structure,

doping efficiency, conductivity, temperature sensitivity, and structural stability

(lifetime) can be performed.

A theoretical description of the gap occurrence and electron conduction in

amorphous materials was first presented by Street and Mott (1975) and followed up

by Fritsche (1977) and Pfister and Scher (1977). The basis is the occurrence in

amorphous material of defects of particular affinity to attract or reject electrons

(e.g., lone pair sites), and the transport of electrons is thought of as a quasi-random

“hopping” between sites, some of which are capable of “trapping” an electron for a

shorter or longer period of time. An abundance of broken or “dangling” bonds may

give rise to serious trapping problems (low conductivity), and the success obtained

by incorporating hydrogen seems due to its occupying and neutralizing such sites.

Not very long after the theoretical description of amorphous solar cells, cells

suited for industrial production became available (Hamakawa et al., 1981). These

found a market in powering calculators and similar small-scale devices, where the

cell efficiency and cost was relatively unimportant. A typical structure of such a

commercial amorphous cell is illustrated in Fig. 4.63. Band gaps in the range from

1.0 to 3.6 eV can be engineered with different silicon alloys (SiGe, Si, SiC), and

such cells may be stacked to obtain a broader frequency acceptance (Ichikawa,

1993; Hamakawa, 1998).

However, the simplest version has just one type of material: an intrinsic layer of

an a-Si:H compound is the main area of light absorption, and adjacent p- and

n-type layers ensure the transport to the electrodes, the front one of which is made

of a transparent material. The whole structure could be less than 1 μm thick

and deposited onto a plastic backing material. Maximum efficiencies of around

13% have been demonstrated in the laboratory (Fig. 4.64), but one problem has

persisted: because the structure of the material is without order, bombardment with

light quanta may push atoms around, and the material degrades with time. Current

Transparent electrode

p-layer

i-layer 1 μm

20 μm

n-layer

Metal electrode

Plastic backing

Figure 4.63 Structure of the most common a-Si cell. Several p- i- and n-layers may be

stacked.
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practice is to degrade commercial cells before they leave the factory, thereby

decreasing the efficiency by some 20%, but in return obtaining reasonable stability

over up to a 10-year period under average solar radiation conditions (Sakai, 1993).

Several layers of p-, i-, and n-layers may be stacked, and the highest efficiency is

obtained by replacing the amorphous n-layers with a multicrystalline pure Si or

silicon-compound layer (Ichikawa, 1993; Ma et al., 1995). Still, the short lifetime

and low efficiency has confined the market for amorphous cells to a low level,

as other concepts have improved both performance and cost.

4.4.1.9 Other materials and other thin-film cells

Use of materials from chemical groups III and V, such as GaAs, CdS, and CdTe,

instead of silicon, allows better engineering of band gaps in crystalline solar cells

to suit particular purposes and advances new properties suitable for certain tasks

(notably space applications and use in concentrating collectors). Important consid-

erations in selecting materials include temperature dependence, where crystalline

silicon cell efficiency drops quickly with the increasing temperature likely to

prevail (despite possible active cooling), for cells operating at high levels of solar

radiation (see Figs. 4.55 and 4.56).

The GaAs band gap of 1.43 eV is well suited for the solar spectrum, and, with a tan-

dem cell of GaAs plus GaInP2, an efficiency of over 30% has been reached (Bertness

et al., 1994; Deb, 1998). Single-junction GaAs cell efficiencies are in the range of

25�28% (NREL, 2016). Currently, these cells are expensive and are mainly used in

space. However, thin-film versions are being developed, as in the Si case, and they

already have for CIS (copper�indium�diselenide) cells. The highest efficiency

obtained so far is about 17% for a Cu (In,Ga) Se2 structure (Tuttle et al., 1996).
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Figure 4.64 Efficiency development in a-Si solar cell for different cell areas (before
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Among a range of non-traditional designs of solar cells is the use of spherical

droplets. This design grew out of a proposed re-use of scrap material from the

microelectronics industry, and it may increase acceptance of light from different

directions and reduce reflection that otherwise would have to be dealt with by

surface texturing (Maag, 1993; Drewes, 2003; ATS, 2003).

Concentrating devices can be used for both thermal and electricity-producing

systems. (They are treated together in section 4.4.4.) Naturally, a photovoltaic cell

receiving concentrated sunlight will need to be able to function with the increased

thermal load, normally leading to higher temperatures. The implications of this

can be derived from the discussion of Figs. 4.55 and 4.56.

4.4.1.10 Module construction

Individual cells based on monocrystalline materials typically have areas of 100 cm2

(limited by techniques for growing ingots of monocrystalline material).

Multicrystalline and photoelectrochemical cells, where semiconductor material is

deposited on a backing template (usually glass), may have larger cell size, and

amorphous cells have essentially no limitations. Amorphous cells have been pro-

duced on rolls of flexible plastic backing materials with widths of 1�2 m and rolls

of any length. The same may also become possible for other thin-film types, such

as spray-deposited multicrystalline materials.

It is customary to assemble cells into modules by a mixture of parallel and series

connections, so that the resulting voltages become suitable for standard electricity-

handling equipment, such as inverters transforming DC currents into AC currents of

grid specifications and quality. Alternatively, microprocessor inverters may be inte-

grated into each module or even into each cell in order to minimize transport losses.

In recent years, specific inverters optimized for solar cell applications have been

produced, with an inverter efficiency increase from 90% to about 98% (IEA, 1999).

Solar cell technology, then, is characterized by two main solar radiation conver-

sion efficiencies: the efficiency of each cell and the efficiency of the entire module

sold to the customer. The latter is currently about 5% lower than the former, nota-

bly because of phase mismatch between the individual cell current components, but

this does not need to be so, and the difference between the two efficiencies is

expected to diminish in the future.

4.4.1.11 Use of residual energy

Given that practical efficiencies of photovoltaic devices are 10�30%, it is natural

to think of putting the remaining solar energy to work. This has first been achieved

for amorphous cells, which have been integrated into windowpanes, so that at least

a part of the energy not absorbed is passed through to the room behind the pane.

Of course, conductors and other non-transparent features reduce the transmittance

somewhat. The same should be possible for other thin-film photovoltaic materials,

including the emerging multicrystalline silicon cells.

Another possibility, particularly for PV panels not serving as windows, is to con-

vert the solar energy not giving rise to electricity into heat (as some of it in actuality
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already is). One may think of cooling the modules of cells by running pipes filled

with water or another suitable substance along their bottom side, carrying the heat to

a thermal store, or alternatively by an air flow above the collector (but below a trans-

parent cover layer). The energy available for this purpose is the incoming radiation

energy minus the reflected and converted part. Reflection from the back of the semi-

conductor material, aimed at increasing the path-length of the photons in the material,

could be chosen to optimize the value of the combined power and heat production,

rather than only the power production. A hybrid photovoltaic and thermal device

is called a PVT panel. Examples of PVT panels are modeled in section 6.5.1.

For concentrator cells, active cooling may be needed in any case, because of the

temperature dependence of the photovoltaic process (cf. Figs. 4.55 and 4.56).

The maximum electrical efficiency of a single junction photovoltaic device

implied by semiconductor physics is typically around 40% [see discussion follow-

ing (4.109)]. Only if reflections can be minimized and several different light

absorption materials capturing the entire solar spectrum are stacked, may the

theoretical Carnot efficiency (4.4) for the temperature of the Sun relative to a

reference temperature at the surface of the Earth, i.e., about 95%, be approached.

Considerations of power-flow optimization diminish this limit a bit. Honsberg

(2002) and Green (2002) find a maximum thermodynamic efficiency of some 87%

for an infinite stack of cells, which can be used as a starting point for discussing the

losses deriving from semiconductor physical arguments.

For a solar cell with electric efficiency below 40%, the possible associated heat

gain is typically another 40%, according to the simulation results of section 6.5

4.4.2 Photo-electrochemical conversion

Photo-electrochemistry is an area of confluence between solar cell technology, dis-

cussed here, and battery or fuel-cell technology, discussed in section 4.7. Organic

solar cells are a special kind of photo-electrochemical (PEC) devices that try to take

advantage of inexpensive organic materials, as opposed to the more expensive metals

and doped semiconducting materials used in the photovoltaic devices discussed

above. As discussed for biological photosynthesis in section 3.6, suitable organic

materials can trap sunlight and convert radiation into other forms of energy. Copying

this process has been attempted in various ways. Calvin (1974) considered a double

membrane that would separate the ionized reactants of a photo-excitation process,

A1 hν ! A�; A� 1B ! A1 1B2:

In addition, a transport system is needed to get the ions to an electrode. No prac-

tical version of this idea has been produced. The same is the case for a concept

aimed at both removing CO2 from the atmosphere and simultaneously producing

methanol (Jensen and Sørensen, 1984, pp. 217�218). The absorption of solar radia-

tion is used to fix atmospheric carbon dioxide to a ruthenium complex [Ru], which

is then heated with water steam,

½Ru�CO2 1 2H2O1 713 kJ=mol ! ½Ru�1CH3OH1 1=2O2:
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One scheme that has been realized is the attachment of a ruthenium complex as

a dye to TiO2, which may then transport electrons formed by photo-excitation in

the Ru-complex to an electrode. The process is similar to the dye-excitation pro-

cesses used in conventional photographic prints and was first proposed by Moser

(1887). He called the dye substance enhancing the absorption of solar radiation

above what can be achieved by the TiO2 a “sensitizer.” The Ru-complex is restored

by a redox process in an electrolyte joining the other electrode, with use of a

platinum catalyst, as indicated in Fig. 4.65. Because a monolayer of even a very

efficiently absorbing dye will absorb less than 1% of incoming solar radiation, the

dye-absorption layer is made three-dimensional by adhering the dye to a nanostruc-

tured TiO2 network of nodules, as first demonstrated by Tsubomura et al. (1976).

They also introduced a liquid electrolyte, capable of penetrating into the cavities in

the nanostructured sensitized TiO2 and providing the necessary contact for transfer

of the replacement electron to the dye. The effective absorption surface may be

increased by three orders of magnitude and provides an overall cell efficiency of

about 10%. It should still be possible for the TiO2 nodules to transfer the absorbed

electron to the back electrode through a series of transport processes.

The material presently favored for the anode nanoparticles is TiO2 in the form

of anatase (Fig. 4.66). Compared to other forms of titanium dioxide (rutile and

brookite), anatase better accommodates the dye molecules and forms nodules

rather than flakes. The large-side dimension of the unit cell shown in Fig. 4.66 is

GlassConductor Anatase Dye Electrolyte

electron transfer
Dye photo-excited state

Ef

Redox cycle

R−/R

filling electron vacancy

Dye ground state

20 - 2 nm
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1
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2

Catalyst Conductor Glass

Nanoparticle diameter ∼1 nm

− R
 /R

Figure 4.65 Layout of photo-electrochemical solar cell with indication of energy levels (Ef

is the Fermi level of the semiconductor material). Solar radiation is absorbed in a dye layer,

creating an excited electron state, from which an electron is transferred to the semiconductor

at left and replenished from the counter-electrode through a redox cycle in an electrolyte to

the right (Sørensen, 2003a).
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about 0.2 nm. Several other semiconductor materials have been investigated,

but so far anatase has shown the best overall properties and is used fairly univer-

sally. Electron transport through the anatase layers follows conventional solid-

state physics, except for the issue of nodule coherence. A simple modeling effort

has successfully described the transport as a random walk, rather than hopping

(Nelson et al., 2001).

On the cathode side, a redox couple is used to supply the electron to replace the

one being excited in the dye and transferred to the anatase before it decays back to

the dye ground state. The electrolyte is typically acetonitrile (C2H3N), and the

redox couple is iodine/tri-iodine (I2/I23), which has been used almost exclusively

since the work of Tsubomura et al. (1976). This does not seem ideal, since the

difference between the anatase Fermi level and the I2/I23 chemical potential, which

determines the cell’s open-circuit voltage, is only about 0.9 eV, as compared

with typical dye-excitation energies of 1.8 eV. Many efforts have been directed at

finding more appropriate redox shuttle systems, but so far none has shown overall

properties making it preferable to the I2/I23 couple (Wolfbauer, 1999). Electrolyte

and redox couple integrity and lifetimes are of concern. A comparison to batteries

is appropriate, and battery lifetimes are rarely as long as desired for solar cells that

may be incorporated directly into building components and structures.

A further energy loss takes place at the cathode, where application of a catalyst

is required in order to obtain the desired rate of electron transfer from electrode to

electrolyte. As in batteries and fuel cells, traditionally preferred catalysts are based

on platinum, but alternatives are under investigation. Generally speaking, the use of

liquid electrolytes and catalysts is undesirable, and the much slower electron trans-

fer through the electrolyte and its redox couple (as compared with semiconductor

transport) is likely to be the overall limiting factor for current in the device.

However, the reason for still choosing a liquid electrolyte is also obvious. The cell

is produced by deposition of anatase layers on the anode and subsequent annealing,

processes requiring temperatures well over 100�C. The dye is then applied, either

by soaking or by flushing, creating the huge intrinsic surface for solar collection.

Typical dye melting points are 80�100�C, so applying a second semiconductor

material (if one with appropriate properties could be found) from the other side at

Unit cell

TiO2
Anatase

Figure 4.66 Anatase structure (first determined by Horn et al., 1970) and unit cell

(Sørensen, 2003a).
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appropriate temperatures would destroy the cell. More gentle application not requir-

ing high temperatures is not likely to allow the surface contact area between dye

and semiconductor to be equally large on both sides.

An alternative is to find another material not requiring high temperatures for

penetrating into the cavity structure of the initial semiconductor plus dye layers.

Possible candidates are conducting polymers or the ion-carrying polymers used

in fuel cells. Actual 2�3% energy conversion efficiency has been obtained with

two types of polymer systems. One uses a gel network polymer as electrolyte

(Ren et al., 2001). The other is a type of plastic solar cell, where the known ability

of 60C molecules to absorb solar radiation (Sariciftci et al., 1992) is used to create

a fairly large absorption area of 60C sensitizer imbedded in a suitable polymer

(Shaheen et al., 2001; Yu et al., 1995).

The choice of sensitizer is ideally based upon fulfillment of requirements that

include at least the following:

� high absorption capability over the range of spectral frequencies characteristic of sunlight
� energetically suitable excited states
� good attachment to semiconductor nanoparticles that ensures rapid electron transfer

(in competition with de-excitation and back-transfer from semiconductor surface to dye

sensitizer)
� easy acceptance of the replacement electron from electrolyte
� dye lifetime consistent with stipulated device life.

The search for optimized sensitizers has usually focused on a particular family

of molecules. For example, one group (O’Regan and Grätzel, 1991; Nazeeruddin

et al., 1993, 2001; Shklover et al., 1998) has looked at metal complexes based on

ruthenium polypyridines, meticulously synthesizing one variant after the other, add-

ing rings, thiocyanate ligands, and carboxylate groups in different combinations.

The size of the molecule, in combination with its excitation spectrum, determines

the frequencies of solar radiation that can be absorbed and the associated cross-

sections. The black dye (1 ruthenium atom, 3 pyridine rings, 3 thiocyanate ligands,

and 3 carboxylate groups) has led to the currently highest overall conversion

efficiency of 10% for laboratory cells (area about 1024 m2). In comparison, an effi-

ciency of 5% is claimed for a large cell (on the order of 1 m2) that was briefly in

industrial production (STI, 2002). An earlier favorite was N3 dye (Ru, 2 bipyridine

rings, 2 thiocyanate ligands, and 4 carboxylate groups), which is particularly able to

transfer an excited electron to an anatase surface, a condition that has been attrib-

uted to its attachment to the anatase surface by two carboxylate binding sites at

approximately the same spacing as the “indents” in one anatase surface. However,

the dye’s light absorption stops below 800 nm, implying a smaller efficiency for

many potential real-life collector sites. Figure 4.67 compares spectral sensitivities

of the two dyes just mentioned, plus the coumarin-derivative organic dye consid-

ered in the following.

Figure 4.68 gives the molecular structure of the purple N3 and the black ruthe-

nium dye (Nazeeruddin et al. 1993, 2001). Several variants have been studied (see,

for example, Shklover et al., 1998; Zakeeruddin et al., 1997).
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The structure of modified sensitizer molecules is often roughly given by applying

the known structures of the components plus some general rules of thumb.

Measurements of spectra, such as the nuclear magnetic resonance (NMR) spectra,

help determine the positions of specific atoms (e.g., hydrogen atoms), but not always

in a unique way. The addition of new features to a dye molecule in order to enhance
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Figure 4.67 Spectral sensitivity: c-d indicates coumarin derivative; N3 and b-d (black dye)

indicate ruthenium complexes.

Based upon Hara et al. (2001); Nazeeruddin et al. (2001).

Figure 4.68 The structure of (a) N3 (RuS2O8N6C26H24, left) and (b) b-d (RuS3O6N6C21H22,

right) ruthenium sensitizers synthesized by Nazeeruddin et al. (1993, 2001). A modest

structure optimization has been performed (Sørensen, 2004).
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solar absorption or to aid electron transfer out of the molecule may give rise to struc-

tures not amenable to simple guesses, e.g., due to isomerism or other reasons, such

as energy surfaces in configuration space with more than one minimum.

Quantum mechanical modeling leads to theoretical predictions of likely

molecular structures, as outcomes of optimization studies. These involve following a

path of steepest descent in the potential energy surface, eventually using second-

order derivatives in order to stabilize the sizes of jumps made for each of the itera-

tions (Sørensen, 2003a).� Here follows a fairly detailed account of such calculations,

exemplified by one photo-electrochemical cell sensitized by an organic molecule.

Similar calculations are today routinely made for verifying the mechanism of

functioning for new cell types such as the perovskite cells mentioned below.

Figure 4.69 shows the outcome of a theoretical optimization (Sørensen et al.,

2001, 2003a) for a modified coumarin dye that is part of a family of molecules

studied by Hara et al. (2001) as potential inexpensive, purely organic candidates for

dyes to use with TiO2 semiconductor nanoparticles in solar cells.

Figure 4.70 shows the molecular orbits near the Fermi level for the coumarin-

derivative dye, obtained from a quantum mechanical Hartree�Fock self-consistent

field calculation of the best ground-state configuration [using the software of Frisch

� So-called ab initio calculations in quantum chemistry involve solving the Schrödinger equation under

several simplifying assumptions: nuclear motion is neglected, the basis functions used are linear combi-

nations of Gaussian functions for each atom and far fewer than needed for completeness. Interactions

are first treated by the Hartree-Fock method, implying that each electron is assumed to move in the

mean field from all the other particles. Higher electron correlations are added in a perturbative way or

by the phenomenological density functional theory (details in Sørensen, 2012).

Figure 4.69 Optimized structure of coumarin-derivative organic dye (gross formula

H26C25N2O4) synthesized by Hara et al. (2001) and yielding overall efficiencies of around

6% when used in PEC solar cells (Sørensen, 2003a).
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et al. (1998) and including a basis of 641 molecular states, or about 3 for each

physical orbit]. It is seen that moving an electron from the highest occupied orbit

(HOMO) to the lowest unoccupied orbit (LUMO) involves reducing the electron

density in the coumarin part of the molecule and increasing it along, and particu-

larly at the end of, the “arm” attached to the molecule. However, at this level of

approximation, the energy difference (LUMO minus HOMO) is still nearly 8 eV, as

opposed to an experimental value of 1.8 eV (Hara et al., 2001). The second unoccu-

pied orbit (Fig. 4.72, bottom) is quite different.

In order to estimate more realistically the energy of the first excited state of the

coumarin-derivative dye molecule, a number of further calculations have been per-

formed (Sørensen, 2003a). Interactions not included in the SCF ground state calcu-

lation may be added in a time-dependent Hartree-Foch (TDHF) calculation for one

or more excited states (Casida et al., 1998), and further improvement is obtained by

performing the TDHF calculation on top of ground-state calculations including fur-

ther interaction, such as including exchange forces in a density functional method

(Kohn and Sham, 1965; Becke, 1993). Figure 4.71 shows the excitation energy of

the lowest spin-0 and spin-1 excited states using successive improvements in the

sophistication of the interactions included and in the number of basis states used for

the calculations (Sørensen, 2003b).

The fact that the first excited state comes down from an initial 8 eV molecular

orbital energy difference to the observed 1.8 eV indicates that it must contain a sub-

stantial amount of correlations, or, in other words, that this excitation must com-

prise collective involvement of a large number of electrons.

This is borne out in Fig. 4.72, showing the electron density difference between

the first singlet excited state of the coumarin-derivative, and the ground state, using

the large-basis TDHF calculation. The excited state is made up of a dozen signifi-

cant molecular orbital (MO) excitation pairs. The density difference shows the

Figure 4.70 Electron density of HOMO (a), LUMO (b), and second unoccupied molecular

orbital (c) for a coumarin-derivative dye based on self-consistent field (SCF) calculation

(Sørensen, 2003a, 2003b).
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expected effect, already surmised from the Hartree-Fock (HF) ground-state MOs,

that the excitation moves electron density from the coumarin core to the peripheral

arm added to the molecule. It would then be natural to assume that this is

where the transfer to the anatase surface, to which the dye adheres, takes place.

This interpretation is supported by the large dipole moment found in the calcula-

tions (13.7 debyes).

The precise attachment of the dye to the anatase surface might be investigated

by a combined optimization of the dye plus a chunk of the semiconductor surface

layer, with the distance and rotation angles of the dye relative to the surface as

parameters (cf. Fig. 4.73). The study of a similar material has already revealed the

nature of the surface distortion of both Ti and O molecules (Erdman et al., 2002).

The distortion penetrates only one layer down, in contrast to the over 10-nm-thick

space charge regions in surfaces of solids. The conclusion from the present calcula-

tion is that both dye and surface are modified, with the dye “arm” being bent to
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Figure 4.71 Measured (right-hand side) and calculated excitation energies of first excited

states of spin 0 or 1 for the coumarin-derivative molecule shown in Fig. 4.71. The abscissa

indicates acronyms for the type of calculation made, with complexity increasing from left to

right (except the last, which, by comparison with the first column, shows the correlations

built into the molecular orbits calculated with inclusion of exchange forces). Two of the

calculations give unphysical states of negative energy, indicating the fragile nature of the

approximations that effectively use different electron interactions for the excited-state

calculation than for the ground-state calculation (because, at a realistic level of

approximation, the same approach will not yield both). The problem is solved in the

subsequent columns by using basis states more appropriate for the spin-1 calculations

(Sørensen, 2003b).
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Figure 4.72 Calculated electron density difference between the first excited singlet and

ground state of coumarin-derivative dye (a: positive values enhanced; b: negative values

enhanced; Sørensen, 2003a, 2003b).

Figure 4.73 Attachment of coumarin-derivative dye to and modification of anatase surface.

a: initial guess, b: optimized (the depth of TiO2 surface layer distortion cannot be

determined by modeling just the top layer; Sørensen, 2003a, 2004).



better attach to the surface, and the surface atoms to accommodate the dye particle

(but even in the absence of the dye, the surface of the lattice structure would be

different from the regular interior used as starting point for the optimization).

A further “handle” on the quantum chemical calculations is the comparison of

measured spectra (IR, NMR, etc.) with those predicted by the calculations.

Understanding of complex molecules has progressed rapidly as a result of the com-

bination of spectral studies in the laboratory with quantum model calculations.

The photo-electrochemical dye and nanostructure technique has several applica-

tions beyond the formation of solar cells. Among them are smart windows

(Bechinger et al., 1996; Granqvist et al., 1998; STI, 2002), energy storage (Hauch

et al., 2001; Krasovec et al., 2001), environmental monitors (Kamat and

Vinodgopal, 1998; Yartym et al., 2001), hydrogen production (Khaselev and

Turner, 1998; Luzzi, 1999; Mathew et al., 2001), computer and TV screens also

suitable for outdoor use (using the dye as light emitter rather than absorber;

Rajeswaran et al., 2000; Tang, 2001; Müller et al., 2003), and three-dimensional

data storage (Dwayne-Miller et al., 2001).

Organic dyes can be used in concentrating luminescent solar panels. Sunlight

entering from one side of a light guide is absorbed by luminiscent organic dyes or by

quantum dots placed there and re-emitted at a longer wavelength. The re-emitted

light travels along the waveguide, being reflected if it hits the sides, and eventually

reaches the end of the guide, where a solar cell (say PV cell) is converting the solar

energy into electric power. The concentration factor is the ratio of the large collect-

ing side surface and the small end surface of the lightguide. Traditionally, the effi-

ciency of such devices have been low, due to the sequence of losses in dye or

quantum dot conversion and during travel in the lightguide (Currie et al., 2008), but

the problems may be reduced by proper choice of materials (Bradshaw et al., 2015).

It has recently been demonstrated that the band-gaps of organic dyes used in photo-

electrochemical solar cells can be tuned to a prescribed solar radiation frequency inter-

val by simply blending two semiconductor dyes (Schwarze et al., 2016; Ueno, 2016).

4.4.2.1 Perovskite solar cells

Kojima et al. (2009) were the first to replace the absorbing dye in a photo-

electrochemical solar cell with perovskite, a halide compound of the form ABX3,

where X is a halogen. A commonly used compound is CH3NH3PbI3, where the cat-

ion is surrounded by octahedral structures (Eames et al., 2015; Fig. 4.74). It was

later realized that neither the conventional dye cell TiO2 as electron-collector nor

the fluid electrolyte was required, as the perovskite material itself could transport

both electrons and holes (Lee et al., 2012). Further refinement (see overviews by

Seo et al., 2016 and Park, 2016) has brought the cell efficiency up to 22% (NREL,

2016). The high efficiency and elimination of some of the design features known to

be problematic in organic solar cells has raised hope of a future transition from lab-

oratory to industrial manufacturing scale. However, there are still severe problems

of stability (lifetime) and incomplete theoretical understanding of the parameters

for optimization that have to be addressed. In a cell using a mesoporous TiO2 layer

as a substrate to the perovskite layer, Wang et al. (2016) found that modifying the
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contact angle when applying perovskite droplets during cell manufacture could

change the grain size and crystallinity, allowing the cell efficiency to rise with opti-

mal choice. Leblebici et al. (2016) found that perovskite grain orientation matters

and that two different orientations in a test cell were associated with very different

efficiencies, suggesting that a new increase in efficiency may be obtained if the ori-

entation can be controlled during cell manufacture. Figure 4.75 shows a typical

Figure 4.75 Perovskite CH3NH3PbI3 grain structure, as emerging after 4 h of annealing the

halide.

Chen et al. (2014), used by generic permission.

Figure 4.74 Structure of the perovskite CH3NH3PbI3 (Eames et al., 2015, used by Creative

Commons Attribution 4.0 Int. license from https://en.wikipedia.org/wiki/File:

CH3NH3PbI3_structure.png)
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perovskite grain distribution after 4 h of annealing (Chen et al., 2014). Tsai et al.

(2016) note that stability problems can be reduced by replacing the 3-dimensional

perovskite by stacked 2-dimensional sheets, but creating cells with much lower effi-

ciency. Finally, as mentioned earlier, McMeekin et al. (2016) has proposed to raise

the efficiency above the current 22% by stacking the perovskite cell with an ordi-

nary silicon PV cell.

4.4.3 Solar thermal conversion

4.4.3.1 Heat generation

Conversion of solar energy to heat requires a light-absorbing material, a collector,

which is able to distribute the absorbed radiant energy over internal degrees of free-

dom associated with kinetic energy of motion at the molecular level (e.g., lattice

vibrations in the case of a solid). The Earth and its atmosphere are examples of

such collectors, as discussed in sections 2.2 and 2.3. Absorption of solar energy

will raise the temperature of the collector or transfer energy to a reservoir, if the

collector is connected to one. The collector will also emit radiation, and it may lose

heat energy by conduction and convection processes. The frequency spectrum of

the emitted radiation will correspond to the Planck spectrum (2.3) for the collector

temperature Tc, if the collector is in a state allowing the definition of a thermody-

namic temperature.

Man-made collectors may try to achieve a large absorption by minimizing reflec-

tion and transmission and to achieve small losses, e.g., by operating the collector at

temperatures not much above ambient air temperatures or, if higher load tempera-

tures are required, by reducing the heat loss rates by suitable transparent covers and

insulation.

One may distinguish between passive and active systems, according to whether

energy is specifically added (pumps, etc.) in order to bring the collector heat gain

to the load areas. A passive system need not be characterized by the absence of def-

inite heat flow paths between collectors and load areas, but such flows should be

natural, i.e., they should not depend on other energy inputs provided by man. There

may be borderline cases in which the term natural circulation would be difficult to

define.

Examples of passive solar heat systems are ordinary windows in buildings,

which transmit a large fraction of the solar radiation (if the angle of incidence is

small, i.e., if the direction of the incident light does not make a small angle with

the pane). The room behind the window may, to a large extent, act like a black-

body, absorbing practically all of the radiation transmitted through the window and

re-emitting only a small fraction to the outside (providing that the total window

area of the room is not large).

Another kind of passive solar heat system uses the heat capacity of walls facing

the sun during the daytime. The walls absorb radiation and accumulate it (the heat

capacity of building materials increases roughly in proportion to mass), and at night

they lose heat to their colder surroundings, including the inside area, which is thus
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heated. The wall’s heat capacity also serves to cool the building during at least the

first part of the daytime, if the wall temperature after the night’s cooling off is

lower than the next day’s ambient temperature. More elaborate versions of solar-

wall and solar-roof passive systems, directing the natural convection according to

conditions (night/day, summer/winter), are shown in Figs. 4.76 and 4.77. These sys-

tems require a little “active” help in opening and closing vents, shutters, or covers.

Because they depend on a daily cycle, these systems are most applicable in climatic

regions where the daily solar input is substantial during the cold season as well.
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Figure 4.76 Solar-wall passive heating and cooling system. Top cross-sections show air

flow during (a) winter and (b) summer. (c) Curves below show, for a selected period of a

few days’ operation, the air flow-rate and temperature [at the location X in (a)], ambient

temperature outside the house, and solar radiation. The inside wall temperature remains

above 20�C during the period considered. The house is situated at latitude 43�N.
Based on Trombe (1973) and Stambolis (1976).
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Greenhouses are also passive solar-collecting systems, as are water heaters based

on water bags (e.g., placed on roofs) or flat-plate collectors (see below) delivering

heat to water, which is transferred by natural circulation to a storage tank lying

higher than the collector. A saline pond can play the role of the collector, with a

heat exchanger at the bottom of the pond transferring the collected energy to a

working fluid, which can be circulated to the load area by natural or forced circula-

tion. The solar pond itself (see Fig. 4.78) contains water with a high content of dis-

solved salts, causing the formation of a salinity and density gradient, preventing the

mixing of surface and bottom water. The water absorbs some solar radiation, but, if

the pond is shallow, most of the absorption takes place at the bottom, thereby creat-

ing a stable temperature gradient increasing toward the bottom, because heat is

transferred upward only by slow processes.
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Figure 4.77 Solar-roof passive heating and cooling system. The top cross-sections show

operation of the cover panel during the day and the night, during summer and winter. Below

are heat-transfer rates through the roof (positive downward) and solar radiation, both

averaged month by month during an 8-month period. The house is situated at latitude 35�N.
Based on Hay and Yellot (1972) and Stambolis (1976).
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4.4.3.2 Flat-plate collectors

The term flat-plate collector is used for absorbers with a generally flat appearance,

although the collecting surface need not be flat in detail (it might have V-shaped

carvings or even a focusing substructure). The side of the collector facing the sun

may have a cover system (e.g., one or more layers of glass), and a mass flow Jm
c of

some fluid (e.g., water or air) passes the absorber and is supposed to carry the heat,

which is transferred from the absorber plate to the mass flow and then to the load

area (i.e., the place of actual usage) or to some temporary energy storage. The gen-

eral layout is shown in Fig. 4.79.

The absorber is characterized by an absorptance, αλ(Ω), that may depend on

wavelength and on the direction of incident light (cf. section 3.1.4). In many situa-

tions, it may be assumed in a first approximation that the absorptance is indepen-

dent of direction and of wavelength (gray surface). For a black-painted surface, α
may be around 0.95, but, if the surface is structureless, the assumption that α is

independent of direction breaks down when the angle between the normal to the

surface and the direction of incidence exceeds about 60�. Toward 90�, αλ(Ω)
actually approaches zero (Duffie and Beckman, 1974). According to (3.16), the

emittance ε equals the absorptance (both are properties of the surface in the gray-

surface approximation), and high absorptance thus implies high emittance for all

wavelengths, including those characterizing the thermal emission from the absorber

of temperature Tc. In order to reduce this loss, use is made of surface treatments

causing the emittance to assume two distinct values, a high one for the short wave-

lengths of the solar spectrum (implying a high solar absorptance αsw) and a low

one (αlw) for the longer wavelengths characterizing the emission from typical

absorber temperatures, assumed to have a spectrum approximately equal to the

blackbody spectrum for that temperature. Such surfaces are called selective

surfaces, and their wavelength-dependent absorptance/emittance may resemble that

Load
ρw

D
e
n

s
it

y

S 0 20 40
0

D
e
p

th
 (

m
)

1

S
a
li
n

it
y

T
e
m

p
e
ra

tu
re

(°
C

)

Figure 4.78 Schematic cross-section through a solar pond (cf. Tabor, 1967). The

temperature profile may have a secondary peak within the top hundredths of a meter, due to

absorption of ultraviolet radiation in this layer, and depending on the re-radiation conditions

(effective sky temperature relative to temperature of pond surface layer).
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shown in Fig. 4.80, exhibiting regions that can be characterized by αsw � 0.95 and

αlw � 0.1. Further discussion of selective surface technologies may be found in

Meinel and Meinel (1976).

As indicated in Fig. 4.79, the absorber may be covered by material that reduces

heat losses and at the same time transmits most of the incoming radiation. The

cover may be, for example, one or more layers of glass. The transmittance of glass
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Figure 4.80 Spectral absorptance (or emittance) of a commercial “black-chrome” type of

selective surface.

Based on Masterson and Seraphin (1975).

Cover

Absorber

Tc,in

Tc,out

Jm
c

Es,γ

Figure 4.79 Example of a flat-plate solar collector. The performance may not be given

simply by the net incident radiation flux Es,γ (s is tilt angle and γ is azimuth angle), because

the transmission�absorption product of the cover system may be different for different

components of the incident radiation.
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depends on the type of glass and in particular on its minority constituents, such as

Fe2O3. Figure 4.81 gives an example of the wavelength dependence of the transmit-

tance, τλ, through ordinary window glass, defined as the fraction of incident light

that is neither reflected [cf. (3.12)] nor absorbed,

τλ 5 12 ρλ 2αλ: (4.111)

For a collector of the type considered, multiple reflections may take place

between the absorber and the cover system as well as within the cover system

layers, if there is more than one. The reflections are mostly specular (angle of exit

equal to angle of incidence) at glass surfaces, but mostly diffuse (hemispherically

isotropic) at the absorber surface. Thus, the amount of radiation absorbed by the

absorber plate, in general, cannot be calculated from knowledge of the total incom-

ing flux but must be calculated for each incident direction from which direct, scat-

tered, or reflected light is received, as well as for each wavelength. The total

absorbed flux is then obtained by integration.

In many cases, a sufficiently good approximation can be obtained by considering

only the two wavelength intervals denoted short and long wavelengths above (the

dividing wavelength being about 3 3 1026 m), in view of the near-constancy of

the absorptance and transmittance of the relevant materials (cf. Figs. 4.80 and

4.81). The net short-wavelength energy gain by the collector may then be written

Esw
c 5A

ð
Esw
c1ðΩÞ Pt:a:ðΩÞ dΩ; (4.112)

in terms of the incoming flux from a given direction Ω, Esw
c1ðΩÞ, and the

transmission�absorption product, Pt.a.(Ω), describing the fraction of incident

short-wavelength radiation from the direction Ω that gets transmitted through the

cover system and gets absorbed by the absorber plate, the area of which is

denoted A. It has been assumed that A serves as a simple proportionality
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Figure 4.81 Spectral transmittance, (12 ρλ2αλ), of 2.83 1023 m thick glass layer with a

Fe2O3 content of 0.1.

Based on Dietz (1954).
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constant, implying that incident radiation as well as transmission�absorption

properties are uniform over the entire collector area. For a cover system consist-

ing of N layers, e.g., of glass, characterized by a refraction index relative to air,

n (B1.5 for glass), and an extinction coefficient, x, such that the reduction in

intensity of radiation from traversing a distance d through the material is exp

(2xd), the total thickness of each cover layer being L, Pt.a.(Ω) may be approxi-

mately written (see, for example, Duffie and Beckman, 1974)

Pt:a:ðΩÞ5 12 ρ
11 ð2N2 1Þρ e

2xNL cos θ αsw

12 ð12αswÞρdðNÞ
; (4.113)

where θ is the polar angle between the incident direction Ω and the normal to the

collector surface, and ρ is the reflectance of one cover layer, given by the Fresnel

formula in the case of unpolarized light,

ρ5
1

2

sin2ðθ0 2 θÞ
sin2ðθ0 1 θÞ 1

tan2ðθ0 2 θÞ
tan2ðθ0 1 θÞ

� �
;

with the polar angle of refraction, θ0, given by

θ0 5Arc sin
sin θ
n

� �
:

The factorization of (4.113) into a factor describing the multiple reflection

through the N-layer cover system in the absence of absorption, times a factor

describing the attenuation of the intensity from passage through glass, and a final

factor describing the absorption in the absorber plate, after multiple reflections back

and forth between the plate and cover system, is a valid approximation for most

practical applications, owing to the smallness of the extinction product xL. The final

factor in (4.113) may be rewritten as revealing that it is the sum of terms corre-

sponding to i reflections back and forth between the plate and cover (considering

only the lower cover surface), and assuming the non-absorbed fraction, (12αsw),

from each impact on the absorber plate to be diffusely reflected from the cover

inside surface with a reflectance ρd different from that of specular reflection, ρ. In
order to make up for processes in which light reflected back from the absorber gets

transmitted to and reflected from cover layers other than the lowest one, and then

eventually reaches back to become absorbed by the absorber plate, effective values

of ρd depending on N may be used, as indicated in (4.113). Duffie and Beckman

(1974) suggest that the diffuse reflectance ρd may be approximated by the specular

reflectance for an incident polar angle of 60�, using values of 0.16, 0.24, 0.29, and

0.32 for N5 1, 2, 3, and 4.

αsw

12 ð12αswÞρd
5αsw

XN
i51

ðð12αswÞρdÞi;
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For the direct part (3.1) of the incident radiation flux (3.15), only one direc-

tion Ω is permitted [given by (3.2)], and the integration in (4.113) should be left

out. For specular reflection on to the collector, the same is true in simple cases

(cf. Seitel, 1975), but for complicated geometry of the specularly reflecting

objects in the surroundings, more than one direction may have to be taken into

account. In general cases of reflection on to the collector, as well as for scattered

radiation from the atmosphere [see (3.6)], the integration in (4.112) would have

to be kept, but approximations, such as multiplying the total scattered or

reflected flux at the outside collector surface, (3.6) or (3.8) and (3.11) or (3.14),

by the transmission�absorption product for an “average” angle of incidence,

such as θ5 60�, are sometimes used, permitting the total short-wavelength gain

by the collector plate to be written

Esw
c 5AðDs;γP

t:a:ðθÞ1 ðds;γ 1Rs;γÞ,Pt:a: .Þ; (4.114)

e.g., with ,Pt.a.. 5Pt.a.(θ=60�).
The net long-wavelength energy gain by the collector is the difference between

the long-wavelength radiation received from the surroundings and the long-

wavelength radiation emitted by the collector system. Considering the temperature

Tc of the absorber plate to be constant, the thermal radiation from the plate is of the

form (3.17), and the net gain of an absorber without cover would be

Elw
c ðN5 0Þ5AεlwσðT4

e 2 T4
c Þ; (4.115)

where the temperature Te of the environment, in general, is lower than the ambient

air temperature, Ta, as discussed in section 3.1.4.

Finally, sensible heat may be exchanged between the collector and its surround-

ings through conduction and convection processes. The back and edge heat transfers

are usually expressed in the same way as heat losses from buildings,

Esens
back 52AUbackðTc 2 TbÞ; (4.116)

where Uback is a constant depending on the insulating properties of the materials

separating the back of the absorber plate from the environment of temperature Tb,

which may be equal to the ambient temperature, Ta, if the collector is mounted

freely, or equal to the indoor temperature, TL, if the collector forms an integral part

of a building wall or roof. Uback may be assumed to include the “edge” heat losses

from the sides of the collector, mainly of conduction type.

The net exchange of sensible energy at the front of the collector depends on the

number of cover layers and on the wind speed, V, since the convection of heat is

largely limited by the rate at which warm air at the top of the front cover is

removed. In the absence of cover, the front (or top) exchange of heat may be written

Esens
backðN5 0Þ52A f1ðTc 2 TaÞ; (4.117)
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where f1 is a polynomial in V with empirical coefficients, as suggested by

Duffie and Beckman (1991),

f1 5maxð5:0; 3:95V ½ms21�0:6Þ½WK21m22�: (4.118)

With glass covers, expressions (4.115) and (4.117) must be modified, for

example, by explicitly considering the heat transfer equations connecting each

layer and solving for steady-state solutions with constant (but different) tempera-

tures of each layer. Klein (1975) has parametrized these solutions in an explicit

form, given by

Elw
c 5

AσðT4
e 2 T4

c Þ
ðεlwp 1c1Nð12εlwp ÞÞ21 1N ð21 ðf2 2 1Þ=NÞ2NÞ=εlwg

; (4.119)

where εlwp and εlwg are the long-wavelength emittances of the absorber plate and of

the cover glasses, c15 0.05, and

f2 5 ð11 0:089f1 2 0:1166f1 εlwp Þ ð11 0:07866NÞ; (4.120)

with f1 inserted from (4.118) in the units indicated (Duffie and Beckman, 1991).

The relation replacing (4.117) is

Esens
top 52AðTc2TaÞ �

�
NTc
f3
f2c24 1f211

� �21

1σðTc1TeÞðT2
c 1T2

e Þ
�
ðεlwp 10:00591Nf1Þ211

2N1f22110:133εlwp
εlwg

2N

�21�
:

(4.121)

Here c25 0.43(12 100/Tc) and

f3 5 520½K� ð12 0:000051s2Þ; (4.122)

with s being the tilt angle of the collector or 70�, whichever is smaller.

Furthermore,

f4 5 ðTc 2 TaÞ=ðN1 f2Þ; (4.123)

unless this expression becomes smaller than 1, in which case f4 should be equal to

1. All temperatures in (4.119) and (4.121) should be inserted in K. The parametriza-

tions are clearly phenomenological, and substantial changes between 1974 and
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1991 editions of the Duffie and Beckman book, notably affecting winter results,

emphasize the ad hoc nature of the procedure.

The total net energy gain of the absorber plate of the collector is the sum of the

contributions specified above,

Egain
c 5Esw

c 1Elw
c 1Esens

top 1Esens
back: (4.124)

4.4.3.3 Stalled and operating collector

If the mass flow Jcm 5 dm=dt through the solar collector is zero, the entire energy

gain (4.124) will be used to raise the temperature of the collector. This situation, a

stalled collector, is of considerable interest for determining the maximum tempera-

ture that the materials used in constructing the collector must be able to withstand,

for example, in a situation of pump failure or complete loss of circulating fluid.

Denoting the heat capacity of the “dry” collector C0, taken per unit area of collector,

the equation determining the time development of the stalled-collector plate temper-

ature becomes

AC0 dTc=dt5Esens
c ðTcÞ: (4.125)

As Tc rises, the negative terms in (4.124) increase, and if the incident energy can

be regarded as constant, an equilibrium situation will result, in which the heat losses

exactly balance the gains and the temperature thus remains constant,

Egain
c ðTc;maxÞ5 0 (4.126)

The determination of Tc,max and the magnitude of the individual terms in

(4.124), as a function of Tc, are illustrated in Fig. 4.82 for a high incoming-

flux Esw
c ; environmental temperatures Te5 Ta5 TL5 300 K, and no wind, based

on the explicit expressions (4.116)�(4.124). Two collectors are considered,

one with a selective surface ðεlwc 5 0:11Þ and one with non-selective black surface

ðεlwp 5αsw 5 0:94Þ: Both have two layers of cover glass. The corresponding equilib-

rium temperatures are approximately Tc,max5 550 K and Tc,max5 480 K. If wind

were present, the convective heat loss (4.121) would be much higher and the maxi-

mum temperature correspondingly lower.

The time required to reach a temperature Tc close to Tc,max can now be

calculated from (4.105) by integration, as illustrated in Fig. 4.83. While the maxi-

mum temperature is independent of the heat capacity of the collector, the time

scales linearly with C0. The value C0=104 J m22 K21 used in Fig. 4.83 corresponds

to a fairly light collector (e.g., absorber plate of extruded aluminum), in which case

the asymptotic temperature region is reached after about 1 h of constant high

incoming radiation. The shortness of this period makes the assumption of a constant

Ec
sw acceptable. The amount of time needed to reach operating temperatures

of about 50�C is roughly 7 min. It would double if the ambient temperature were

at the freezing point of water and would further increase if the radiation were

lower than the 1000 W m22 assumed in the example used in Figs. 4.82 and 4.83.
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temperature Tc for a selective and a nonselective absorber surface (dashed and solid lines).

There are two cover glasses of emittance εlwg 5 0:88, there is no wind (the curves are

sensitive to wind speed changes), and all environmental temperatures have been taken as

300 K. The plate absorptance is αsw5 0.94, and the collector is placed horizontally. The

curve Esens
c represents the sum of fluxes reaching the top and back of the collector (both
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Figure 4.83 Plate temperature for a stalled, dry collector as a function of time. The incident

flux is constant Esw
c 5 1000 Wm22, and the heat capacity C0 in (4.93) has been taken as

104 J m22 K21, corresponding to a fairly lightweight construction. Other parameters are as in

Fig. 4.82. About 7 min are required to reach operating temperatures (some 50 K above

ambient). The time scale is proportional to C0, so results for other values of C0 are easily
inferred.
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The short response time of the collector is also relevant in situations of variable

radiation (e.g., caused by frequent cloud passage).

In the case of an operating collector, Jcm is no longer zero and a fluid carries

energy away from the absorber (cf. Fig. 4.79). The temperature of the outgoing

fluid, Tc.out, will in this case be higher than that of the incoming fluid, Tc,in, and it

is no longer consistent to assume that the plate temperature Tc is uniform over the

plate. The change in plate temperature must be at least as large as the change in

fluid temperature, between the points where the fluid is receiving its first and last

heat transfer contribution from the absorber plate. Because of the non-linear relation

between plate temperature and heat loss, it is not correct to evaluate the losses at

the mean plate temperature, Tc. Still, this is often done in approximate calculations,

choosing

Tc 5
1/2ðTc;in 1 Tc;outÞ; (4.127)

and assuming further that the average fluid temperature is also the average plate

temperature. Incomplete heat transfer between absorber plate and fluid channels, as

well as the non-linearity of loss functions, may be simulated by adding a constant

term to (4.127), or by using a factor larger than 1/2. The transfer of heat to the fluid

may be effectuated by passing the fluid along the absorber plate (in most collectors,

air is used as the working fluid) or by the fluid’s passage through pipes in highly

heat-conducting contact with the absorber plate (most often when the working fluid

is water, oil, etc.). In the latter case, the non-uniform heat extraction constitutes a

further cause of non-uniform plate temperature (the temperature gradients toward

the pipe locations being, of course, the reason for obtaining a heat flow from any

plate position to the relatively small area of contact with the fluid-carrying pipes).

If a fluid of fixed inlet temperature Tc,in is allowed to pass only once through the

collector (e.g., for hot water production), and if the simplifying assumptions men-

tioned above are made, then the equation replacing (4.105) for an operating collec-

tor will be

E
gain

c ðTcÞ5ACdTTc=dt1 JcmC
c
pðTc;out 2 Tc;inÞ; (4.128)

or, in a steady-state situation, just

E
gain

c Tc

� �
5 JcmC

c
pðTc;out � Tc;inÞ:

Cc
p is the heat capacity of the fluid flowing through the collector. This equation

should determine Tc,out, but the left-hand side also depends on Tc,out, through

(4.127) or some generalization of this relation between the flow inlet and outlet

temperatures and the effective average plate temperature. Therefore, it is conve-

niently solved by iteration,

T ði11Þ
c;out 5 Tc;in 1Egain

c
1/2 Tc;in 1 T ðiÞ

c;out=ðJcmCc
pÞ: (4.129)
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A better approximation for the transfer of heat from the absorber plate to the

fluid channels may be obtained along the lines described below for the general

problem of heat exchange in solar heat-supply systems, such as in cases involving

heat storage that is not part of the collector flow circuit.

4.4.3.4 Flat-plate collector with heat storage

The general layout of a flat-plate solar collector with heat storage is shown in

Fig. 4.84. There are two heat exchangers on the collector side and two on the load

side. If the actual number is less, for example, if the storage is in terms of a fluid

that can be circulated directly through the collector, then the corresponding heat

transfer coefficient [h in (4.37)] should be taken as infinitely large. While the rela-

tionship between temperatures at every heat exchanger may be taken from (4.37),

the net energy transfer to storage is associated with a change in the storage tempera-

ture (the average value of which is Ts), which may be obtained from the equation

accounting for the relevant energy fluxes, assuming the storage temperature to be

uniform,

SCs dTs=dt5 JcmC
c
pðTc;out 2 Tc;inÞ2 JLmC

L
p ðTL;in 2 TL;outÞ2 hsðTs2 T0Þ: (4.130)

Here S is the storage volume (or mass), Cs is the heat capacity on a volume (or

mass) basis of the material used for storage (assuming for simplicity storage in the

form of sensible heat), superscripts c and L distinguish the flows in the collector

and the load circuits, and finally, T0 is the temperature of the surroundings of the

storage volume (e.g., soil in underground storage), to which the storage is losing

energy through its walls. Expression (4.130) must be supplemented by (4.128) and

a similar equation for the load area, e.g., of the form assuming that the load area is

a building of volume (or mass) L and average temperature TL, which may lose

energy to surroundings of ambient air temperature Ta. If the load is in the form of

water heating, it may be described by a term of the same form as the first one on

the right-hand side of (4.131), but with TL,out being the water inlet temperature and

TL,in being the water temperature of the water supplied by the system for usage.

LCL dTL=dt5 JLmC
L
p ðTL;in 2 TL;outÞ2 hLðTL 2 T0Þ; (4.131)

Tc Ts TL

hc hcs hsL hL
TL,out

Tc,out TL,in

Tc,in P

StorageCollector Load area

P

Figure 4.84 Solar heating system with storage. h denotes a heat exchanger, P denotes a

circulation pump, and the Ts are temperatures.
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Together with the four heat exchanger equation (4.37) with hc, hcs, hsL, and hL
(see Fig. 4.21), (4.128), (4.130), and (4.131) constitute seven equations for deter-

mining the seven temperatures appearing in Fig. 4.84. If the load circuit is not acti-

vated, the four equations for Tc,in, Tc,out, ~T s; and ~T c remain. Instead of the heat

exchanger equation (4.37) for the collector, which for hc ! N gives Tc;out 5 ~T c

owing to the assumption that the reservoir of temperature ~T c is large compared

with the amounts of heat exchanged, relations such as (4.127) may be used, or a

more elaborate calculation, taking into account the geometry of the collector and

fluid pipes or channels, may be performed.

The efficiency of the collector itself may be defined as

ηc 5 JcmC
c
pðTc;out 2 Tc;inÞ=Esw

s;γ; (4.132)

where the numerator may be obtained from (4.128) and the denominator from

(3.15). Only if the heat capacity of the collector is neglected, or if the collector is

operating at a constant temperature, can the collector heat output (to the fluid) be

taken as the collector gain Egain
c from (4.124) directly.

If an energy store is used in connection with the collector, the relevant efficiency

is that of delivering the heat to the storage, which is formally the same as (4.132).

In practice, however, the introduction of energy storage may completely alter the

efficiency by changing Tc,in, which again causes a change in Tc,out. When the stor-

age temperature, ~T x; is low, the average collector plate temperature T c will be fairly

low and the loss terms correspondingly small. Since Tc,in will always be higher than

Ts (but not always higher than T x; since often the fluid circuit is made to leave the

storage at a place of low temperature, if Ts is not uniform), the accumulation of

stored energy and associated increases in Ts and Tc,in will cause the collector loss

terms to increase, implying a diminishing efficiency. Examples of this are given in

Chapter 6, in the discussion of simulations of complete solar heating systems.

Another important factor in determining the efficiency of energy collection is the

rate of fluid circulation through the collector circuit, Jcm. Figure 4.85 gives an exam-

ple of the performance of the same system with two different values of Jm
c. With

low fluid velocity, the exit temperature from the collector, Tc,out, is about 45
�C above

the inlet temperature, but the energy transferred to storage is much less than in the

case of a higher fluid velocity, causing a smaller difference between Tc,out and Tc,in,

but larger net collector gain, owing to the smaller loss terms. The optimum fluid

flow rate for a given heat exchange capability hcs (assuming the heat transfer at the

collector to be nearly perfect) may be found by calculating the collection efficiency

as a function of Jcm or, as a more generally applicable criterion, by calculating the

solar heat system’s actual coverage of the actual energy demand. If a given solar

heat system is considered, the percentage of the total heat load over an extended

period, such as a year, may be evaluated as function of Jcm, as done in Fig. 4.86.

If 100% coverage is aimed at, the parameter to be optimized may be taken as the

minimum size (e.g., collector area A) that will allow the full load to be covered at

any time. The example shown in Fig. 4.86 relates to the heating and hot water

requirements of a one-family dwelling at latitude 56�N. For each value of the heat
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exchange coefficient hcs between the collector circuit and the storage, the optimum

flow rate is determined. With increasing hcs, the region of “acceptable” values of

Jcm becomes larger, but the increased Jcm indicated for large hcs does not significantly

improve the performance of the system, and it will soon become uneconomical due

to the energy spent in pumping the fluid through the circuit (the energy required for
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Figure 4.85 Single-day performance of a solar heating system, based on a simulation model

using the Danish Reference Year (latitude 56�N). The day is 8 February, the collector area

A5 40 m2, and the storage volume S5 25 m3 (water equivalent). The collector has one glass

cover layer and a selective surface (εlwc 5 0:11), and the heat transfer coefficient

hcs5 4000 W K21. Two different flow rates are considered for the collector circuit,

JcmC
c
p 5 1672 or 400 W K21 corresponding to 0.4 or 0.096 kg of water per second.
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the pump is negligible for low fluid speeds, but the pipe resistance increases with

fluid speed, and the resistance through the heat exchanger increases when hcs does).

The results of Fig. 4.86 may then be interpreted as suggesting a modest increase in

fluid velocity, from about 0.1 to about 0.2 kg (or liter) s21, when the heat exchange

coefficient is increased from 400 to 4000 W K21 (for the particular system

considered).

The optimization problem outlined in this example is typical of the approach to

the concept of an “efficiency” for the total solar heat system, including storage and

load sections. Because the time distribution of the load is, in general, barely corre-

lated with that of solar energy collection (in fact, it is more “anti-correlated” with

it), an instantaneous efficiency, defined as the ratio between the amount of energy

delivered to the load area and the amount of incident solar energy, is meaningless.

A meaningful efficiency may be defined as the corresponding ratio of average

values, taken over a sufficient length of time to accommodate the gross periodicity

of solar radiation and of load, i.e., normally a year:

ηsystem 5 c=E
sw

s;γ (4.133)
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Figure 4.86 Annual average coverage of heating and hot water load for a one-family

dwelling (average load 1.91 kW) under conditions set by the Danish Reference Year (56�N)
(cf. section 6.3.1) as a function of water flow in collector circuit and heat exchanger transfer

coefficient. The collector is as described in the caption to Fig. 4.85 and placed on a south-

facing roof with tilt angle s5 45�.
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where c is the average load covered by the solar energy system and E
sw

s;g is the

average incident short-wavelength radiation on the surface of the collector (its

cover, if there is one). Conventionally, the long-wavelength or other heat contribu-

tions to the incident energy flux are not included in the efficiency calculations

(4.133) or (4.132).

A selection of seminal early papers on solar heating systems have been published

in a reference collection edited by Sørensen (2011).

4.4.4 Concentrators and solar-thermal electricity generators

Various advanced versions of the flat-plate collector could increase the amount of

absorbed energy and decrease the amount of heat lost. The incident average flux

may be increased by replacing the fixed installation (of tilt and azimuth angles s

and γ) with a movable one, which can be made to track the direction toward the

Sun. Fully tracking (i.e., in both height and azimuth angle) devices may be mounted

in a manner similar to the one used for (star)tracking astronomical instruments, and

incompletely tracking systems (e.g., only following the azimuth angle of the Sun)

might combine a simpler design with some improvement in energy gain. An idea of

the gain made possible by tracking the Sun can be obtained by comparing the

power duration curves in Fig. 3.22. The scattered and (diffusely) rejected fluxes do

not change much on average by going from a fixed to a tracking collector, but the

direct part (3.1) is replaced by the normal incidence flux SN. For a flat-plate collec-

tor, the maximum average gain from a fully tracking system (less than a factor 2)

would rarely justify the extra cost, which, at least at present, exceeds the cost of

doubling the collector area.

Other possible improvements to the flat-plate collector system include coating

the cover layers to reduce reflection losses on the outside and increase reflection

Esens
top (back on to the absorber) on the inside surfaces. The mainly convective heat

loss Esens
top may be reduced by installation of shields that diminish the wind velocity

outside the top cover layer. The strong dependence of convection losses on wind

speed is clear from (4.121). The convective losses may be more radically dimin-

ished by evacuating the space between the absorber plate and the cover system. In

vacuum, heat transport can take place only by radiation. Evacuation of the substan-

tial space between absorber and cover typical of collector designs of the type shown

in Fig. 4.79 is not practical, and systems using evacuation-type insulation would be

built differently, e.g., with units of evacuated cylinders or spheres containing the

absorbers and possibly the concentrating equipment.

Focusing, or (more generally) concentrating, devices constitute a separate class

of solar collectors. They are necessary if very high temperatures are required, but

may, in principle, also be considered for heating purposes involving modest temper-

ature rise over the ambient. For a flat-plate collector without any of the special

loss-reducing features mentioned above, the net gain is a rapidly decreasing func-

tion of the plate temperature, as seen in Fig. 4.82. Since the losses are proportional

to the absorber area, there is a special interest in reducing this area relative to the

collector area A determining the incident radiation energy.
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One extreme is a point-focusing device, such as the parabolic reflectors in

Fig. 4.87 or the lenses in Fig. 4.89. If the absorber is placed in the focus on the

symmetry axis and its dimension corresponds to that of the image of the Sun when

the Sun is in the direction of the symmetry axis (optical axis), then direct radiation

will be accepted, but only as long as the optical axis is made to track the Sun.

Imperfections and, in the case of lenses, the wavelength dependence of the refrac-

tion index may further enlarge the image dimensions. The absorber dimension

would have to be chosen so that it covered the bulk of the image under most

conditions.

The total short-wavelength radiation received by the absorber, Ecsw may be

written in the same form as for the flat-plate collector, (4.112) or (4.114), but with

a transmission�absorption product, Pt.a.(Ω), suitable for the focusing geometry

rather than (4.113). If reflections and re-absorptions at the absorber surface are

neglected, the transmission�absorption product for a focusing device may be writ-

ten as the product of the absorptance αsw of the absorber surface and a transmission

function tsw(Ω), which expresses the fraction of the incident short-wavelength radia-

tion from the direction Ω that reaches the absorber surface (directly or after one or

more reflections or refractions within the device),

Pt:a:ðΩÞ5αswtswðΩÞ: (4.134)

For the parabolic reflector (Fig. 4.87) and the lens (Fig. 4.89), the idealized

transmission function is zero, unless the absorber is placed exactly in the focal point

corresponding to incoming radiation from the direction Ω. Thus, either the collector
has to fully track the Sun or the absorber has to be moved to the focal point corre-

sponding to a given direction to the Sun. For scattered radiation, which by defini-

tion does not come from the direction of the Sun (the same being normally the case

for reflected radiation), tsw(Ω) is zero, and such radiation will not be available for

these devices. As a compromise, the acceptance angle may be increased at the

expense of a high concentration ratio. Some scattered and reflected radiation will

be accepted, and complete tracking may not be necessary.

Figure 4.88 gives a number of examples of such devices. The inclined “booster”

mirrors along the rim of a flat-plate collector (Fig. 4.88a) result in a modest

increase in concentration for incident angles not too far from the normal to the

absorber plate, but a decrease (due to shadows) for larger incident angles. The

Figure 4.87 Parabolic- and Fresnel-type reflectors, for use in heliostats and tower absorbers,

respectively.
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V- or cone-shaped collector with the absorber in the shape of a wall or an upright

line (cylinder) in the middle (Fig. 4.88b) has an acceptance angle that depends on

the distance from the convergence point of the cone. At this point, the acceptance

angle equals the opening angle, but, at points further out along the cone sides, the

acceptance angle is smaller (depending on the length of the absorber line, or wall

height) relative to that of the cone. A fairly high concentration can be achieved

Figure 4.89 Simple Fresnel-type lenses.

(a)

(c) (d)

(b)

Figure 4.88 Examples of concentrating collectors. (a) flat bottom; (b) cone; (c and d) curved

sides.
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with a cusp construction (Fig. 4.88c), comprising two parabolic sections, each of

which has its focus at the point of intersection between the opposite parabolic sec-

tion and the absorber. Figure 4.88d shows a “trapping” device consisting of a cylin-

der (or sphere) with a window, and an absorber displaced from the center. The

dimensions of the absorber are such that a large fraction of the radiation passing

through the window will be absorbed after (multiple) reflections on the reflecting

inside walls of the cylinder. Also, for the long-wavelength radiation emitted by the

absorber, the reflecting walls will lead a substantial fraction back to the absorber,

so that the loss-to-gain ratio is improved, although there is no actual concentration

(if the dimension of the absorber is as large as that of the window).

4.4.4.1 Energy collection from focusing systems

A survey of a number of optically focusing systems for solar energy collection may

be found in Meinel and Meinel (1976).

In the absence of cover systems, the long-wavelength emission from a focusing

system may be written in the form (4.83),

2Ec
lw 5AaεlwσðTc4 2 Te

4Þ; (4.135)

where Aa is the absorber area.

Similarly, the sensible heat exchange with the surroundings of ambient tempera-

ture Ta may be given in analogy to (4.116) and (4.117),

Esens
c 52AaUðTc 2 TaÞ; (4.136)

where U may depend on wind speed in analogy to (4.118). The collector gain is

now given by Egain
c 5Esw

c 1Elw
c 1Esens

c ; where the first term is proportional to A,

while the two last terms are proportional to Aa. Assuming now a fluid flow Jcm
through the absorber, the expression for determination of the amount of energy

extracted becomes [cf. (4.128)]

JcmC
c
pðTc;out 2 Tc;inÞ5Egain

c ðTcÞ2AaC
0dTc=dt

5Esw
c 1Elw

c ðTcÞ1Esens
c ðTcÞ2AaC

0dTc=dtÞ;
(4.137)

where AaC
0 is the heat capacity of the absorber and the relation between Tc and

Tc,out may be of the form (4.129) or (4.37). Inserting (4.114), with use of (4.134),

(4.135), and (4.136), into (4.137), it is apparent that the main additional parameters

specifying the focusing system are the area concentration ratio,

X5A=Aa; (4.138)

and the energy flux concentration ratio,

Cflux 5AtSW ðΩÞ=Ai; (4.139)

where tSW is given in (4.134) and Ai is the area of the actual image (which may be

different from Aa). Knowledge of Ai is important for determining the proper size of
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the absorber, but it does not appear in the temperature equation (4.137), except indi-

rectly through the calculation of the transmission function tSW.

For a stalled collector, Jcm 5 0 and dT c=dt5 0 give the maximum absorber tem-

perature Tc,max. If this temperature is high, and the wind speed is low, the convec-

tive heat loss (4.138) is negligible in comparison with (4.135), yielding

σðTc;max4 2 Tc
4Þ5X D αswεlw;

where D is the incident short-wavelength flux in the direction of the Sun [cf.

(4.114)], assuming the device accepts only the flux from this direction and assum-

ing perfect transmission to the absorber (tSW5 1). With the same conditions, the

best performance of an operating collector is obtained from (4.139), assuming a

steady-state situation. The left-hand side of (4.139) is the amount of energy

extracted from the collector per unit of time, Eextr:

Eextr 5AαSWD2AaεlwσðT4
c 2 T4

c Þ; (4.140)

and the efficiency corresponding to the idealized assumptions

ηidealc 5
Eextr

AD
5αSW 12

εlwσ
XαSWD

ðT4
c 2 T4

e Þ
� �

: (4.141)

This relation is illustrated in Fig. 4.90, assuming D5 800 W m22, Te5 300 K,

and αSW5 0.9, independent of absorber temperature. It is clear that the use of a
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Figure 4.90 Ideal collector efficiency for concentrating collectors, evaluated for a direct

radiation incident flux of D5 800 W m22, an environmental temperature Te5 300 K, and

αSW5 0.9.
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selective absorber surface (large ratio αSW/εlw) allows a higher efficiency to be

obtained at the same temperature and that the efficiency drops rapidly with decreas-

ing light intensity D. If the total short-wavelength flux on the collector is

substantially different from the direct component, the actual efficiency relative to

the incident flux ESW
s;γ of (3.15),

ηc 5Eextr=ESW
s;γ ;

may be far less than the “ideal” efficiency (4.141).

4.4.4.2 Solar-thermal electricity generation

Instead of using photovoltaic or photo-electrochemical devices, one can convert

solar radiation into electric energy in two steps: first, by converting radiation to

heat, as described in section 4.4.3, or more likely by use of concentrating devices,

as described above; and second, converting heat into electricity, using one of the

methods described in sections 4.1.2 and 4.2.2. (Two-step conversion using chemical

energy rather than heat as the intermediate energy form is also possible, for

instance, by means of the photogalvanic conversion scheme briefly mentioned in

section 4.5.2.) Examples of the layout of systems capable of performing solar heat

to electric power conversion using thermodynamic cycles are given below, with dis-

cussion of efficiencies believed attainable.

4.4.4.3 Photo-thermoelectric converter design

A two-step conversion device may be of the general form shown in Fig. 4.91. The

solar collector may be the flat-plate type or it may perform a certain measure of con-

centration, requiring partial or full tracking of the Sun. The second step is performed

by a thermodynamic engine cycle, for example, a Rankine cycle with expansion

through a turbine, as indicated in the figure. Owing to the vaporization of the engine-

cycle working fluid in the heat exchanger linking the two conversion steps, the

heat exchange performance does not follow the simple description leading to (4.37).

Coolant

Condenser

Solar
collector

Heat
exchanger Turbine

Tc,in

Tc,out Tw,in

Tw,out

Generator

Figure 4.91 Photo-thermoelectric generator based on concentrating solar collectors.
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The temperature behavior in the heat exchanger is more like the type shown in

Fig. 4.92. The fluid in the collector circuit experiences a uniform temperature

decrease as a function of the distance traveled through the heat exchanger, from

x1 to x2. The working fluid entering the heat exchanger at x2 is heated to the boiling

point, after which further heat exchange is used to evaporate the working fluid

(and perhaps superheat the gas), so that the temperature curve becomes nearly flat

after a certain point.

The thermodynamic engine cycle (the right-hand side of Fig. 4.91) can be

described by the method outlined in sections 4.1.1 and 4.1.2, with the efficiency of

heat to electricity conversion given by (4.19) [limited by the ideal Carnot process

efficiency (4.4)],

ηw 5Eelectric=JQ;in
w # ðTw;in 2 Tw;outÞ=Tw;in;

where Eelectric 52 JqFq is the electric power output [cf. (4.14)] and

JwQ;in 5 JcmC
c
pðTc;out 2 Tc;inÞ

is the rate of heat transfer from the collector circuit to the working-fluid circuit in

the heat exchanger. The right-hand side is given by (4.137) for a concentrating

solar collector and by (4.128) and (4.124) for a flat-plate collector. The overall
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Figure 4.92 Temperature behavior in heat exchanger for two-phase working fluid of

temperature Tw and fluid in the collector circuit of temperature Tc.

Based on Athey (1976).
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conversion efficiency is the product of the efficiency ηc of the collector system

and ηw,

η5 ηcηw:

Determination of the four temperatures Tc,in, Tc,out, Tw,in, and Tw,out
(cf. Fig. 4.91) requires an equation for collector performance, for heat transfer to

the collector fluid, for heat transfer in the heat exchanger, and for processes involv-

ing the working fluid of the thermodynamic cycle. If collector performance is

assumed to depend only on an average collector temperature, Tc [e.g., given by

(4.127)], and if Tw,in is considered to be roughly equal to Tc (Fig. 4.92 indicates

that this may be a fair first-order approximation), then the upper limit for ηw is

approximately

ηw& ðTc2 Tw;outÞ=Tc:

Taking Tw,out as 300 K (determined by the coolant flow through the condenser

in Fig. 4.91), and replacing ηc by the idealized value (4.141), the overall

efficiency may be estimated as shown in Fig. 4.93, as a function of Tc: The

assumptions for ηidealc are as in Fig. 4.90: no convective losses (this may be

important for flat-plate collectors or collectors with a modest concentration fac-

tor) and an incident radiation flux of 800 W m22 reaching the absorber (for

strongly focusing collectors this also has to be direct radiation). This is multi-

plied by ηidealw (the Carnot limit) to yield ηidealtotal depicted in Fig. 4.93, with the

further assumptions regarding the temperature averaging and temperature drops

in the heat exchanger that allow the introduction of Tc as the principal variable

both in ηidealw and in ηidealc :
In realistic cases, the radiation reaching the absorber of a focusing collector is

perhaps half of the total incident flux ESW
s;γ and ηw is maybe 60% of the Carnot

value, i.e.,

ηtotal � 0:3 ηidealtotal :

This estimate may also be valid for small concentration values (or, rather, small

values of the parameter Xαsw/εlw characterizing the curves in Figs. 4.93 and 4.90),

since the increased fraction of ESW
s;γ being absorbed is compensated for by high con-

vective heat losses. Thus, the values of ηidealtotal between 6% and 48%, obtained in

Fig. 4.93 for suitable choices of Tc (which can be adjusted by altering the fluid

flow rate Jcm), may correspond to realistic efficiencies of 2�15%, for values of

Xαsw/εlw increasing from 1 to 200.

The shape of the curves in Fig. 4.93 is brought about by the increase in ηidealw as

a function of Tc; counteracted by the accelerated decrease in ηidealc as a function of

Tc which is seen in Fig. 4.90.
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Photo-thermoelectric conversion systems based on flat-plate collectors have been

discussed, for example, by Athey (1976); systems based on solar collectors of the

type shown in Fig. 4.88d have been considered by Meinel and Meinel (1972). They

estimate that a high temperature on the absorber can be obtained by use of selective

surfaces, evacuated tubes (e.g., made of glass with a reflecting inner surface except

for the window shown in Fig. 4.88d), and a crude Fresnel lens (see Fig. 4.89) con-

centrating the incoming radiation on the tube window. Molten sodium is suggested

as the collector fluid. Finally, fully tracking systems based on the concept shown on

the right-hand side of Fig. 4.87 (“power towers”) have been proposed by Teplyakov

and Aparisi (1976) and by Hildebrandt and Vant-Hull (1977). This concept is used

in several installations, the best known of which is the Odeillo plant in southern

France (Trombe and Vinh, 1973), which originally aimed at achieving temperatures

for metalwork that exceeded those possible at fossil-fuel furnaces.

4.4.4.4 Optical subsystem and concentrators

As indicated by the devices shown in Figs. 4.57 and 4.60, optical manipulation of

incoming solar radiation is used in non-concentrating solar cells. These measures

serve the purpose of reducing the reflection on the surface to below a few percent,

over the wavelength interval of interest for direct and scattered solar radiation, as
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Figure 4.93 Ideal overall efficiency of photo-thermoelectric converter, based on the

assumptions underlying Figs. 4.90 and 4.92 and with the Rankine cycle efficiency replaced

by an ideal Carnot cycle efficiency.
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seen from Fig. 4.94. Their collection efficiency is far better than that shown on

Fig. 4.54, exceeding 90% for wavelengths between 0.4 and 1.05 μm, and exceeding

95% in the interval 0.65�1.03 μm.

For large-factor concentration of light onto a photovoltaic cell much smaller

than the aperture of the concentrator, the principles mentioned for thermal systems

(discussion of Fig. 4.90) apply unchanged. Most of these concentrators are designed

to focus the light onto a very small area, and thus tracking the Sun (in two direc-

tions) is essential, with the implications that scattered radiation largely cannot be

used and that the expense and maintenance of non-stationary components have to

be accepted.

One may think that abandoning very high concentration would allow the con-

struction of concentrators capable of accepting light from most directions (including

scattered light). However, this is not easy. Devices that accept all angles have a

concentration factor of unity (no concentration), and even if the acceptance angular

interval is diminished to, say, 0��60�, which would be suitable because light from

directions with a larger angle is reduced by the incident cosine factor, only a very

small concentration can be obtained (examples like the design by Trombe are dis-

cussed in Meinel and Meinel, 1976).

The difficulty may be illustrated by a simple two-dimensional ray-tracing model

of an (arbitrarily shaped) absorber, i.e., the PV cell, sitting inside an arbitrarily

shaped concentrator (trough) with reflecting inner sides, and possibly with a cover

glass at the top that could accommodate some texturing or lens structure. The one

component that unfortunately is not available is a semitransparent cover that fully

transmits solar radiation from one side and fully reflects the same wavelengths of

radiation hitting the other side. With such a cover, nearly 100% of the radiation

coming from any direction could reach the absorber, the only exception being rays

being cyclically reflected into paths never reaching the absorber.
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Figure 4.94 Front reflection for cell of the type shown in Fig. 4.57 (single-layer anti-

reflection coating) and the same with double-layer coating (Zhao et al., 1995).
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Figure 4.96 shows some ray-tracing experiments for a catenary-shaped concen-

trator holding a flat absorber at the bottom, with a concentration factor X5 7 (ratio

of absorber and aperture areas, here lines). The cover has an inverted pyramid

shape. This is routinely used for flat-plate devices (see Fig. 4.57), with the purpose

of extending the path of the light rays inside the semiconductor material so that

absorption is more likely. For the concentrator, the purpose is only to make it more

likely that some of the rays reach the absorber, by changing their direction from

one that would not have led to impact onto the absorber. However, at the same

time, some rays that otherwise would have reached the absorber may now become

diverted. Thus, not all incident angles benefit from the concentrator, and it has to

be decided whether the desired acceptance interval is broad (say, 0��60�) or can be

narrowed, e.g., to 0��30�. As illustrated, the concentration of rays toward the cen-

ter absorber is paid for by up to half of the incident rays’ being reflected upward

after suffering total reflection on the lower inside of the cover glass.

The result of varying some of the parameters is shown in Fig. 4.95. An inverted

pyramid angle of 0� corresponds to a flat-plate glass cover, and the figure shows

that in this situation the concentration is limited to incident angles below 20�, going
from a factor of four to unity. With increasing pyramid angle, the maximum con-

centration is moved toward higher incident angles, but its absolute value declines.

The average concentration factor over the ranges of incident angles occurring in

practice for a fixed collector is not even above unity, meaning that a PV cell with-

out the concentrating device would have performed better.

Another idea is to direct the cover pyramids upward, but to avoid “stretching

out” the rays again at the lower glass boundary by having the entire trough filled
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Figure 4.95 Ratio of ray intensity on the absorber surface with and without concentrator

(times cosine of incident angle, in order to reflect the different intensity of rays from

different directions) for the X5 7 concentrator with a refracting, inverted pyramid cover, as

illustrated in Fig. 4.96.
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with the refractive substance (which might be a gel or plastic material, textured at

the upper surface). This is illustrated in Figs. 4.97a�c for an X=5 concentrator. For

a deep catenary-shaped collector, all rays up to 10� may be led to the absorber, but

in this case (Figs 4.97a and 4.98), incident angles above 25� are not accepted. To

get reasonable acceptance, pyramid angles around 30� would again have to be cho-

sen, and Figs. 4.97a�c show that the concentration penalty in trying to extend the

acceptance interval to angles above 35� (by decreasing the depth of the concentra-

tor, see Fig. 4.99) is severe. The best choice is still the deep catenary shape, with

Figure 4.96 Two-dimensional ray-tracing through a concentrator with glass cover textured

with 30� inverted pyramids, for incident angles 0�, 25�, and 50�. Only for incident angles

around 25� does the absorber at the bottom receive more light than would have hit it if there

had been no concentrator at all.
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Figure 4.97 Intensity of rays on the absorber surface relative to that experienced in the

absence of the concentrator (times cosine of incident angle, in order to reflect the different

intensity of rays from different directions) for different depths of the X=5 concentrator

without cover, but with a refracting inside material having pyramid texture on top, as

illustrated in Fig. 4.99.
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ncover = 1, ngel = 1.6 13,
pyrm.angle = 1 catenary, A = 1,

B = 0.3, inc.angle = 10, conc.X = 5,
conc.obtained = 4.68

(a) ncover = 1, ngel = 1.6 13,
pyrm.angle = 1 catenary, A = 1,

B = 0.3, inc.angle = 25,
conc.X = 5, conc.obtained = 0.53

(b)

Figure 4.98 Two-dimensional model of concentrator without cover but filled with a

refracting material with slight pyramid texture at top. Incident angles are (a) 10� and (b) 25�.

ncover = 1, ngel = 1.6 13, pyrm.angle = 30 catenary,
A = 1, B = 0.3, inc.angle = 25, conc.X = 5,

conc.obtained = 1.8

(a)

ncover = 1, ngel = 1.6 13,
pyrm.angle = 30 catenary, A = 1

B = 0.4,inc.angle = 25,conc.
X = 5, conc.obtained = 1.7

(b)

ncover = 1, ngel = 1.6 13, pyrm.angle = 30 catenary, A = 1,
B = 0.5,inc.angle = 25, conc.X = 5, conc.obtained = 1.38

(c)

Figure 4.99 Two-dimensional ray-tracing through a concentrator without cover, but filled

with a refracting material, having its top pyramid textured, for an incident angle of 25� and
three catenary depths (a�c).
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maximum concentration between 2 and 3 and average concentration over the inter-

esting interval of incident angles (say, to 60�) no more than about 1.5. This is better

than the inverted pyramid structure in Fig. 4.96, but it is still doubtful whether the

expense of the concentrator is warranted. The collector efficiency, as measured rela-

tive to total aperture area, is the ratio of absorber intensity and X, i.e., considerably

less than the cell efficiency.

Generation 24 h a day at constant radiation intensity could be achieved by placing

the photovoltaic device perpendicular to the direction of the Sun at the top of the

Earth’s atmosphere. Use of photovoltaic energy systems is, as mentioned, common on

space vehicles and also on satellites in orbit around the Earth. It has been suggested

that, if a large photovoltaic installation were placed in a geosynchronous orbit, the

power generated might be transmitted to a fixed location on the surface of the Earth,

after having been converted to microwave frequency (see, for example, Glaser, 1977).

4.4.5 Solar cooling and other applications

A variety of other applications of solar energy thermal conversion have been con-

sidered. Comfortable living conditions and food preservation require cooling in

many places. As in the case of heating, the desired temperature difference from the

ambient is usually only about 10�30�C. Passive systems like those depicted in

Figs. 4.76 and 4.77 may supply adequate cooling in the climatic regions for which

they were designed. Radiative cooling is very dependent on the clearness of the

night sky (cf. section 3.1.4). It is only recently that materials have been identified

that can provide more daytime cooling (by thermal emission) than warming from

device heating. The idea is to reflect as much sunlight as possible by an integrated

photonic reflector consisting of several layers of HfO2 and SiO2 with individually

optimized thickness, and 97% reflection has been achieved (Raman et al., 2014).

In desert regions with a clear night sky, the difference between the winter ambient

temperature and the effective temperature of the night sky has been used to freeze

water. In Iran, the ambient winter temperature is typically a few degrees Celsius

above the freezing point of water, but the temperature Te of the night sky is below

0�C. In previous centuries, ice (for use in the palaces of the rich) was produced from

shallow ponds surrounded by walls to screen out daytime winter sunlight, and the ice

produced during the night in such natural icemakers (“yakhchal,” see Bahadori,

1977) could be stored for months in very deep (say, 15 m) underground containers.

Many places characterized by hot days and cool nights have taken advantage of

the heat capacity of thick walls or other structures to smooth out the diurnal temper-

ature variations. If additional cooling is required, active solar cooling systems

may be employed, and “cold storage” may be introduced to cover the cooling

requirement independent of variations in solar radiation, in analogy to “hot storage”

of solar heating systems.

A solar cooling system may consist of flat-plate collectors delivering the

absorbed energy to a “hot storage,” which is then used to drive an absorption cool-

ing cycle (Fig. 4.100), drawing heat from the “cool storage,” to which the load

areas are connected (see, for example, Wilbur and Mancini, 1976). In principle,
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only one kind of storage is necessary, but, with both hot and cold storage, the sys-

tem can simultaneously cover both heating needs (e.g., hot water) and cooling

needs (e.g., air conditioning).

The absorption cooling cycle (Fig. 4.100) is achieved by means of an

absorbent�refrigerant mix, such as LiBr�H2O or H2O�NH3. The lithium�
bromide�water mix is more suitable for flat-plate solar collector systems, having a

higher efficiency than the water�ammonia mix for the temperatures characteristic

of flat-plate collectors. LiBr is hygroscopic, i.e., it can mix with water in any

ratio. Solar heat is used in a “generator” to vaporize some water from the mix.

The resulting vapor is led to a condenser unit, using a coolant flow, and is then

expanded to regain a gaseous phase, whereby it draws heat from the area to be

cooled, and subsequently is returned to an “absorber” unit. Here it becomes

absorbed in the LiBr�H2O mix with the help of a coolant flow. The coolant inlet

temperature would usually be the ambient one, and the same coolant passes through

the absorber and the condenser. The coolant exit temperature would then be above

ambient, and the coolant cycle could be made closed by exchanging the excess heat

with the surroundings (e.g., in a “cooling tower”). The refrigerant-rich mix in the

absorber is pumped back to the generator and is made up for by recycling

refrigerant-poor mix from the generator to the absorber (e.g., entering through a

spray system). In order not to waste solar heat or coolant flow, these two streams of

absorbent�refrigerant mix are made to exchange heat in a heat exchanger. The use-

fulness of a given absorbent�refrigerant pair is determined by the temperature

dependence of vaporization and absorption processes.

In dry climates, a very simple method of cooling is to spray water into an air-

stream (evaporative cooling). If the humidity of the air should remain unchanged,

the air has first to be dried (spending energy) and then cooled by evaporating water

into it, until the original humidity is again reached.

Collector Hot storage

Heat exchanger

Coolant in

Absorber

Generator

Refrigerant — poor mix

Refrigerant — rich mix

Evaporator

Gaseous
refrigerant

Expansion, e.g.
through nozzle

Liquid refrigerant

Coolant out

Cold storage Load

PP

P

P

P

Condenser

Figure 4.100 Solar absorption cooling system using a mix of absorbent (e.g., LiBr) and

refrigerant (e.g., H2O). P denotes pump. The coolant may be recycled after having rejected

heat to the environment in a cooling tower.
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In principle, cooling by means of solar energy may also be achieved by first con-

verting the solar radiation to electricity by one of the methods described in sections

4.4.1, 4.4.2, or 4.4.4 and then using the electricity to drive a thermodynamic cooling

cycle, such as the Rankine cycle in Fig. 4.3.

The same applies if the desired energy form is mechanical work, as in the case

of pumping water from a lower to a higher reservoir (e.g., for irrigation of agricul-

tural land). In practice, however, the thermodynamic cycles discussed in section

4.1.2 are used directly to make a pump produce mechanical work on the basis of

the heat obtained from a solar collector. Figure 4.101 shows two types of devices

based on the Stirling cycle, using air or another gas as a working fluid (cf.

Fig. 4.3). In the upper part of the figure, two ball valves ensure an oscillatory,

pumping water motion, maintained by the tendency of the temperature gradient in

the working fluid (air) to move air from the cold to the hot region. The lower part

Working fluid
(air)

Solar
collector

Water

From low
water reservoir

Ball valves

To high
water reservoirCoolant

(a)

Working fluid

Light piston
(“displacer”) Heavy

piston
From low
water reservoir

Non-return
valves

Solar
collector

To high
water reservoir

Diaphragm
Coolant

(b)

Figure 4.101 Solar water pumps based on Stirling cycles. In (a), air and water should not

mix. The ball valves produce cyclic operation. In (b), the light and heavy pistons should be

out of phase by a half cycle.

Based on West (1974) and Beale (1976).
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of the figure shows a “free piston Stirling engine,” in which the oscillatory behavior

is brought about by the presence of two pistons of different mass, the heavy one

being delayed by half an oscillatory period with respect to the lighter one. The

actual water pumping is done by the “membrane movements” of a diaphragm, but

if the power level is sufficient, the diaphragm may be replaced by a piston pump.

For Stirling cycle operation, the working fluid is taken as a gas. This is an efficient

cycle at higher temperatures (e.g., with use of a focusing solar collector), but if the

heat provided by the (flat-plate) solar collector is less than about 100�C, a larger

efficiency may be obtained by using a two-phase working fluid (corresponding to

one of the Rankine cycles shown in Fig. 4.3). If focusing solar collectors are used,

the diaphragm may be replaced by a more efficient piston pump.

Two Rankine-type solar pumps, based on a fluid-to-gas and gas-to-fluid cycle, are

outlined in Fig. 4.102. The one shown in the upper part of the figure is based on a

cyclic process. The addition of heat evaporates water in the container on the left,

causing water to be pumped through the upper one-way valve. When the vapor reaches

the bottom of the U-tube, all of it moves to the container on the right and condenses.

New water is drawn from the bottom reservoir, and the pumping cycle starts all over

again. This pump is intended for wells of shallow depth, below 10 m (Boldt, 1978).

Figure 4.102b shows a pump operated by a conventional Rankine engine,

expanding the working fluid to the gas phase and passing it through a turbine, and

then condensing the gas using the pumped water as coolant, before returning the

working fluid to the heat exchanger receiving solar absorbed heat. For all the

pumps based on a single thermodynamic cycle, the maximum efficiency (which

cannot be reached in a finite time) is given by (4.4) and the actual efficiency is

given by an expression of the form (4.19).

Distillation of saline water (e.g., seawater) or impure well water may be obtained

by a solar still, a simple example of which is shown in Fig. 4.103. The side of the

cover system facing the Sun is transparent, whereas the part sloping in the opposite

direction is highly reflective and thus remains at ambient temperature. It therefore

provides a cold surface for condensation of water evaporated from the saline water

surface (kept at elevated temperature due to the solar collector part of the system).

In more advanced systems, some of the heat released by condensation (about

2.3 3 106 J kg21, which is also the energy required for vaporization) is recovered

and used to heat more saline water (Talbert et al., 1970).

4.5 Electrochemical energy conversion

Electrochemical energy conversion is the direct conversion of chemical energy, i.e.,

free energy of the form (4.8), into electrical power or vice versa. A device that con-

verts chemical energy into electric energy is called a fuel cell (if the free energy-

containing substance is stored within the device rather than flowing into the device,

the term primary battery is sometimes used). A device that accomplishes the
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Figure 4.102 Solar water pumps based on Rankine cycles. In (a), the formation of vapor, its

transfer through the U-tube, and its condensation produce a cyclic pressure�suction

variation, which draws water from the lower reservoir and delivers water to the high

reservoir. In (b), a turbine-type pump is shown, the working fluid of which may be an

organic compound (cf. Meinel and Meinel, 1976).

Based on Boldt (1978).
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Figure 4.103 Solar still.
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inverse conversion (e.g., electrolysis of water into hydrogen and oxygen) may be

called a driven cell. The energy input for a driven cell need not be electricity, but

could be solar radiation, for example, in which case the process would be photo-

chemical rather than electrochemical. If the same device can be used for conversion

in both directions, or if the free energy-containing substance is regenerated outside

the cell (energy addition required) and recycled through the cell, it may be called a

regenerative or reversible fuel cell and, if the free energy-containing substance is

stored inside the device, a regenerative or secondary battery.

The basic ingredients of an electrochemical device are two electrodes (some-

times called anode and cathode) and an intermediate electrolyte layer capable of

transferring positive ions from the negative to the positive electrode (or negative

ions in the opposite direction), while a corresponding flow of electrons in an exter-

nal circuit from the negative to the positive electrode provides the desired power.

Use has been made of solid electrodes and fluid electrolytes (solutions), as well as

fluid electrodes (e.g., in high-temperature batteries) and solid electrolytes (such as

ion-conducting semiconductors). A more detailed treatise on fuel cells may be

found in Sørensen (2012).

4.5.1 Fuel cells

The difference in electric potential, Δφext, between the electrodes (cf. the schematic

illustration in Fig. 4.104) corresponds to an energy difference eΔφext for each elec-

tron. The total number of electrons that could traverse the external circuit may be
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Figure 4.104 Schematic picture of a hydrogen�oxygen fuel cell. In this case, the electrodes

are porous, so that the fuel gases may diffuse through them.
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expressed as the product of the number of moles of electrons, ne, and Avogadro’s

constant NA, so the maximum amount of energy emerging as electrical work is

ΔW ðelecÞ 5 neNAeΔφext; (4.142)

where F5NA e5 96 400 C mol (Faraday’s constant) is sometimes introduced.

This energy must correspond to a loss (conversion) of free energy,

2ΔG5ΔW ðelecÞ 5 neFΔφext; (4.143)

which constitutes the total loss of free energy from the “fuel” for an ideal fuel cell.

This expression may also be derived from (4.8), using (4.2) and ΔQ5 TΔS,

because the ideal process is reversible, and ΔW5 2PΔV+ΔW(elec).

Figure 4.104 shows an example of a fuel cell, based on the free energy change

ΔG52 7.93 10219 J for the reaction

2H2 1O2 ! 2H2O

[cf. (3.50)]. Hydrogen gas is led to the negative electrode, which may consist of a

porous material, allowing H+ ions to diffuse into the electrolyte, while the electrons

enter the electrode material and may flow through the external circuit. If a catalyst

(e.g., a platinum film on the electrode surface) is present, the reaction at the nega-

tive electrode

2H2 ! 4H1 1 4e2 (4.144)

may proceed at a much enhanced rate (see, for example, Bockris and

Shrinivasan, 1969). Gaseous oxygen (or oxygen-containing air) is similarly led

to the positive electrode, where a more complex reaction takes place, the net

result of which is

O2 1 4H1 1 4e2 ! 2H2O: (4.145)

This reaction may be built up by simpler reactions with only two components,

such as oxygen first picking up electrons or first associating with a hydrogen ion.

A catalyst can also stimulate the reaction at the positive electrode. Instead of

porous electrodes, which allow direct contact between the input gases and the elec-

trolyte, membranes can be used (cf. also Bockris and Shrinivasan, 1969), like those

found in biological material, i.e., membranes that allow H+ to diffuse through but

not H2, etc.
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The drop in free energy (4.143) is usually considered mainly associated with

reaction (4.145), expressing G in terms of a chemical potential (3.36), e.g.,

of the H+ ions dissolved in the electrolyte. Writing the chemical potential μ
as Faraday’s constant times a potential φ, the free energy for n moles of hydro-

gen ions is

G5 nμ5 nFφ5 nNAeφ: (4.146)

When the hydrogen ions “disappear” at the positive electrode according to reac-

tion (4.145), this chemical free energy is converted into electrical energy (4.142) or

(4.143), and, since the numbers of electrons and hydrogen ions in (4.145) are equal,

n=ne, the chemical potential μ is given by

μ5Fφ5FΔφext: (4.147)

Here φ is the quantity usually referred to as the electromotive force (e.m.f.)

of the cell, or standard reversible potential of the cell, if taken at standard

atmospheric pressure and temperature. From the value of ΔG quoted above,

corresponding to 22.373 105 J per mole of H2O formed, the cell’s e.m.f.

becomes

φ52ΔG=nF5 1:23 V; (4.148)

with n5 2 since there are two H+ ions for each molecule of H2O formed. The

chemical potential (4.147) may be parametrized in the form (3.37), and the cell

e.m.f. may thus be expressed in terms of the properties of the reactants and the elec-

trolyte [including the empirical activity coefficients appearing in (3.37) as a result

of generalizing the expression obtained from the definition of the free energy, (4.6),

assuming P, V, and T to be related by the ideal gas law, PV5RT, valid for one

mole of an ideal gas (cf., for example, Angrist, 1976)].

The efficiency of a fuel cell is the ratio between the electrical power output

(4.142) and the total energy lost from the fuel. However, it is possible to

exchange heat with the surroundings, and the energy lost from the fuel may thus

be different from ΔG. For an ideal (reversible) process, the heat added to the

system is

ΔQ5 TΔS5ΔH2ΔG;

and the efficiency of the ideal process thus becomes

ηideal 52ΔG=ð2ΔG2ΔQÞ5ΔG=ΔH: (4.149)

509The energy conversion processes



For the hydrogen�oxygen fuel cell considered above, the enthalpy change

during the two processes (4.144) and (4.145) is ΔH52 9.53 10219 J, or

22.863 105 J per mole of H2O formed, and the ideal efficiency is

ηideal 5 0:83:

There are reactions with positive entropy change, such as 2C+O2!2CO, which

may be used to cool the surroundings and at the same time create electric power

with an ideal efficiency above one (1.24 for CO formation).

In actual fuel cells, a number of factors tend to diminish the power output.

They may be expressed in terms of “expenditure” of cell potential fractions on

processes not contributing to the external potential,

Δφext 5φ2φ1 2φ2 2φ3 2?;

where each of the terms 2φi corresponds to a specific loss mechanism. Examples

of loss mechanisms are blocking of pores in the porous electrodes [e.g., by piling

up of the water formed at the positive electrode in process (4.145)], internal

resistance of the cell (heat loss), and the buildup of potential barriers at or near the

electrolyte�electrode interfaces. Most of these mechanisms limit the reaction rates

and thus tend to place a limit on the current of ions that may flow through the cell.

There will be a limiting current, IL, beyond which it will not be possible to draw

any more ions through the electrolyte, because of either the finite diffusion constant

in the electrolyte, if the ion transport is dominated by diffusion, or the finite effec-

tive surface of the electrodes at which the ions are formed. Figure 4.105 illustrates
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Figure 4.105 Fuel-cell negative electrode potential φa and positive electrode potential φc as

a function of current. The main cause of the diminishing potential difference Δφext for

increasing current is at first incomplete electrocatalysis at the electrodes; also, for larger

currents, ohmic losses in the electrolyte solution; and, finally, a lack of ion transport.

Based on Bockris and Shrinivasan (1969).
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the change in Δφext as a function of current, expressed as the difference between

potential functions at each of the electrodes, Δφext5φc2φa. This representation

gives some indication of whether the loss mechanisms are connected with the posi-

tive or negative electrode processes, and, in this case, the largest fraction of the

losses is connected with the more complex positive electrode reactions. For other

types of fuel cells, it may be negative ions that travel through the electrolyte, with

corresponding changes in characteristics.

I5Δφext Rext;

It follows from diagrams of the type in Fig. 4.105 that there will be an optimum

current, usually lower than IL, for which the power output will be maximal,

maxðEÞ5 IoptΔφopt
ext :

Dividing by the rate at which fuel energy ΔH is added to the system in a steady-

state situation maintaining the current Iopt, one obtains the actual efficiency of con-

version maximum,

maxðηÞ5 IoptΔφopt
ext=ðdH=dtÞ: (4.150)

The potential losses within the cell may be described in terms of an internal

resistance, the existence of which implies non-zero energy dissipation, if energy is

to be extracted in a finite time. This is the same fundamental type of loss as that

encountered in solar cells (4.106) and in the general thermodynamic theory

described in section 4.1.1.

4.5.1.1 Reverse operation of fuel cells

A driven-cell conversion based on the dissociation of water may be accomplished

by electrolysis, using components similar to those of the hydrogen�oxygen fuel

cell to perform the inverse reactions. Thus, the efficiency of an ideal conversion

may reach 1.20, according to (4.150), implying that the electrolysis process draws

heat from the surroundings.

If a fuel cell is combined with an electrolysis unit, a regenerative system is

obtained, and if hydrogen and oxygen can be stored, an energy storage system, a

battery, results. The electric energy required for the electrolysis need not come

from the fuel cell, but may be the result of an intermittent energy conversion pro-

cess (e.g., wind turbine, solar photovoltaic cell, etc.).

Direct application of radiant energy to the electrodes of an electrochemical cell

has been suggested, aiming at the achievement of the driven-cell process (e.g., dis-

sociation of water) without having to supply electric energy. The electrodes could

be made of suitable p- and n-type semiconductors, and the presence of photo-

induced electron�hole excitations might modify the electrode potentials φa and φc

in such a way that the driven-cell reactions become thermodynamically possible.
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Owing to the electrochemical losses discussed above, additional energy would have

to be provided by solar radiation. Even if the radiation-induced electrode processes

have a low efficiency, the overall efficiency may still be higher for photovoltaic

conversion of solar energy into electricity followed by conventional electrolysis

(Manassen et al., 1976). In recent years, several such photo-electrochemical devices

have been constructed. Some of them are described in section 4.4.2. Direct hydro-

gen production by photo-electrochemical devices is discussed in Sørensen (2012).

4.5.1.2 Fuel-cell design

The idea of converting fuel into electricity by an electrode�electrolyte system orig-

inated in the 19th century (Grove, 1839). The basic principle behind a

hydrogen�oxygen fuel cell is described above. The first practical applications were

in powering space vehicles, starting during the 1970 s. During the late 1990 s, fuel-

cell road vehicles were predicted to be ready within a decade, but it did not happen,

due to problems with durability and cost. Hybrid vehicles allow a smaller (and thus

less costly) fuel cell rating, but if combined with traction batteries the lowering of

cost may turn out as difficult as for pure fuel cell vehicles. However, hybrids

between either battery electric vehicles or fuel cell vehicles and conventional inter-

nal combustion engine vehicles may smooth the transition.

First, hybrids between conventional internal combustion engines and batteries

reduce pollution in cities (they use batteries that are charged by the engine at con-

venient times or that are charged by off-road plug-in power supplies), while using

the fuel-based engine for long highway trips will relieve demand on battery size.

Second, if and when (presumably) both battery and fuel-cell technologies have

come down in cost, the hybrid car could replace the internal combustion engine

with a fuel cell plus electric motor, thus allowing total reliance on primary energy

from hydrogen or grid electricity, which may both be renewable (see Sørensen,

2006; 2010; 2012).

Fuel technology is described in detail in Sørensen (2012). Here, only some

general remarks are made about the development from early fuel-cell concepts to

the present-day situation.

Originally developed for stationary power applications, phosphoric acid cells use

porous carbon electrodes with a platinum catalyst and phosphoric acid as electrolyte

and feed hydrogen to the negative electrode, with electrode reactions given by

(4.144) and (4.145). Their operating temperature is 175�200�C, and water is

continuously removed.

Alkaline cells use KOH as electrolyte and have electrode reactions of the form

H2 1 2OH2 ! 2H2O1 2e2;
1=2O2 1H2O1 2e2 ! 2OH2:

Their operating temperature is 70�100�C, but specific catalysts require

maintenance of fairly narrow temperature regimes. Also, the hydrogen fuel must be

very pure and, notably, not contain any CO2. Alkaline fuel cells have been used
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extensively on spacecraft and recently in an isolated attempt for road vehicles

(Hoffmann, 1998). Their relative complexity and use of corrosive compounds

requiring special care in handling make it unlikely that the cost can be reduced to

levels acceptable for general-purpose use.

The third fuel cell in commercial use is the proton exchange membrane (PEM)

cell. It has been developed over a fairly short period of time and is considered to

hold the greatest promise for economic application in the transportation sector.

It contains a solid polymer membrane sandwiched between two gas diffusion

layers and electrodes. The membrane material may be polyperfluorosulfonic acid.

A platinum or Pt�Ru alloy catalyst is used to break hydrogen molecules into

atoms at the negative electrode, and the hydrogen atoms are then capable of pene-

trating the membrane and reaching the positive electrode, where they combine with

oxygen to form water, again with the help of a platinum catalyst. The electrode

reactions are again (4.144) and (4.145), and the operating temperature is 50�100�C
(Wurster, 1997).

Figure 4.106 shows a typical layout of an individual cell. Several of them are

then stacked on top of each other. This modularity implies that PEM cells can

be used for applications requiring little power (1 kW or less). PEM cell stacks

dominate the current wealth of demonstration projects in road transportation,

portable power, and special applications. The efficiency of conversion for small

systems is between 30% and 50%, but a 50 kW system has recently shown an effi-

ciency in the laboratory of near 60%. As indicated in Fig. 4.107, an advantage of

particular importance for automotive applications is the high efficiency at partial

loads, which alone gives a factor of 2 improvement over current internal combus-

tion engines.

Oxygen or air

Proton flow

Hydrogen

Electron flow
(power delivery)

Water vapor outlet

Membrane
Positive
electrode

Negative electrode

Catalyst coating

Figure 4.106 Layout of a PEM cell layer, several of which may be stacked.
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For use in automobiles, compressed or liquefied hydrogen is limited by low

energy density and safety precautions for containers, but most of all by the require-

ment for a new infrastructure for fueling. The hydrogen storage problem, which

until recently limited fuel-cell projects to large vehicles like buses, may be solved

by use of metal hydride or carbon nanofiber stores (see Chapter 5). In order to

avoid having to make large changes to gasoline and diesel filling stations, methanol

has been proposed as the fuel to be distributed to the vehicle fuel tank. The energy

density of methanol is 4.4 kWh liter-1, which is half that of gasoline. This is

quite acceptable owing to methanol’s higher efficiency of conversion. Hydrogen

is then produced onboard, by a methanol reformer, before being fed to the fuel

cell to produce the electric power for an electric motor. The set-up is illustrated in

Fig. 4.108. Prototype vehicles with this set-up have been tested (cf. Takahashi,

1998; Brown, 1998), but the reformer technology turned out to have many problems

and most current vehicle fuel-cell concepts plan to use hydrogen directly, thereby

also avoiding methanol emissions and the health issues connected with the metha-

nol infrastructure.

Methanol, CH3OH, may, however, still find use in fuel-cell development, in a

direct methanol PEM fuel cell, without the extra step of reforming to H2. PEM

fuel cells that accept a mixture of methanol and water as feedstock have been

developed (Bell, 1998) but still have lower energy conversion efficiency than

hydrogen-fueled PEM cells. Because methanol can be produced from biomass,

hydrogen may be eliminated from the energy system. On the other hand, handling

of surplus production of wind or photovoltaic power might still conveniently

involve hydrogen as an intermediate energy carrier, since it may have direct uses

and thus may improve the system efficiency by avoiding the losses incurred in

methanol production. The electric power to hydrogen conversion efficiency is
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Figure 4.107 Expected partial load efficiencies for a 50 kW PEM cell, projected from

measurements involving 10�20 cell test stacks (Patil, 1998).
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about 65% in high-pressure alkaline electrolysis plants (Wagner et al., 1998;

Sørensen, 2012), and the efficiency of the further hydrogen (plus CO or CO2 and

a catalyst) to methanol conversion is around 70%. Also, the efficiency of produc-

ing methanol from biomass is about 45%, whereas higher efficiencies are obtained

if the feedstock is methane (natural gas) (Jensen and Sørensen, 1984; Nielsen and

Sørensen, 1998).

For stationary applications, fuel cells of higher efficiency may be achieved by

processes operating at higher temperatures. One line of research has been molten

carbonate fuel cells, with electrode reactions

H2 1CO22
3 ! CO2 1H2O1 2e2;

1=2O2 1CO2 1 2e2 ! CO22
3 :

The electrolyte is a molten alkaline carbonate mixture retained within a

porous aluminate matrix. The carbonate ions formed at the positive electrode

travel through the matrix and combine with hydrogen at the negative electrode

at an operating temperature of about 650�C. The process was originally aimed at

hydrogen supplied from coal gasification or natural gas conversion. Test of a

new 250-kW system is taking place at a power utility company in Bielefeld,

Germany (Hoffmann, 1998). The expected conversion efficiency is about 55%,

and some of the additional high-temperature heat may be utilized. Earlier experi-

ments with molten carbon fuel cells encountered severe problems with material

corrosion.

Electric
motorReformer stages:

V: vaporizing with heat supply
R: reforming with Cu-Zn
O: CO oxidizing with Pt

Methanol
tank

Water
tank

Residual H2
p = pump

CO2

Air Air pump Humidifier

Methanol reformer
(V-, R- and O-stage)

Cooler p

PEM
fuel cell

O2

H2

+ −

Power
controller
Inverter

Battery Condensate

Condenser

p

Figure 4.108 Layout of the power system for a methanol-to-hydrogen powered vehicle with

fuel-cell conversion and an electric motor. The power controller allows a shift from direct

drive to battery charging.
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Considerable efforts are being dedicated to solid electrolyte cells. Solid oxide

fuel cells (SOFC) use zirconia as the electrolyte layer to conduct oxygen ions

formed at the positive electrode. Electrode reactions are

H2 1O22 ! H2O1 2e2;

1=2O2 1 2e2 ! O22:

The reaction temperature is 700�1000�C. The lower temperatures are desirable,

due to lower corrosion problems, and may be achieved by using a thin electrolyte

layer (about 10 μm) of yttrium-stabilized zirconia sprayed onto the negative

electrode as a ceramic powder (Kahn, 1996). A number of prototype plants (in the

100-kW size range) are in operation. Current conversion efficiency is about 55%,

but it could reach 70�80% in the future (Hoffmann, 1998).

Particularly for vehicle applications of hydrogen-based technologies, efforts are

needed to ensure a high level of safety in collisions and other accidents. Because of

the difference between the physical properties of hydrogen fuel and the hydrocar-

bon fuels currently in use (higher diffusion speed, flammability, and explosivity

over wider ranges of mixtures with air), there is a need for new safety-related

studies, particularly where hydrogen is stored onboard in containers at pressures

typically of 20�50 MPa. A few such studies have already been done (Brehm and

Mayinger, 1989; see also Sørensen, 2012).

4.5.2 Other electrochemical energy conversion

This chapter describes a number of general principles that have been, or

may become, of use in designing actual conversion devices, primarily those aimed

at utilizing the renewable flows of energy. Clearly, not all existing or proposed

devices have been covered.

The present energy system is dominated by fuels. Solar, wind, and hydro energy

bring us away from fuels, but fuels may still play an important role, e.g., in the

transport sector. A number of technologies are available to convert fuels among

themselves and into electricity and heat or motive power. Many of the technologies

can also be used for fuels derived from renewable energy sources. (Fuels derived

from biomass are dealt with separately in section 4.6.) For renewable energy

sources, such as wind and solar power, one way of dealing with fluctuating produc-

tion would be to convert surplus electricity to a storable fuel. This could be hydro-

gen obtained by electrolysis (section 5.3.3 and Sørensen, 2012) or by reversible fuel

cells (section 5.3.4). The further conversion of hydrogen to the energy forms in

demand can be accomplished by methods already available, for example, for natural

gas, such as boilers, engines, gas turbines, and fuel cells.

So far, this chapter describes at least one example of conversion into a useful

form of energy for each of the renewable resources described in Chapter 3. This

section contains an example of converting more speculative sources of energy, such

as the salinity differences identified in section 3.4.3, as renewable energy resources

of possible interest.
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4.5.2.1 Conversion of ocean salinity gradients

As discussed in section 3.4.3 (Fig. 3.69), a salinity difference like the one existing

between fresh (river) and saline (ocean) water, may be used to drive an osmotic

pump, and the elevated water may in turn be used to generate electricity by an ordi-

nary turbine (cf. section 4.3.4).

An alternative method, aiming directly at electricity production, takes advantage

of the fact that the salts of saline water are ionized to a certain degree and thus may

be used to derive an electrochemical cell of the type discussed in section 4.5.1

(Pattie, 1954; Weinstein and Leitz, 1976). Small amounts of power may even be

generated by driving an electrolyte through small pores of, e.g., MoS2 by a salinity

or pressure gradient (Feng et al., 2016).

The electrochemical cell shown in Fig. 4.109 may be called a dialytic battery,

since it is formally the same as the dialysis apparatus producing saline water with

electric power input. The membrane allows one kind of ion to pass and thereby

reach the corresponding electrode (in contrast to the osmotic pump in Fig. 3.69,

where water could penetrate the membrane but ions could not). The free energy dif-

ference between the state with free Na+ and Cl2 ions (assuming complete ioniza-

tion) and the state with no such ions is precisely the difference between saline and

fresh water, calculated in section 3.4.3 and approximately given by (3.38).

Assuming further that each Na+ ion reaching electrode A neutralizes one electron,

and that correspondingly each Cl2 ion at electrode B gives rise to one electron

(which may travel in the external circuit), then the electromotive force, i.e., the

electric potential φ of the cell, is given in analogy to (4.146), with the number of

positive ions per mole equal to nNa1, and φ is related to the change in free energy

(3.38), just as (4.146) is related to (4.143),

neFφ5 nNa 1Fφ5 δG � 2RTnNa1;

or

maxðΔφextÞ5φ � 2RT=F: (4.151)

Fresh
water

Saline
water

Rext

BA

Figure 4.109 Schematic picture of dialytic battery.
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Inserting the numerical values given in section 3.7.2, and T5 300 K, the cell

electromotive force becomes φ� 0.05 V. The actual value of the external potential,

Δφext, may be reduced as a result of various losses, as described in section 4.5.1

(e.g., Fig. 4.105). φ is also altered if the “fresh” water has a finite amount of ions

or if ions other than Na+ and Cl2 are present.

If the load resistance is Rext, the power delivered by the cell is given by the

current I5Δφext Rext
21,

E5 IΔφext;

and, as usual, the maximum power corresponds to an external potential difference

Δφext, which is smaller than the open-circuit value (4.151). Internal losses may be

represented by an internal resistance Rint, defined by

Δφext 5φ2 IRint 5φ2ΔφextðRint=RextÞ:

Thus, the power output may also be written

E5φ2Rext=ðRint1RextÞ2:

Rint depends on electrode properties, as well as on nNa1 and nCl- and their

variations across the cell.

Several anode-membrane plus cathode-membrane units may be stacked beside

each other in order to obtain a sufficiently large current (which is necessary because

the total internal resistance has a tendency to increase strongly if the current is

below a certain value). Figure 4.110 shows the results of a small-scale experiment

(Weinstein and Leitz, 1976) for a stack of about 30 membrane-electrode pairs and

an external load, Rext, close to the one giving maximum power output. The power is

shown, however, as a function of the salinity of the fresh water, and it is seen that

NaCl concentration of

“fresh water” (mol m−3)
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Figure 4.110 Measured performance of a dialytic battery, containing about 30 membrane

pairs in a stack. The external load was Rext5 10 Ω (close to power optimization), and

electrode losses had been compensated for by insertion of a balancing power source.

Based on Weinstein and Leitz (1976).
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the largest power output is obtained for a fresh-water salinity that is not zero but

3�4% of the seawater salinity. The reason is that, although the electromotive force

(4.151) diminishes with increasing fresh-water salinity, the decrease is at first more

than compensated for by the improved conductivity of the solution (decrease in

Rint) when ions are also initially present in the fresh-water compartment.

Needless to say, small-scale experiments of the kind described above are a long

way from a demonstration of viability of the salinity gradient conversion devices on

a large scale, and it is by no means clear whether the dialysis battery concept will

be more or less viable than power turbines based on osmotic umps. The former

seems likely to demand a larger membrane area than the latter, but no complete

evaluation of design criteria has been made in either case.

4.6 Bioenergy conversion processes

A number of conversion processes aim at converting one fuel into another that is con-

sidered more versatile. Examples are charcoal production from wood (efficiency of

conversion about 50%), liquefaction, and gasification (Squires, 1974). Figure 4.111

gives an overview of the non-food uses of biomass, to be discussed in more detail in

the following.

Fresh biomass is a large potential source of renewable energy that, in addition to

use for combustion, may be converted into a number of liquid and gaseous biofuels.

The conversion may be achieved by thermochemical or biochemical methods, as

described below.

CELL-FREE
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Hydrogen production

HYDROGEN

Fermentation
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METHANE
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DILUTE
ALCOHOL

Distillation

ETHANOL
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Fiber crushing

CELLULOSIC
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Figure 4.111 Overview of non-food energy uses of biomass.
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However, biomass is not just stored energy; it is also a store of nutrients and a

potential raw material for a number of industries. Therefore, bioenergy is a topic

that cannot be separated from food production, timber industries (serving construc-

tion purposes, paper and pulp industries, etc.), and organic feedstock-dependent

industries (chemical and biochemical industries, notably). Furthermore, biomass is

derived from plant growth and animal husbandry, linking the energy aspect to agri-

culture, livestock, silviculture, aquaculture, and quite generally to the management

of the global ecological system. Thus, procuring and utilizing organic fuels consti-

tute a profound interference with the natural biosphere, and understanding the range

of impacts as well as elimination of unacceptable ones should be an integral part of

any scheme for diversion of organic fuels to human society.

4.6.1 Combustion and composting of biomass

Traditional uses of organic fuels as energy carriers comprise the use of fresh bio-

mass, i.e., storage and combustion of wood fuels, straw, and other plant residues,

and, in recent centuries, notably storage and combustion of fossilized biomass, i.e.,

fuels derived from coal, oil, and natural gas. While the energy density of living bio-

mass is in the range of 10�30 MJ per kg of dry weight, several million years

of fossilization processes typically increase the energy density by a factor of 2

(see Fig. 4.112). The highest energy density is found for oil, where the average

density of crude oil is 42 MJ kg21.
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The known reserves of fossil fuels that may be economically extracted today,

and estimates of further resources exploitable at higher costs, are indicated in

Table 4.2. The finiteness of such resources is, of course, together with the environ-

mental impact issues, the reason for turning to renewable energy sources, including

renewable usage of biomass resources.

Traditionally, fossil fuels used for combustion in industry, power generation, and

transportation have been large contributors of health-damaging emissions. This and

the CO2 emissions causing climate change will be dealt with in Chapter 7 by life-

cycle analysis. Because viable alternatives and notably renewable energy supply

with proper handling of intermittency (Sørensen, 2015) are now available, fossil

fuels can and should be phased out even if there are resources left. Some of these

may be useful for non-energy purposes in the future (lubricants, etc.). In particular,

the low-grade resources such as inferior coal, oil shale, and tar sands should be

avoided, due to the extreme pollution of soils and waterways caused by extraction.

Even organic aerosol emissions during exploitation and refining seem unavoidable

(Liggio et al., 2016).

The proponents of using fossil sources for energy until final exhaustion have

suggested capturing the produced CO2 before emission, which leaves a problem of

where to deposit the captured CO2. Because of the enormous quantities involved

(44 molecular mass units for each 12 units of carbon), deposition in abandoned

mines and similar dumps is grossly insufficient, and only deep ocean disposal

appears viable, if long-tern stability of the sites can be proven. The capture of CO2

from the flue gas stream is costly and inefficient, and research is still ongoing on

finding new avenues (McDonald et al., 2015). An alternative would be to shift the

energy from, for example, natural gas or coal to hydrogen by a suitable process,

again with CO2 as a byproduct (Sørensen, 2012), considering that hydrogen may

have several uses in the future (if fuel cells become viable) and that the efficiency

Source Reserves

(EJ)

Add’l Resources

(. 50% Prob.)

Occurrence

(Speculative)

1990

Use (EJ)

Accum. Use

1860�1990

Coal 91 5203

hard coal 15 000 100 000 900 000

brown coal/

lignite 4000 30 000 90 000

Peat 0 4000 4000

Oil 128 3343

conventional 5000 3000 13 000

unconventional 7000 9000 20 000

Natural gas 71 1703

conventional 5000 5000 15 000

unconventional 7000 20 000 25 000

in hydrates 0 0 100 000

TABLE 4.2 Fossil reserves, additional resources, and consumption in EJ (UN, 1981; Jensen and

Sørensen, 1984; Nakicenovic et al., 1996).
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is higher than extraction of CO2 from stack gas. As regards the final disposal of

CO2 in oceans, the hope is that certain deep locations would permit plain dumping

and yet have little chance that the CO2 moves away before being incorporated into

chalk-like substances (Matter et al., 2016). The most likely conclusion is that these

efforts will remain expensive in terms of both energy inputs and cost.

4.6.1.1 Producing heat by burning biomass

Heat may be obtained from biological materials by burning, eventually with the

purpose of further conversion. Efficient burning usually requires the reduction of

water content, for example, by sun-drying. The heat produced by burning cow dung

is about 1.53 107 J per kg of dry matter, but initially only about 10% is dry matter,

so the vaporization of 9 kg of water implies an energy requirement of 2.23 107 J,

i.e., the burning process is a net energy producer only if substantial sun-drying is

possible. Firewood and other biomass sources constitute stores of energy, since they

can be dried during the summer and used during winter periods when the heating

requirement may be large and the possibility of sun-drying may not exist. The heat

produced by burning 1 kg of dry wood or sawmill scrap is about 1.253 107 J (1 kg

in these cases corresponds to a volume of approximately 1.53 1023 m3), and the

heat from burning 1 kg of straw (assumed water content 15%) is about 1.53 107 J

(Eckert, 1960). Boilers used for firing with wood or straw have efficiencies that are

often considerably lower than those of oil or gas burners. Typical efficiencies are in

the range 0.5�0.6 for the best boilers. The rest of the enthalpy is lost, mostly in the

form of vapor and heat leaving the chimney (or other smoke exit), and therefore is

not available at the load area.

Combustion is the oxidation of carbon-containing material in the presence of

sufficient oxygen to complete the process

C1O2 ! CO2:

Wood and other biomass is burned for cooking, for space heating, and for a

number of specialized purposes, such as provision of process steam and electricity

generation. In rural areas of many Third World countries, a device consisting of

three stones for outdoor combustion of twigs is still the most common. In the

absence of wind, up to about 5% of the heat energy may reach the contents of the

pot resting on top of the stones. In some countries, indoor cooking on simple chulas

is common. A chula is a combustion chamber with a place for one or more pots or

pans on top, resting in such a way that the combustion gases will pass along the

outer sides of the cooking pot and leave the room through any opening. Indoor air

quality is extremely poor when chulas are in use, and village women in India using

chulas for several hours each day are reported to suffer from severe cases of eye

irritation and respiratory diseases (Vohra, 1982).

Earlier, most cooking in Europe and its colonies was done on stoves made of

cast iron. These stoves, usually called European stoves, had controlled air intake

and both primary and secondary air inlets, chimneys for regulation of gas passage,
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and several cooking places with ring systems allowing the pots to fit tightly in

holes, with a part of the pot indented into the hot gas stream. The efficiency was up

to about 25%, counted as energy delivered to the pots divided by wood energy

spent, but such efficiency would only be reached if all holes were in use and if the

different temperatures prevailing at different boiler holes could be made useful,

including after-heat. In many cases, the average efficiency would hardly have

exceeded 10%, but, in many of the areas in question, the heat lost to the room could

also be considered useful, in which case close to 50% efficiency (useful energy

divided by input) could be reached. Today, copies of the European stove are being

introduced in several regions of the Third World, with the stoves constructed from

local materials, such as clay and sand�clay mixtures, instead of cast iron.

Wood-burning stoves and furnaces for space heating have conversion efficien-

cies from below or about 10% (open furnace with vertical chimney) up to 50%

(oven with two controlled air inlets and a labyrinth-shaped effluent gas route lead-

ing to a tall chimney). Industrial burners and stokers (for burning wood scrap) typi-

cally reach efficiencies of about 60%. Higher efficiencies require a very uniform

fuel without variations in water content or density.

Most biological material is not uniform, and pretreatment can often improve

both the transportation and storage processes and the combustion (or other final

use). Irregular biomass (e.g., twigs) can be chopped or cut to provide unit sizes fit-

ting the containers and burning spaces provided. Furthermore, compressing and pel-

letizing the fuel can make it considerably more versatile. For some time, straw

compressors and pelletizers have been available, so that bulky straw bundles can be

transformed into a fuel with volume densities approaching that of coal. Other bio-

mass material can conceivably be pelletized advantageously, including wood scrap,

mixed biomass residues, and even aquatic plant material (Anonymous, 1980).

Portable pelletizers are available (e.g., in Denmark) that allow straw to be com-

pressed in the growing fields, so that longer transport becomes economically

feasible and so that even long-term storage (seasonal) of straw residues becomes

attractive.

A commonly practiced conversion step is from wood to charcoal. Charcoal is

easier to store and to transport. Furthermore, charcoal combustion—for example,

for cooking—produces less visible smoke than direct wood burning and is typically

so much more efficient than wood burning that, despite wood-to-charcoal conver-

sion losses, less primary energy is used to cook a given meal with charcoal than

with wood.

Particularly in rich countries, a considerable source of biomass energy is urban

refuse, which contains residues from food preparation and discarded consumer

goods from households, as well as organic scrap material from commerce and

industry. Large-scale incineration of urban refuse has become an important source

of heat, particularly in Western Europe, where it is used mainly for district heating

(Renzo, 1978).

For steam generation purposes, combustion is performed in the presence of an

abundant water source (waterwall incineration). In order to improve pollutant control,

fluidized bed combustion techniques may be utilized (Cheremisinoff et al., 1980).

523The energy conversion processes



The bed consists of fine-grain material, for example, sand, mixed with material to be

burned (sawdust is particularly suitable, but any other biomass, including wood, can

be accepted if finely chopped). The gaseous effluents from combustion, plus air, fluid-

ize the bed as they pass through it under agitation. The water content of the material in

the bed may be high (in which case steam production occurs). Combustion tempera-

tures are lower than for flame burning, and this partly makes ash removal easier and

partly reduces tar formation and salt vaporization. As a result, reactor life is extended

and air pollution can better be controlled.

In general, the environmental impacts of biomass utilization through combustion

may be substantial and comparable to, although not entirely of the same nature as,

the impacts from coal and oil combustion (see Table 4.3). In addition, ashes will

have to be disposed of. For boiler combustion, the sulfur dioxide emissions are typi-

cally much smaller than for oil and coal combustion, which would give

15�60 kg t21 in the absence of flue gas cleaning. If ash is re-injected into the wood

burner, higher sulfur values appear, but these values are still below the fossil-fuel

emissions in the absence of sulfur removal efforts.

Particulates are not normally regulated in home boilers, but for power plants and

industrial boilers, electrostatic filters are employed, with particulate removal up to

over 99%. Compared to coal burning without particle removal, wood emissions are

5�10 times lower. When a wood boiler is started, there is an initial period of very

visible smoke emission, consisting of water vapor and high levels of both particu-

late and gaseous emissions. After the boiler reaches operating temperatures, wood

burns virtually without visible smoke. When stack temperatures are below 60�C,
during start-up and during incorrect burning, severe soot problems arise.

Nitrogen oxide emissions are typically 2�3 times lower for biomass burning

than for coal burning (per kilogram of fuel), but often similar emissions occur

per unit of energy delivered.

Particular concern should be directed at organic-compound emissions

from biomass burning. In particular, benzo(a)pyrene emissions from biomass are

found to be up to 50 times higher than for fossil-fuel combustion, and the measured

Substance Emitted Emissions (kg/103 kg)

Particulates 12.52 15.0

Organic compoundsa 1.0

Sulfur dioxide 02 1.5b

Nitrogen oxides 5.0

Carbon monoxide 1.0

TABLE 4.3 Uncontrolled emissions from biomass combustion in boilers (kg per ton of

fuel, based on woody biomass; US EPA, 1980)
aHydrocarbons including methane and traces of benzo(a)pyrine.
bUpper limit is found for bark combustion. Ten times higher values are reported in cases where
combustion ashes are re-injected.
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concentrations of benzo(a)pyrene in village houses in Northern India

(1.3�9.33 1029 kg m23), where primitive wood-burning chulas are used for sev-

eral (6�8) hours every day, exceed German standards of 10211 kg m23 by 2�3

orders of magnitude (Vohra, 1982). However, boilers with higher combustion tem-

peratures largely avoid this problem, as indicated in Table 4.3.

The lowest emissions are achieved if batches of biomass are burned at optimal

conditions, rather than regulating the boiler up and down according to heating load.

Therefore, wood heating systems consisting of a boiler and a heat storage unit (gravel,

water) with several hours of load capacity will lead to the smallest environmental

problems (Hermes and Lew, 1982). This example shows that there can be situations

where energy storage would be introduced entirely for environmental reasons.

The occupational hazards that arise during tree felling and handling should be

mentioned. The accident rate among forest workers is high in many parts of the

world, and safer working conditions for forest workers are imperative if wood is to

be used sensibly for fuel applications.

Finally, although CO2 accumulates in the atmosphere as a consequence of fossil

fuel combustion, CO2 emissions during biomass combustion are balanced in magni-

tude by the CO2 assimilation by plants, so that the atmospheric CO2 content is not

affected, at least by the use of biomass crops in fast rotation. However, the lag

time, e.g., for trees, may be decades or centuries, and, in such cases, temporary

CO2 imbalance may contribute to climatic alterations.

4.6.1.2 Composting

Primary organic materials form the basis for a number of energy conversion pro-

cesses other than burning. Since they produce liquid or gaseous fuels, plus associ-

ated heat, they are dealt with in the following sections on fuel production.

However, conversion aiming directly at heat production has also been utilized, with

non-combustion processes based on manure from livestock animals and in some

cases on primary biomass residues.

Two forms of composting are in use, one based on fluid manure (less than 10%

dry matter), and the other based on solid manure (50�80% dry matter). In both

cases, the chemical process is bacterial decomposition under aerobic conditions, i.e.,

the compost heap or container has to be ventilated in order to provide a continuous

supply of oxygen for the bacterial processes. The bacteria required for the process

(of which lactic acid producers constitute the largest fraction; cf. McCoy, 1967)

are normally all present in manure, unless antibiotic residues that kill bacteria are

retained after some veterinary treatment. The processes involved in composting are

very complex, but it is believed that decomposition of carbohydrates [the inverse of

reaction (3.45)] is responsible for most of the heat production (Popel, 1970). A frac-

tion of the carbon from the organic material is found in new-bred microorganisms.

A device for treating fluid manure may consist of a container with a blower

injecting fresh air into the fluid in such a way that it becomes well distributed over

the fluid volume. An exit air channel carries the heated airflow to, say, a heat

exchanger. Figure 4.113 shows an example of the temperature of the liquid manure,
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along with the temperature outside the container walls, as a function of time. The

amount of energy required for the air blower is typically around 50% of the heat

energy output, and is in the form of high-quality mechanical energy (e.g., from an

electrically driven rotor). Thus, the simple efficiency may be around 50%, but the

second law efficiency (4.20) may be quite low.

Heat production from solid manure follows a similar pattern. The temperature in

the middle of a manure heap (dunghill) may be higher than that of liquid manure,

owing to the low heat capacity of the solid manure (see Fig. 4.114). Air may be
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Figure 4.113 Temperature development in composting device based on liquid manure from

pigs and poultry and with a blower providing constant air supply. Temperature of

surroundings is also indicated.

Based on Popel (1970).
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supplied by blowers placed at the bottom of the heap, and, in order to maintain air pas-

sage space inside the heap and remove moisture, occasional re-stacking of the heap is

required. A certain degree of variation in air supply can be allowed, so that the blower

may be driven by a renewable energy converter, for example, a windmill, without stor-

age or back-up power. With frequent re-stacking, air supply by blowing is not

required, but the required amount of mechanical energy input per unit of heat extrac-

tion is probably as high as for liquid manure. In addition, the heat extraction process

is more difficult, demanding, for example, that heat exchangers be built into the

heap itself (water pipes are one possibility). If an insufficient amount of air is provided,

the composting process will stop before the maximum heat has been obtained.

Owing to the bacteriological decomposition of most of the large organic mole-

cules present, the final composting product has considerable value as fertilizer.

4.6.1.3 Metabolic heat

Metabolic heat from the life processes of animals can also be used by man, in addi-

tion to the heating of human habitats by man’s own metabolic heat. A livestock

shed or barn produces enough heat, under most conditions of winter occupancy, to

cover the heating requirements of adjacent farm buildings, in addition to providing

adequate temperature levels for the animals. One reason for this is that livestock

barns must have a high rate of ventilation in order to remove dust (e.g., from the

animal’s skin, fur, hair, or feathers) and water vapor. Therefore, utilization of barn

heat may not require extra feeding of the animals, but may simply consist of heat

recovery from air that for other reasons has to be removed. Utilization for heating a

nearby residence building often requires a heat pump (see section 4.6.1), because

the temperature of the ventilation air is usually lower than that required at the load

area, and a simple heat exchanger would not work.

In temperate climates, the average temperature in a livestock shed or barn may

be about 15�C during winter. If young animals are present, the required temperature

is higher. With an outside temperature of 0�C and no particular insulation of walls,

the net heat production of such barns or sheds is positive when the occupants are

fully grown animals, but negative if the occupants are young individuals and very

much so if newborn animals are present (Olsen, 1975). In chicken or pig farms, the

need for heat input may be avoided by having populations of mixed age or heat

exchange between compartments for young and adult animals. The best candidates

for heat extraction to other applications might then be dairy farms.

A dairy cow transfers about 25% of the chemical energy in fodder to milk and a

similar amount to manure (Claesson, 1974). If the weight of the cow remains con-

stant, the rest is converted to heat and is rejected as heat radiation, convection, or

latent heat of water vaporization. The distribution of the heat production in sensible

and latent forms of heat is indicated in Fig. 4.115. It is strongly dependent on the

air temperature in the barn. At 15�C, about two-thirds of the heat production is in the

form of sensible heat. Heat transfer to a heat pump circuit may take place from

the ventilation air exit. Water condensation on the heat exchanger surface involved

may help to prevent dust particles from accumulating on the heat exchanger surface.
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4.6.2 Biological conversion into gaseous fuels

Fuels are biological material (including fossilized forms), hydrocarbons, or just

hydrogen, which can be stored and used at convenient times. Usage traditionally

means burning in air or pure oxygen, but other means of conversion exist, for

example, fuel cells (see section 4.5).

Before discussing the conversion of fresh biomass, the gasification of coal is

briefly discussed because of its importance for possible continued use of fossil bio-

mass (coal being the largest such source) and also because of its similarity to pro-

cesses relevant for other solid biomass.

Inefficient conversion of gasified coal to oil has historically been used by iso-

lated coal-rich but oil-deficient nations (Germany during World War II, South

Africa). Coal is gasified to carbon monoxide and hydrogen, which is then, by the

Fischer-Tropsch process (passage through a reactor, e.g., a fluidized bed, with a

nickel, cobalt, or iron catalyst), partially converted into hydrocarbons. Sulfur com-

pounds have to be removed because they would impede the function of the catalyst.

The reactions involved are of the form

ð2n1 1ÞH2 1 nCO ! CnH2n12 1 nH2O;
ðn1 1ÞH2 1 2nCO ! CnH2n12 1 nCO2

and conversion efficiencies range from 21% to 55% (Robinson, 1980). Further

separation of the hydrocarbons generated may then be performed; for instance,

gasoline corresponding to the range 4 # n # 10 in the above formulae.
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Alternative coal liquefaction processes involve direct hydrogenation of coal

under suitable pressures and temperatures. Pilot plants have been operating in the

United States, producing up to 600 t a day (slightly different processes are named

solvent refining, H-coal process, and donor solvent process; cf. Hammond, 1976).

From an energy storage point of view, either coal or the converted product may be

stockpiled.

For use in the transportation sector, production of liquid hydrocarbons, such as

ethanol, methanol, and diesel-like fluids, is considered. The liquid hydrocarbons

can be produced from fossil or renewable biomass sources as described below,

often with thermochemical gasification as the first conversion step.

4.6.2.1 Biogas

Conversion of (fresh) biological material into simple hydrocarbons or hydrogen can

be achieved by a number of anaerobic fermentation processes, i.e., processes per-

formed by suitable microorganisms and taking place in the absence of oxygen. The

anaerobic “digestion” processes work on most fresh biological material, wood

excepted, provided that proper conditions are maintained (temperature, population

of microorganisms, stirring, etc.). Thus, biological material in forms inconvenient

for storage and use may be converted into liquid or gaseous fuels that can be uti-

lized in a multitude of ways, like oil and natural gas products.

The “raw materials” that may be used are slurry or manure (e.g., from dairy

farms or “industrial farming” involving large feedlots), city sewage and refuse,

farming crop residues (e.g., straw or parts of cereal or fodder plants not normally

harvested), or direct “fuel crops,” such as ocean-grown algae or seaweeds, water

hyacinths (in tropical climates), or fast-growing bushes or trees. The deep harvest-

ing necessary to collect crop residues may not be generally advisable, owing to the

role of these residues in preventing soil erosion.

Among the fermentation processes, one set is particularly suited for producing

gas from biomass in a wet process (cf. Fig. 4.111). It is called anaerobic digestion.

It traditionally used animal manure as biomass feedstock, but other biomass sources

can be used within limits that are briefly discussed in the following. The set of bio-

chemical reactions making up the digestion process (a term indicating the close

analogy to energy extraction from biomass by food digestion) is schematically illus-

trated in Fig. 4.116.

Anaerobic digestion has three discernible stages. In the first, complex biomass

material is decomposed by a heterogeneous set of microorganisms, not necessarily

confined to anaerobic environments. These decompositions comprise hydrolysis of

cellulosic material to simple glucose, using enzymes provided by the microorgan-

isms as catalysts. Similarly, proteins are decomposed to amino acids and lipids

to long-chain fatty acids. The significant result of the first stage is that most of

the biomass is now water-soluble and in a simpler chemical form, suited for the

next stage.

The second stage involves dehydrogenation (removing hydrogen atoms from

the biomass material), such as changing glucose into acetic acid, carboxylation
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(removing carboxyl groups) of amino acids, and breakdown of the long-chain fatty

acids into short-chain acids, again obtaining acetic acid as the final product. These

reactions are fermentation reactions accomplished by a range of acidophilic (acid-

forming) bacteria. Their optimum performance requires an environmental pH of

6�7 (slightly acid), but because the acids already formed will lower the pH of the

solution, it is sometimes necessary to adjust the pH (e.g., by adding lime).

Finally, the third stage is the production of biogas (a mixture of methane and

carbon dioxide) from acetic acid by a second set of fermentation reactions per-

formed by methanogenic bacteria. These bacteria require a strictly anaerobic

(oxygen-free) environment. Often, all processes are made to take place in a single

container, but separation of the processes into stages allows greater efficiencies to

be reached. The third stage takes on the order of weeks, while the preceding stages

take on the order of hours or days, depending on the nature of the feedstock.

Starting from cellulose, the overall process may be summarized as

ðC6H10O5Þn 1 nH2O ! 3nCO2 1 3nCH4 1 19n J=mol: (4.152)

Glucose Amino acids Aromatics

Krebs cycle acidsKeto acids

Long–chain
fatty acids

Cellulosic
material

Proteins Lignins Lipids

Short–chain
fatty acidsLactic acid

Propionic acid

Acetic acid

Formic acid

Methane and carbon dioxide

Alcohols

Butyrates Pyruvic acid

Various decomposing and
hydrolyzing microbes

Acidophilic bacteria
(Aquatic environment,
feed biomass largely

dissolved)

Methane bacteria
(Strictly anaerobic

environment)

Phase 2

Phase 3

Phase 1

Figure 4.116 Simplified description of biochemical pathways in anaerobic digestion of

biomass.

Based on Stafford et al. (1981). Used with permission from D. Stafford, D. Hawkes,

and R. Horton, Methane Production from Waste Organic Matter. Copyright 1981 by

The Chemical Rubber Co., CRC Press, Inc., Boca Raton, FL.
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The first-stage reactions add up to

ðC6H10O5Þn 1 nH2O ! nC6H12O6: (4.153)

The net result of the second-stage reactions is

nC6H12O6 ! 3nCH3COOH; (4.154)

with intermediate steps, such as

C6H12O6 ! 2C2H5OH1 2CO2 (4.155)

followed by dehydrogenation:

2C2H5OH1CO2 ! 2CH3COOH1CH4: (4.156)

The third-stage reactions then combine to

3nCH3COOH ! 3nCO2 1 3nCH4: (4.157)

In order for the digestion to proceed, a number of conditions must be fulfilled.

Bacterial action is inhibited by the presence of metal salts, penicillin, soluble

sulfides, or ammonia in high concentrations. Some source of nitrogen is essential

for the growth of the microorganisms. If there is too little nitrogen relative

to the amount of carbon-containing material to be transformed, then bacterial

growth is insufficient and biogas is production low. With too much nitrogen

(a carbon�nitrogen ratio below 15), “ammonia poisoning” of the bacterial cultures

may occur. When the carbon�nitrogen ratio exceeds about 30, gas production starts

diminishing, but in some systems carbon�nitrogen values as high as 70 have pre-

vailed without problems (Stafford et al., 1981). Table 4.4 gives carbon�nitrogen

values for a number of biomass feedstocks. It is seen that mixing feedstocks can

often be advantageous. For instance, straw and sawdust would have to be mixed

with some low C:N material, such as livestock urine or clover/lucerne (typical sec-

ondary crops that may be grown in temperate climates after the main harvest).

If digestion time is not a problem, almost any cellulosic material can be con-

verted to biogas, even pure straw. Initially, one may have to wait for several

months, until the optimum bacterial composition has been reached, but then contin-

ued production can take place, and, despite low reaction rates, an energy recovery

similar to that of manure can be achieved with properly prolonged reaction times

(Mardon, 1982).

Average manure production for fully-grown cows and pigs (in Europe, Australia,

and the Americas) is 40 and 2.3 kg wet weight d21, respectively, corresponding to

62 and 6.2 MJ d21, respectively. The equivalent biogas production may reach 1.2

and 0.18 m3 d21. This amounts to 26 and 3.8 MJ d21, or 42% and 61% conversion

efficiency, respectively (Taiganides, 1974). A discussion of the overall efficiency,
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including transportation of biomass to the production plant, is given in Berglund

and Börjesson (2002), who found maximum acceptable transport distances of

100�150 km.

The residue from the anaerobic digestion process has a higher value as a fertil-

izer than the feedstock. Insoluble organics in the original material are, to a large

extent, made soluble, and nitrogen is fixed in the microorganisms.

Pathogen populations in the sludge are reduced. Stafford et al. (1981) found a

65�90% removal of Salmonella during anaerobic fermentation, and there is a sig-

nificant reduction in streptococci, coliforms, and viruses, as well as an almost total

elimination of disease-transmitting parasites like Ascaris, hookworm, Entamoeba,

and Schistosoma.

For this reason, anaerobic fermentation has been used fairly extensively as a

cleaning operation in city sewage treatment plants, either directly on the sludge or

after algae are grown on the sludge to increase fermentation potential. Most newer

sewage treatment plants make use of the biogas produced to fuel other parts of the

treatment process, but, with proper management, sewage plants may well be net

Material Ratio

Sewage sludge 13:1

Cow dung 25:1

Cow urine 0.8:1

Pig droppings 20:1

Pig urine 6:1

Chicken manure 25:1

Kitchen refuse 62 10:1

Sawdust 2002 500:1

Straw 602200:1

Bagasse 150:1

Seaweed 80:1

Alfalfa hay 18:1

Grass clippings 12:1

Potato tops 25:1

Silage liquor 11:1

Slaughterhouse wastes 32 4:1

Clover 2.7:1

Lucerne 2:1

TABLE 4.4 Carbon�nitrogen ratios for various materials.

Source: Based on Baader et al. (1978); Rubins and Bear (1942).
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energy producers (Oswald, 1973). Biogas has been used as a (farm and road) vehi-

cle fuel, using compressed gas flasks. The status and future prospects seem positive,

but only few countries have yet established the required infrastructure (Jensen and

Sørensen, 1984; Börjesson and Mathiasson, 2007).

The other long-time experience with biogas and associated fertilizer production

is in rural areas of a number of Asian countries, notably China and India. The raw

materials here are mostly cow dung, pig slurry, and human waste that is referred to

as night soil, plus in some cases grass and straw. The biogas is used for cooking,

and the fertilizer residue is returned to the fields. The sanitary aspect of pathogen

reduction lends strong support to the economic viability of these schemes.

The rural systems are usually based on simple one-compartment digesters with

human labor for filling and emptying of material. Operation is either in batches or

with continuous new feed and removal of some 3�7% of the reactor content every

day. Semi-industrialized plants have also been built during the last decade, for

example, in connection with large pig farms, where mechanized and highly auto-

mated collection of manure has been feasible. In some cases, these installations

have utilized separate acid and methanation tanks.

Figure 4.117 shows an example of a town-scale digester plant, where the biogas

is used in a combined electric power and district heat-generating plant (Kraemer,
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Figure 4.117 Calculated energy flows for a town biogas reactor plant, consisting of three

successive units with 10 days’ residence time in each. A biogas motor drives an electric

generator, and the associated heat is, in part, recycled to the digestion process, while the rest is

fed into the town’s district heating lines. Flows (all numbers without indicated unit) are in GJ d21.

Based on energy planning for Nysted commune, Denmark; Kraemer (1981).
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1981). Expected energy flows are indicated. Storage of biogas for rural cooking

systems is accomplished by variable-volume domes that collect the gas as it is pro-

duced (e.g., an inverted, water-locked can placed over the digester core). Biogas

contains approximately 23 MJ m23 and is therefore a medium-quality gas. CO2

removal is necessary in order to achieve pipeline quality. An inexpensive way of

achieving over 90% CO2 removal is by water spraying. This method of producing

compressed methane gas from biogas allows for automotive applications, such as a

farmer producing his tractor fuel on site. In New Zealand, such uses have been

developed since 1980 (see Fig. 4.118; Stewart and McLeod, 1980). Several demon-

stration experiences have recently been undertaken in Sweden (Losciale, 2002).

Storage of a certain amount of methane at ambient pressure requires over a thou-

sand times more volume than the equivalent storage of oil. However, actual meth-

ane storage at industrial facilities uses pressures of about 140 times ambient

(Biomass Energy Institute, 1978), so the volume penalty relative to oil storage

would then be a factor of nine. Storage of methane in zeolitic material for later use

in vehicles has been considered.
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Figure 4.118 Schematic view of New Zealand scheme for methane production and vehicle use.

From Stewart, D., and McLeod, R., New Zealand Journal of Agriculture, Sept. 1980, 9�24.

Used with permission.
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If residues are recycled, little environmental impact can be expected from anaer-

obic digestion. The net impact on agriculture may be positive, owing to nutrients

being made more accessible and due to parasite depression. Undesirable contami-

nants, such as heavy metals, are returned to the soil in approximately the same

concentrations as existed before collection, unless urban pollution has access to the

feedstock. The very fact that digestion depends on biological organisms may mean

that poor digester performance could serve as a warning signal, directing early

attention to pollution of cropland or urban sewage systems. In any case, pollutant-

containing waste, for example, from industry, should never be mixed with the

energy-valuable biological material in urban refuse and sewage. Methane-forming

bacteria are more sensitive to changes in their environment, such as temperature

and acidity, than are acid-forming bacteria.

The digestion process itself does not emit pollutants if it operates correctly, but

gas cleaning, such as H2S removal, may lead to emissions. The methane gas itself

shares many of the safety hazards of other gaseous fuels, being asphyxiating and

explosive at certain concentrations in air (roughly 7�14% by volume). For rural

cooking applications, the risks may be compared with those of the fuels being

replaced by biogas, notably wood burned in simple stoves. In these cases, as fol-

lows from the discussion in section 4.6.1, the environment is dramatically improved

by the introduction of biogas digesters.

An example of early biogas plants for use on a village scale in China, India, and

Pakistan is shown in Fig. 4.119. All the reactions take place in one compartment,

Inlet Soil surface Water seal

Gas pipe line To load

Firetrap

Outlet

Over-
flow
tank

Pressure tank

Slurry

Agitator

Figure 4.119 Single-chamber biogas plant.

Based on Chinese installations described by Appropriate Technology Development

Organization (1976).
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which does not necessarily lead to optimal conversion efficiency. The time required

for the acid-forming step is less than 24 h, whereas the duration of the second step

should be 10�30 days. In many climatic regions, the heating of the fermentation

tank required for application may be done by solar collectors, which could form

the top cover of the tank. Alternatively, the top cover may be an inflatable dome

serving as a store of gas, which can smooth out a certain degree of load variation.

Some installations obtain the highest efficiency by batch operation, i.e., by leaving

one batch of biological material in the tank for the entire fermentation period. The

one shown in Fig. 4.119 allows continuous operation, i.e., a fraction of the slurry is

removed every day and replaced by fresh biological material.

Examples of predicted biogas production rates, for simple plants of the type

shown in Fig. 4.119 and based on fluid manure from dairy cows, pigs, or poultry,

are shown in Table 4.5 and Fig. 4.120. Table 4.5 gives typical biogas production

rates, per day and per animal, while Fig. 4.120 gives the conversion efficiencies

Source Manure Per Day Biogas Per Day

kg Wet Weight MJ m3 MJ

Cows 40 62 1.2 26

Pigs 2.3 6.2 0.18 3.8

Hens 0.19 0.9 0.011 0.26

TABLE 4.5 Manure and potential biogas production for a typical animal per day.

Source: Based on Taiganides (1974).
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Figure 4.120 Measured conversion efficiencies (ratio between energy in biogas gas

produced and energy in the manure) for simple biogas plants (like that in Fig. 4.119),

with10�13 kg of fresh manure added per day per m3 of tank volume.

Based on Gramms et al. (1971).
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measured, as functions of fermentation time (tank residence time), in a controlled

experiment. The conversion efficiency is the ratio of the energy in the biogas

(approximately 23 MJ m23 of gas) and the energy in the manure that would be

released as heat by complete burning of the dry matter (some typical absolute

values are given in Table 4.5). The highest efficiency is obtained with pigs’ slurry,

but the high bacteriological activity in this case occasionally has the side-effect of

favoring bacteria other than those helping to produce biogas, e.g., ammonia-

producing bacteria, the activity of which may destroy the possibility of further bio-

gas production (Olsen, 1975).

As mentioned, the manure residue from biogas plants has a high value as fertil-

izer because the decomposition of organic material followed by hydrocarbon con-

version leaves plant nutrients (e.g., nitrogen that was originally bound in proteins)

in a form suitable for uptake. Pathogenic bacteria and parasites are not removed to

as high a degree as by composting, owing to the lower process temperature.

Some city sewage plants produce biogas (by anaerobic fermentation of the sew-

age) as one step in the cleaning procedure, using the biogas as fuel for driving

mechanical cleaning devices, etc. Thus, in many cases, it is possible to avoid the

need for other energy inputs and, in some cases, the plant becomes a net energy

producer (Danish Energy Agency, 1992). Figure 4.121 shows the system layout

for a biogas plant processing 300 t of biomass per day and accepting multiple types

of feedstock; the plant is capable of delivering power, process and district heat,

Dump
cart

Solid
manure

Organic
waste

Liquid
manure

Slurry
tanker

Pre-storage
tank

Pre-storage
tank

Pasteurization
tank

Gas
purification

Gas-fired
boiler

Process
heat

District central
heating

Electricity Fertilizer To
recipient

Gas engine/
Generator

Liquid manure
tank

Pools

Digesters Separator RO-unit

Compost
storage Compost

Pre-storage
tank

Figure 4.121 Layout of Lintrup biogas plant (Danish Energy Agency, 1992).
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and fertilizer. Figure 4.122 gives the measured performance data for nine large

prototype biogas plants in Denmark.

Because of the many complex processes involved in fermentation, yields vary in

ways that are not always fully understood. Recent studies have indicated that micro-

bial contamination is an important reason for reducing efficiency. Use of steriliza-

tion or antibiotics is not only expensive but may produce resistance. A better

solution would be to improve the competitive advantage of the desired microbes

over the undesired ones. Doing so by genetic engineering has been demonstrated in

specific cases by Shaw et al. (2016).

4.6.3 Energy balance

The 1992 average production from large Danish biogas plants was 35.1 m3 per m3

of biomass (at standard pressure, methane content in the biogas being on average

64%), or 806 MJ m23 (Tafdrup, 1993). In-plant energy use amounted to

90 MJ m23, distributed in 28 MJ of electricity and 50 MJ of heat, all produced by

the biogas plant itself. Fuel used in transporting manure to the plant totaled 35 MJ,

and the fertilizer value of the returned residue was estimated at 30 MJ. Thus, the

net outside energy requirement was 5 MJ for a production of 716 MJ, or 0.7%, cor-

responding to an energy payback time of 3 days. If the in-plant biogas use is added,

energy consumption in the process is 13%. The energy for construction of the plant,

which has not been estimated, should also be added. However, the best plants

roughly break even economically, indicating that the overall energy balance is

acceptable.
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4.6.4 Greenhouse gas emissions

Using, as in the energy balance section above, the average of large Danish plants as

an example, the avoided CO2 emission from having combined power and heat pro-

duction use biomass instead of coal as a fuel is 68 kg per m3 of biomass converted.

Added should be emissions from transportation of biomass, estimated at 3 kg, and

the avoided emissions from conventional production of fertilizer, which is replaced

by biogas residue, estimated at 3 kg. Reduced methane emissions, relative to the

case of spreading manure directly on fields, is of the order of 61 kg CO2 equivalent

(Tafdrup, 1993). The nitrous oxide balance is possibly improved by reducing deni-

trification in the soil, but high uncertainty makes actual estimates difficult at the

present. The overall CO2 reduction obtained by summing up the estimates given

above is then 129 kg for each m3 of biomass converted to biogas.

4.6.5 Other environmental effects

Compared to the current mix of coal, oil, and natural gas plants, biogas plants have

two to three times lower SO2 emission but a correspondingly higher NOx emission.

Higher ammonia content in the digested residue calls for greater care in using fertil-

izer from biogas plants, in order to avoid loss of ammonia. This is also true regard-

ing avoiding loss of nutrients from fertilizer to waterways. Compared to unrefined

manure, biogas-residue fertilizer has a marked gain in quality, including a better-

defined composition, which contributes to using the correct dosage and avoiding

losses to the environment. The dissemination of biogas plants removes the need for

landfills, which is an environmental improvement. Odor is moved from the fields

(where manure and slurry would otherwise be spread) to the biogas plant, where it

can be controlled by suitable measures, such as filters (Tafdrup, 1993).

4.6.6 Hydrogen-producing cultures

Biochemical routes to fuel production include a number of schemes not presently

developed to a technical or economic level of commercial interest. Hydrogen is a

fuel that may be produced directly by biological systems. Hydrogen enters in photo-

synthesis in green plants, where the net result of the process is

2H2O1 solar radiation ! 4e2 1 4H1 1O2:

However, the electrons and protons do not combine directly to form hydrogen,

4e2 1 4H1 ! 2H2;

but instead transfer their energy to a more complex molecule (NADPH2; cf.

Chapter 3), which can drive the CO2 assimilation process. By this mechanism,

plants avoid recombination of oxygen and hydrogen from the two processes men-

tioned above. Membrane systems keep the would-be reactants apart, and thus the
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energy-rich compound may be transported to other areas of the plant, where it takes

part in plant growth and respiration.

Much thought has been given to modifications of plant material (e.g., by genetic

engineering) in such a way that free hydrogen is produced on one side of a mem-

brane and free oxygen on the other side (Berezin and Varfolomeev, 1976; Calvin,

1974; Hall et al., 1979).

While dissociation of water (by light) into hydrogen and oxygen (photolysis; cf.

Chapter 5) does not require a biological system, it is possible that utilization of the

process on a realistic scale can be more easily achieved if the critical components

of the system, notably the membrane and the electron transport system, are of bio-

logical origin. Still, much more research is required before any thought can be

given to practical application of direct biological hydrogen production cultures.

4.6.6.1 Thermochemical gasification of biomass

Conversion of fossil biomass, such as coal, into a gas is considered a way of reduc-

ing the negative environmental effects of coal utilization. However, in some cases,

the effects have only been moved, not eliminated. Consider, for example, a coal-

fired power plant with 99% particle removal from flue gases. If it were to be

replaced by a synthetic gas-fired power plant with gas produced from coal, then

sulfur could be removed at the gasification plant using dolomite-based scrubbers.

This would practically eliminate the sulfur oxide emissions, but, on the other hand,

dust emissions from the dolomite processing would represent particle emissions

twice as large as those avoided at the power plant by using gas instead of coal

(Pigford, 1974). Of course, the dust is emitted at a different location.

This example, as well as the health effects of both surface and underground coal

mining (and the effects are not identical), has sparked interest in methods of gasifying

coal in situ. Two or more holes are drilled. Oxygen (or air) is injected through one, and

a mixture of gases, including hydrogen and carbon oxides, emerges at the other hole.

The establishment of proper communication between holes, and suitable underground

contact surfaces, has proved difficult, and recovery rates are modest.

The processes involved include

2C1O2 ! 2CO; (4.158)

CO1H2O2CO2 1H2: (4.159)

The stoichiometric relation between CO and H2 can then be adjusted using the shift

reaction (4.159), which may proceed in both directions, depending on steam tempera-

ture and catalysts. This opens the way for methane synthesis through the reaction

CO1 3H2 ! CH4 1H2O: (4.160)

At present, the emphasis is on improving gasifiers using coal already extracted.

Traditional methods include the Lurgi fixed-bed gasifier (providing gas under
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pressure from non-caking coal at a conversion efficiency as low as 55%) and the

Koppers�Totzek gasifier (oxygen input, the produced gas unpressurized, also of

low efficiency).

Improved process schemes include the hy-gas process, requiring a hydrogen

input; the bi-gas concept of brute force gasification at extremely high temperatures;

and the slagging Lurgi process, capable of handling powdered coal (Hammond,

1976).

Promising, but still at an early stage of development, is catalytic gasification

(e.g., using a potassium catalyst), where all processes take place at one relatively

low temperature, so that they can be combined in a single reactor (Fig. 4.123). The

primary reaction here is

C1H2O ! H2 1CO (4.161)

(H2O being in the form of steam above 550�C), to be followed by (4.156) and

(4.160). The catalyst allows all processes to take place at 700�C. Without a catalyst,

the gasification would have to take place at 925�C and the shift reaction and metha-

nation at 425�C, that is, in a separate reactor where excess hydrogen or carbon

monoxide would be lost (Hirsch et al., 1982).

In a coal gasification scheme, storage would be (of coal) before conversion.

Peat can be gasified in much the same way as coal, as can wood (with optional

subsequent methanol conversion, as described in section 4.8.3).
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4.6.7 Fresh biomass gasification

Gasification of biomass, and particularly wood and other lignin-containing cellu-

losic material, has a long history. The processes may be viewed as “combustion-

like” conversion, but with less oxygen available than needed for burning. The ratio

of oxygen available and the amount of oxygen that would allow complete burning

is called the equivalence ratio. For equivalence ratios below 0.1, the process is

called pyrolysis, and only a modest fraction of the biomass energy is found in the

gaseous product—the rest being in char and oily residues. If the equivalence ratio is

between 0.2 and 0.4, the process is called a proper gasification. This is the region

of maximum energy transfer to the gas (Desrosiers, 1981).

The chemical processes involved in biomass gasification are similar to reactions

(4.158)�(4.161) for coal gasification. Table 4.6 lists a number of reactions involv-

ing polysaccharidic material, including pyrolysis and gasification. In addition to the

chemical reaction formulae, the table gives enthalpy changes for idealized reactions

(i.e., neglecting the heat required to bring the reactants to the appropriate reaction

temperature).

Figure 4.124 gives the energy of the final products, gas and char, as a function

of the equivalence ratio, still based on an idealized thermodynamic calculation. The

specific heat of the material is 3 kJ g21 of wood at the peak of energy in the gas,

increasing to 21 kJ g21 of wood for combustion at equivalence ratio equal to unity.

Much of this sensible heat can be recovered from the gas, so that process heat

inputs for gasification can be kept low.

Figure 4.125 gives the equilibrium composition calculated as a function of

the equivalence ratio. Equilibrium composition is defined as the composition of

Chemical Reaction Energy

Consumed (kJ g21)a
Products/Process

C6H10O5!6C+5H2+2.5O2 5.94b Elements, dissociation

C6H10O5!6C+5H2O(g) 22.86 Charcoal, charring

C6H10O5!0.8C6H8O+1.8H2O(g)+1.2CO2 22.07c Oily residues, pyrolysis

C6H10O5!2C2H4+2CO2+H2O(g) 0.16 Ethylene, fast pyrolysis

C6H10O5+mO2!6CO+5H2 1.85 Synthesis gas, gasification

C6H10O5+6H2!6vCH2v+5H2O(g) 24.86d Hydrocarbons, �generation

C6H10O5+6O2!6CO2+5H2O(g) 217.48 Heat, combustion

TABLE 4.6 Energy change for idealized cellulose thermal conversion reactions
aSpecific reaction heat.
bThe negative of the conventional heat of formation calculated for cellulose from the heat of combustion of starch.
cCalculated from the data for the idealized pyrolysis oil C6H8O (ΔHc=2 745.9 kcal mol2 1, ΔHf=149.6 kcal g21,
where Hc=heat of combustion and Hf=heat of fusion).
dCalculated for an idealized hydrocarbon with ΔHc as above. H2 is consumed.
Source: T. Reed (1981), in Biomass gasification (T. Reed, Ed.), reproduced with permission. Copyright 1981, Noyes Data
Corporation, Park Ridge, NJ.
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reaction products occurring after the reaction rates and reaction temperature have

stabilized adiabatically. The actual processes are not necessarily adiabatic; in partic-

ular, the low-temperature pyrolysis reactions are not. Still, the theoretical evalua-

tions assuming equilibrium conditions serve as a useful guideline for evaluating the

performance of actual gasifiers.

The idealized energy change calculation of Table 4.6 assumes a cellulosic com-

position like the one in (4.153). For wood, the average ratios of carbon, hydrogen,

and oxygen are 1:1.4:0.6 (Reed, 1981).

Figure 4.126 shows three examples of wood-gasifiers: the updraft, the downdraft,

and the fluidized-bed types. The drawback of the updraft type is a high rate of oil,

tar, and corrosive chemical formation in the pyrolysis zone. This problem is solved

by the downdraft version, where oils and other matter pass through a hot charcoal

bed in the lower zone of the reactor and become simpler gases or char. The

fluidized-bed reactor may prove superior for large-scale operations, because its pas-

sage time is smaller. Its drawback is that ash and tars are carried along with the gas

and have to be removed later in cyclones and scrubbers. Several variations on these

gasifier types have been suggested (Drift, 2002; Gøbel et al., 2002).

The gas produced by gasification of biomass is a “medium-quality” gas; mean-

ing a gas with burning value in the range 10�18 MJ m23. This gas may be used

directly in Otto or diesel engines, it may be used to drive heat pump compressors,

or alternatively, it may be upgraded to pipeline-quality gas (about 30 MJ m23) or

converted to methanol, as discussed in section 4.6.3.

Environmental impacts of biomass gasifiers derive from biomass production,

collection (e.g., forestry work), and transport to the gasification site, from the gasi-

fication and related processes, and finally from the use made of the gas. The gasifi-

cation residues—ash, char, liquid wastewater, and tar—have to be disposed of.

Char may be recycled to the gasifier, while ash and tars could conceivably be uti-

lized in road building or the construction industry. The alternative, landfill disposal,

is a recognized impact. Investigations of emissions from combustion of producer
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gas find lower emissions of nitrous oxides and hydrocarbons than in combustion of

natural gas. In one case, carbon monoxide emissions were found to be higher than

for natural gas burning, but it is believed that this can be rectified as more experi-

ence in adjusting air-to-fuel ratios is gained (Wang et al., 1982).

4.6.8 Biological conversion into liquid biofuels

Anaerobic fermentation processes may also be used to produce liquid fuels from

biological raw materials. An example is ethanol production (4.152) from glucose,

known as standard yeast fermentation in the beer, wine, and liquor industries. It has

to take place in steps, so that the ethanol is removed (by distillation or dehydrator

application) whenever its concentration approaches a value (around 12%) that

would impede reproduction of the yeast culture.

To reduce the primary biological material (e.g., molasses, cellulose pulp, or cit-

rus fruit wastes) to glucose, hydrolysis (4.157) may be used. Some decomposition

takes place in any acid solution, but in order to obtain complete hydrolysis, specific

enzymes must usually be provided, either directly or by adding microorganisms

capable of forming such enzymes. The yeast themselves contain enzymes capable

of decomposing polysaccharides into glucose. The theoretical maximum efficiency

of glucose-to-ethanol conversion (described in more detail below) is 97%.

According to Calvin (1977), in 1974 the Brazilian alcohol industry obtained 14% of

the energy in raw sugar input in the form of ethanol, which was produced by fer-

mentation of just the molasses residues from sugar refining, i.e., in addition to the

crystallized sugar produced. Currently, the figure is 25% of input sugar energy (see

Fig. 4.128) for an optimized plant design (EC, 1994). The sustainability of the

Brazilian use of bioethanol from sugarcane as a 20% blend into gasoline has been

discussed by Goldemberg et al. (2007).

Mechanical energy inputs, e.g., for stirring, could be covered by burning the fer-

mentation wastes in a steam power plant. In the European example illustrated in

Fig. 4.128, such inputs amount to about a third of the energy inputs through the

sugar itself.

Fermentation processes based on molasses or other sugar-containing materials

produce acetone�butanol, acetone�ethanol, or butanol�isopropanol mixtures when

the proper bacteria are added. In addition, carbon dioxide and small amounts of

hydrogen are formed (see, for example, Beesch, 1952; Keenan, 1977).

Conversion of fossilized biomass into liquid fuels is briefly mentioned at the

beginning of section 4.6.2, in conjunction with Fig. 4.111, which shows an over-

view of the conversion routes open for biofuel generation. Among the non-food

energy uses of biomass, there are several options leading to liquid fuels that may

serve as a substitute for oil products. The survey of conversion processes given in

Fig. 4.111 indicates liquid end-products as the result of either biochemical conver-

sion using fermentation bacteria or a thermochemical conversion process involving

gasification and, for example, further methanol synthesis. The processes that con-

vert biomass into liquid fuels that are easy to store are discussed below, but first the

possibility of direct production of liquid fuels by photosynthesis is presented.
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4.6.8.1 Direct photosynthetic production of hydrocarbons

Oil from the seeds of many plants, such as rape, olive, groundnut, corn, palm, soy-

bean, and sunflower, is used as food or in the preparation of food. Many of these

oils will burn readily in diesel engines and can be used directly or mixed with diesel

oil of fossil origin, as they are indeed in several pilot projects around the world.

However, for most of these plants, oil does not constitute a major fraction of the

total harvest yield, and use of these crops to provide oil for fuel use could interfere

with food production. A possible exception is palm oil, because intercropping of

palm trees with other food crops may prove advantageous, by retaining moisture

and reducing wind erosion.

Therefore, interest is concentrated on plants that yield hydrocarbons and that, at

the same time, are capable of growing on land unsuited for food crops. Calvin

(1977) first identified the Euphorbia plant genus as a possibility. The rubber tree,

Hevea brasiliensis, is in this family, and its rubber is a hydrocarbon�water emul-

sion, the hydrocarbon of which (polyisoprenes) has a large molecular weight, about

a million, making it an elastomer. However, other plants of the genus Euphorbia

yield latex of much lower molecular weight which could be refined in much the

same way as crude oil. In the tropical rainforests of Brazil, Calvin found a tree,

Copaifera langsdorffii, which annually yields some 30 liters of virtually pure diesel

fuel (Maugh, 1979). Still, interest centers on species that are likely to grow in arid

areas like the deserts of the southern United States, Mexico, Australia, and so on.

Possibilities include Euphorbia lathyris (gopher plant), Simmondsia chinensis

(jojoba), Cucurbita foetidissima (buffalo gourd), and Parthenium argentatum (gua-

yule). The gopher plant has about 50% sterols (on a dry weight basis) in its latex,

3% polyisoprene (rubber), and a number of terpenes. The sterols are suited as feed-

stocks for replacing petroleum in chemical applications. Yields of first-generation

plantation experiments in California are 15�25 barrels of crude oil equivalent or

some 144 GJ ha21 (i.e., per 104 m2). In the case of Hevea, genetic and agronomic

optimization has increased yields by a factor of 2000 relative to those of wild

plants, so high hydrocarbon production rates should be achievable after proper

development (Calvin, 1977; Johnson and Hinman, 1980; Tideman and Hawker,

1981). Other researchers are less optimistic (Stewart et al., 1982; Ward, 1982).

4.6.8.2 Alcohol fermentation

The ability of yeast and bacteria like Zymomonas mobilis to ferment sugar-

containing material to form alcohol is well known from beer, wine, and liquor

manufacture. If the initial material is cane sugar, the fermentation reaction may be

summarized as

C6H12O6 ! 2C2H5OH1 2CO2: (4.162)

The energy content of ethanol is 30 MJ kg21, and its octane rating is 89�100.

With alternative fermentation bacteria, the sugar may be converted into butanol,
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C2H5(CH2)2OH. In Brazil, the cost of ethanol has finally been lowered to equal that

of gasoline (Johansson, 2002).

In most sugar-containing plant material, the glucose molecules exist in polymer-

ized form, such as starch or cellulose, of the general structure (C6H10O5)n. Starch or

hemicellulose is degraded to glucose by hydrolysis (cf. Fig. 4.111), while lignocel-

lulose resists degradation owing to its lignin content. Lignin glues the cellulosic

material together to keep its structure rigid, whether it be crystalline or amorphous.

Wood has a high lignin content (about 25%), and straw also has considerable

amounts of lignin (13%), while potato and beet starch contain very little lignin.

Some of the lignin seals may be broken by pretreatment, ranging from mechani-

cal crushing to the introduction of swelling agents causing rupture (Ladisch et al.,

1979).

The hydrolysis process is given by (4.153). In earlier times, hydrolysis was

always achieved by adding an acid to the cellulosic material. During both world

wars, Germany produced ethanol from cellulosic material by acid hydrolysis, but at

very high cost. Acid recycling is incomplete; with low acid concentration, the ligno-

cellulose is not degraded, and, with high acid concentration, the sugar already

formed from hemicellulose is destroyed.

Consequently, alternative methods of hydrolysis have been developed, based on

enzymatic intervention. Bacteria (e.g., of the genus Trichoderma) and fungi (such

as Sporotrichum pulverulentum) have enzymes that have proved capable of convert-

ing cellulosic material, at near ambient temperatures, to some 80% glucose and a

remainder of cellodextrins (which could eventually be fermented, but in a separate

step with fermentation microorganisms other than those responsible for the glucose

fermentation) (Ladisch et al., 1979).

The residue left behind after the fermentation process (4.162) can be washed and

dried to give a solid product suitable as fertilizer or as animal feed. The composi-

tion depends on the original material, in particular with respect to lignin content

(small for residues of molasses, beets, etc., high for straws and woody material, but

with fiber structure broken as a result of the processes described above). If the lig-

nin content is high, direct combustion of the residue is feasible, and it is often used

to furnish process heat to the final distillation.

The outcome of the fermentation process is a water�ethanol mixture. When the

alcohol fraction exceeds about 10%, the fermentation process slows down and

finally halts. Therefore, an essential step in obtaining fuel alcohol is to separate the

ethanol from the water. Usually, this is done by distillation, a step that may make

the overall energy balance of ethanol production negative. The sum of agricultural

energy inputs (fertilizer, vehicles, machinery) and all process inputs (cutting, crush-

ing, pretreatment, enzyme recycling, heating for different process steps from hydro-

lysis to distillation), as well as energy for transport, is, in existing operations, such

as those of the Brazilian alcohol program (Trinidade, 1980), around 1.5 times the

energy outputs (alcohol and fertilizer if it is utilized). However, if the inputs are

domestic fuels, for example, combustion of residues from agriculture, and if the

alcohol produced is used to displace imported oil products, the balance might still

be quite acceptable from a national economic point of view.
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If, further, the lignin-containing materials of the process are recovered and used

for process heat generation (e.g., for distillation), then such energy should be

counted not only as input but also as output, making the total input and output

energy roughly balance. Furthermore, more sophisticated process design, with cas-

cading heat usage and parallel distillation columns operating with a time displace-

ment such that heat can be reused from column to column (Hartline, 1979), could

reduce the overall energy inputs to 55�65% of the outputs.

Energy balances would be radically improved if distillation could be replaced by

a less energy-intensive separation method. Several such methods for separating

water and ethanol have been demonstrated on a laboratory scale, including drying

with desiccants, such as calcium hydroxide, cellulose, or starch (Ladisch and Dyck,

1979); gas chromatography using rayon to retard water, while organic vapors pass

through; solvent extraction using dibutyl phthalate, a water-immiscible solvent of

alcohols; and passage through semipermeable membranes or selective zeolite absor-

bers (Hartline, 1979) and phase separation (APACE, 1982). The use of dry cellulose

or starch appears particularly attractive, because over 99% pure alcohol can be

obtained with less than 10% energy input, relative to the combustion energy of the

alcohol. Furthermore, the cellulosic material may be cost-free, if it can be taken

from the input stream to the fermentation unit and returned to it after having

absorbed water (the fermentation reaction being “wet” anyway). The energy input

of this scheme is for an initial distillation, bringing the ethanol fraction of the aque-

ous mixture from the initial 5�12% up to about 75%, at which point the desiccation

process is started. As can be seen from Fig. 4.127, the distillation energy is modest

80
0

0.5

D
is

ti
ll
a
ti

o
n

 e
n

e
rg

y

(i
n

 u
n

it
s
 o

f 
e
th

a
n

o
l 
c
o

m
b

u
s
ti

o
n

 v
a
lu

e
)

1

85 90 95

Ethanol in product (%)

100

Figure 4.127 Distillation energy for ethanol�water mixture, as a function of ethanol content

(assumed initial ethanol fraction 12%).
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up to an alcohol content of 90% and then starts to rise rapidly. The drying process

thus substitutes for the most energy-expensive part of the distillation process.

Ethanol fuel can be stored and used in the transportation sector much the same

way as gasoline is used. It can be mixed with gasoline or can fully replace gasoline

in spark ignition engines with high compression ratios (around 11). The knock

resistance and high octane number of ethanol make this possible, and with preheat-

ing of the alcohol (using combustion heat that is recycled), the conversion effi-

ciency can be improved. Several countries presently use alcohol�gasoline blends

with up to 10% ethanol, and these blends do not require any engine modification.

Altering gasoline Otto engines may be inconvenient in a transition period, but if

alcohol distribution networks are implemented and existing gas stations modified,

then car engines could be optimized for alcohol fuels without regard to present

requirements. A possible alternative to spark ignition engines is compression igni-

tion engines, where auto-ignition of the fuel under high compression (a ratio of 25)

replaces spark or glow plug ignition. With additives or chemical transformation

into acetal, alcohol fuels could be used this way (Bandel, 1981). Ethanol does not

blend with diesel oil, so mixtures require the use of special emulsifiers (Reeves

et al., 1982). However, diesel oil can be mixed with other biofuels without pro-

blems, e.g., the plant oils (rapeseed oil, etc.) presently in use in Germany.

A number of concerns about the socioeconomic impacts of the ethanol fermentation

energy conversion chain must be considered, in addition to the environmental impacts

considered, e.g., by Goldemberg et al. (2007) mentioned above. First, the biomass being

used may have direct uses as food or may be grown in competition with food produc-

tion. The reason is, of course, that the easiest ethanol fermentation is obtained by start-

ing with a raw material with the highest possible elementary sugar content, that is,

starting with sugar cane or cereal grain. Since sugar cane is likely to occupy prime agri-

cultural land, and cereal production must increase with increasing world population, nei-

ther of these biomass resources should be used as fermentation inputs. Food competing

biofuel products are termed “first-generation biofuels”. However, residues from cereal

production and from necessary sugar production (in many regions of the world, sugar

consumption is too high from a health and nutrition point of view) could be used for

ethanol fermentation, together with urban refuse, extra crops on otherwise committed

land, perhaps aquatic crops, and forest renewable resources, termed “second-generation

biofuels” (the impact difference between first- and second-generation biofuels is quanti-

fied by Fargione et al., 2008). The remarks made in Chapter 3 about proper soil man-

agement, recycling nutrients, and covering topsoil to prevent erosion also apply to the

enhanced tillage utilization that characterizes combined food and ethanol production.

The hydrolysis process involves several potential environmental effects. If acids

are used, corrosion and accidents may occur, and substantial amounts of water

would be required to clean the residues for re-use. Most of the acid would be recov-

ered, but some would follow the sewage stream. Enzymatic hydrolysis seems less

risky. Most of the enzymes would be recycled, but some might escape with waste-

water or residues. Efforts should be made to ensure that they are made inactive

before release. This is particularly important when, as envisaged, the fermentation

residues are to be brought back to the fields or used as animal feed. A positive

impact is the reduction of pathogenic organisms in residues after fermentation.
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Transport of biomass could involve dust emissions, and transport of ethanol

might lead to spills (in insignificant amounts, as far as energy is concerned, but

with possible local environmental effects), but, overall, the impact from transport

would be very small.

Finally, the combustion of ethanol in engines or elsewhere leads to pollutant

emissions. Compared with gasoline combustion, ethanol combustion in modified

ignition engines has lower emissions of carbon monoxide and hydrocarbons, but

increased emissions of nitrous oxides, aromatics, and aldehydes (Hespanhol, 1979).

When special ethanol engines and exhaust controls are used, critical emissions may

be controlled. In any case, the lead pollution from gasoline engines still ongoing in

some countries would be eliminated.

The energy balance of current ethanol production from biomass is not very

favorable. A European study has estimated the energy flows for a number of feed-

stocks (EC, 1994). The highest yield, about 100 GJ ha21, is for sugar beets, shown

in Fig. 4.128, but the process energy inputs and allotted life-cycle inputs into tech-

nical equipment are as large as the energy of the ethanol produced. A part of the

process energy may be supplied by biogas co-produced with the ethanol, but the

overall energy efficiency remains low.

In a life-cycle analysis of ethanol production (cf. Chapter 7), the fact that such pro-

duction is currently based upon energy crops rather than on residues (sugar cane or

beets, rather than straw and husk) means that all energy inputs and environmental

effects from the entire agricultural feedstock production should be included, along with

the effects pertaining to ethanol plants and downstream impact. Clearly, in this mode it

is very difficult to balance energy outputs and inputs and to reach acceptable impact
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levels. Interest should therefore be limited to bioenergy processes involving only resi-

dues from an otherwise sensible production (food or wood). Among these second-

generation technologies, bioethanol is a prominent possibility (Tan et al., 2008).

4.6.8.3 Methanol from biomass

There are various ways of producing methanol from biomass sources, as indicated in

Fig. 4.111. Starting from wood or isolated lignin, the most direct routes are liquefaction

and gasification. Pyrolysis gives only a fraction of energy in the form of a producer gas.

High-pressure hydrogenation transforms biomass into a mixture of liquid

hydrocarbons suitable for further refining or synthesis of methanol (Chartier and

Meriaux, 1980), but all methanol production schemes so far have used a synthesis

gas, which may be derived from wood gasification or coal gasification. The low-

quality “producer gas” resulting directly from wood gasification (used, as

mentioned, in cars throughout Europe during World War II) is a mixture of carbon

monoxide, hydrogen gas, carbon dioxide, and nitrogen gas (see section 4.6.2). If air

is used for gasification, the energy conversion efficiency is about 50%, and if pure

oxygen is used instead, some 60% efficiency is possible and the gas produced has a

lower nitrogen content (Robinson, 1980). Gasification or pyrolysis could conceiv-

ably be performed with heat from (concentrating) solar collectors, for example, in a

fluidized-bed gasifier maintained at 500�C.
The producer gas is cleaned, CO2 and N2 as well as impurities are removed

(the nitrogen by cryogenic separation), and methanol is generated at elevated

pressure by the reaction

2H2 1CO ! CH3OH: (4.163)

The carbon monoxide and hydrogen gas (possibly with additional CO2) is called

the synthesis gas, and it is usually necessary to use a catalyst in order to maintain

the proper stoichiometric ratio between the reactants of (4.163) (Cheremisinoff

et al., 1980). A schematic process diagram is shown in Fig. 4.129.
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An alternative is biogas production from the biomass (section 4.6.2) followed by

the methane to methanol reaction,

2CH4 1O2 ! 2CH3OH; (4.164)

also used in current methanol production from natural gas (Wise, 1981). Change of

the H2/CO stoichiometric ratio for (4.163) is obtained by the shift reaction (4.159)

discussed in section 4.6.2. Steam is added or removed in the presence of a catalyst

(iron oxide, chromium oxide).

The conversion efficiency of the synthesis-gas-to-methanol step is about 85%,

implying an overall wood to methanol energy efficiency of 40�45%. Improved cat-

alytic gasification techniques raise the overall conversion efficiency to about 55%

(Faaij and Hamelinck, 2002). The efficiency currently achieved is about 50%,

but not all life-cycle estimates of energy inputs have been included or performed

(EC, 1994).

The octane number of methanol is similar to that of ethanol, but the heat of com-

bustion is less, amounting to 18 MJ kg21. However, the engine efficiency of metha-

nol is higher than that of gasoline, by at least 20% for current automobile

car engines, so an “effective energy content” of 22.5 MJ kg21 is sometimes quoted

(EC, 1994). Methanol can be mixed with gasoline in standard engines, or used

in specially designed Otto or diesel engines, such as a spark ignition engine run

on vaporized methanol, with the vaporization energy being recovered from the

coolant flow (Perrin, 1981). The uses of methanol are similar to those of ethanol,

but there are several differences in the environmental impact from production

to use (e.g., toxicity of fumes at filling stations).

The future cost of methanol fuel is expected to reach US$ 8/GJ (Faaij and

Hamelinck, 2002). The gasification can be done in closed environments, where all

emissions are collected, as well as ash and slurry. Cleaning processes in the metha-

nol formation steps will recover most catalysts in re-usable form, but other impuri-

ties would have to be disposed of, along with the gasification products. Precise

schemes for waste disposal have not been formulated, but it seems unlikely that all

nutrients could be recycled to agri- or silviculture, as in the case for ethanol fermen-

tation (SMAB, 1978). However, production of ammonia by a process similar to

the one yielding methanol is an alternative use of the synthesis gas. Production of

methanol from Eucalyptus rather than from woody biomass has been studied in

Brazil (Damen et al., 2002). More fundamental research, aimed at a better under-

standing of how methanol production relies on degradation of lignin, is ongoing

(Minami et al., 2002). On the usage side, direct transformation of methane into a

transportable, liquid fuel has been investigated (Morejudo et al., 2016).

4.6.9 Enzymatic decomposition of cellulosic material

Sustainable use of biomass for fuels requires CO2 neutrality and recycling of

nutrients, as well as recognition of the use of biomass for other purposes, such as

food production, construction materials, and other uses (e.g., fiber for materials).
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The different uses of biomass in society must be balanced, and meeting the food

requirements of the world’s large human population naturally has first priority.

The difference between edible and non-edible biomass is largely that the edible

parts (cereals, fruits, etc.) contain amylose (starch) or fructose and the non-edible

parts have a strong component of cellulose (which can be used as fiber for clothes

and other materials or in construction materials). As illustrated in Fig. 4.130, amy-

lose is made from repeating glucose segments, while in cellulose, each second

glucose-molecule segment is turned 180�. This “small” difference makes cellulose

fibers very strong, while starch pieces are curling, separating, fragile, and, first of

all, digestible.

Agricultural and forestry residues, usually straw or woodchips plus some wet

components, are mostly composed of cellulose (long β-(1,4)-glucan polymers),

hemicellulose (short, branched polymers of sugars), and lignin (polymers derived

from coumaryl, coniferyl and sinapyl alcohol). Transformation of these components

to transportation fuels uses a variety of methods that exhibit different efficiencies

for the three types of components. Selecting the best method for breaking down cel-

lulosic material requires understanding of the genomics of the material (Rubin,

2008) and it has been suggested that genetic modification of the primary plants

could result in more amenable starting points for biofuel synthesis (Ragauskas

et al., 2006).

In contrast to starch sugar crops, such as cereal grains, currently used by the bio-

fuel industry (chiefly in Brazil and the United States), which can be transformed

into ethanol by fermentation, and the oil-containing plant parts (e.g., rapeseed) that

can be transformed into biodiesel fuel by transesterification (mainly in Europe and

the United States; Korbitz, 1999; Huang et al., 2010, starting from microalgae), lig-

nin and cellulosic polymers require more elaborate processes. As mentioned, the

starch- and oil-based fuels are called first-generation biofuels and they are in com-

petition with food production. Those that are not in such competition are called

second-generation biofuels (Naik et al., 2010).

The second-generation biofuel processes currently receiving most attention

entail: first, mechanical or chemical pretreatment to break down the fiber structure

of the biomass feedstock, allowing hydrolytic transformation of cellulose or lignin

into simple sugars; and, subsequently, a fermentation process to arrive at the bio-

fuel. Hydrolysis is basically the splitting of water into H+ ions and OH2 ions, but,

in a biomass context, it describes the transformation of polysaccharide chains like

those shown in Fig. 4.130 into simple soluble sugars. Hydrolysis can be monitored

in real time by measuring heat flows associated with it (Murphy et al., 2010).

There are several alternative routes from biomass to biofuels, such as high-

temperature processes employing pyrolysis of the biomass into bio-oil, liquefaction

into heavy oil, or the Fischer-Tropsch syngas route (with the shift reactions men-

tioned above after gasification in order to produce hydrogen or, further, hydrocar-

bons). Biological fermentation into methane also may be used to arrive at ethanol

as an end-product, using suitable enzymes, and chemical reactions other than those

involved in hydrolysis can be used (Perego and Bianchi, 2010). At present, all of

these alternatives have conversion efficiencies below 50%.
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Pretreatment may include mechanical crushing, acid treatment, and various cata-

lytic processes. Pretreatment processes are required to allow operation at modest

temperatures (200�C or lower) and to reach decent efficiencies (Öhgren et al.,

2007; Yeh et al., 2010; Perego and Bianchi, 2010), but care should be taken in

recovering the acids and catalysts used, because otherwise largescale production is

not environmentally acceptable (Abbasi and Abbasi, 2010).

Different saccharification enzymes have been tried, most of them cellulases,

which are complex mixtures of cellulose-degrading agents. However, the enzymatic

processes still require that pretreatment has taken place to open the fiber structure

and separate lignin from the celluloses (alkali processes, weak or strong acid pro-

cesses, and steam explosion have been tried; see Perego and Bianchi, 2010).

Pretreatment is the step that contributes most to making second-generation biofuels

more expensive to produce than first-generation biofuels.
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5Energy transmission and storage

5.1 Energy transmission

Transport of energy may, as traditionally, be in the form of transportation of fuels

to the site of conversion. With regard to renewable energy resources, such transport

is useful for biomass-derived energy, either by direct movement of the biological

materials themselves or by movement after their conversion into biofuels (cf. sec-

tion 4.6), which may be more convenient to move. For most other types of renew-

able energy, the resource itself cannot be “moved” (possible exceptions may exist,

such as diverting a river flow to the place of hydropower utilization). Instead, an

initial conversion process may be performed, and the emerging energy form may be

transmitted to the load areas, where it may be used directly or subjected to a second

conversion process before delivery to the actual users.

Like fuels (which represent chemical energy), heat and mechanical and possibly

electrical energy may be stored, and the storage “containers” may be transported.

Alternatively, energy may be transmitted through a suitable transmission system,

which may be a pipeline (for heat, fuels, and certain types of mechanical energy,

such as pressure or kinetic energy of a gas or a fluid), electric lines (for electricity),

or a radiant transmission system (for heat or electricity).

Energy transmission is used not only to deliver energy from the sites of genera-

tion (such as where the renewable resources are) to the dominant sites of energy

use, but also to deal with temporal mismatch between (renewable) energy genera-

tion and variations in demand. Therefore, energy transmission and energy storage

may supplement each other. Some demands may be displaceable, while others are

time-sensitive. The latter often display a systematic variation over the hours of the

day and over the seasons. This may be taken advantage of by long-distance trans-

mission of energy across time zones (east�west).

5.1.1 Heat transmission

5.1.1.1 District heating lines

Most heating systems involve the transport of sensible heat in a fluid or gas (such

as water or air) through pipes or channels. Examples are the solar heating system

illustrated in Fig. 4.84, the heat pump illustrated in Fig. 4.6, and the geothermal

heating plants illustrated in Fig. 4.9. Solar heating systems and heat pumps may be

used in a decentralized manner, with an individual system providing heat for a sin-

gle building, but they may also be used on a community scale, with one installation

providing heat for a building block, a factory complex, a whole village, or a city of

a certain size. Many combined heat and power (CHP) systems involve heat

Renewable Energy. DOI: http://dx.doi.org/10.1016/B978-0-12-804567-1.00005-0

Copyright © 2017 Elsevier Ltd. All rights reserved.

http://dx.doi.org/10.1016/B978-0-12-804567-1.00005-0


transmission through distances of 10�50 km (decentralized and centralized CHP

plants). In some regions, pure heating plants are attached to a district-heating grid.

If a hot fluid or gas is produced at the central conversion plant, transmission

may be accomplished by pumping the fluid or gas through a pipeline to the load

points. The pipeline may be placed underground and the tubing insulated in order

to reduce conduction and convection of heat away from the pipe. If the temperature

of the surrounding medium can be regarded as approximately constant, equal to

Tref, the variation in fluid (or gas) temperature Tfluid(x) along the transmission line

(with the path-length co-ordinate denoted x) can be evaluated by the same expres-

sion (4.36) used in the simple description of a heat exchanger in section 4.2.3.

Temperature variations across the inside area of the pipe perpendicular to the

streamwise direction are not considered.

The rate of heat loss from the pipe section between the distances x and (x1 dx)

is then of the form

dE=dx5 JmC
fluid
p dTfluidðxÞ=dx5 h0ðTref � TfluidðxÞÞ; (5.1)

where h0 for a cylindrical insulated pipe of inner and outer radii r1 and r2 is related to

the heat transfer coefficient λpipe [conductivity plus convection terms, cf. (3.34)] by

h0 5 2πλpipe=logðr2=r1Þ:

Upon integration from the beginning of the transmission pipe, x5 x1, (5.1) gives,

in analogy to (4.36),

TfluidðxÞ5 Tref 1 ðTfluidðx1Þ � Tref Þexpð2 h0ðx2 x1Þ=JmCfluid
p Þ; (5.2)

where Jm is the mass flow rate and Cfluid
p is the fluid (or gas) heat capacity. The

total rate of heat loss due to the temperature gradient between the fluid in the pipe

and the surroundings is obtained by integrating (5.1) from x1 to the end of the line,

x2,

ΔE5

ðx2
x1

dE

dx
dx52 JmC

fluid
p ðTfluidðx1Þ2 Tref Þ 12 exp 2

h0ðx2 2 x1Þ
JmC

fluid
p

 ! !
:

The relative loss of heat supplied to the pipeline, along the entire transmission

line, is then

ΔE

E
52 12 exp 2

h0ðx2 2 x1Þ
JmC

fluid
p

 ! !
; (5.3)

provided that the heat entering the pipe, E, is measured relative to a reservoir of

temperature Tref.
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The total transmission loss will be larger than (5.3) because of friction in the

pipe. The distribution of flow velocity, v, over the pipe’s inside cross-section

depends on the roughness of the inner walls (v being zero at the wall), and the

velocity profile generally depends on the magnitude of the velocity (say at the cen-

terline). Extensive literature exists on the flow in pipes (see, for example, Grimson,

1971). The net result is that additional energy must be provided in order to make up

for the pipe losses. For an incompressible fluid moving in a horizontal pipe of con-

stant dimensions, flow continuity demands that the velocity field be constant along

the pipeline, and, in this case, the friction can be described by a uniformly decreas-

ing pressure in the streamwise direction. A pump must provide the energy flux nec-

essary to compensate for the pressure loss,

ΔEpump 52Av ΔP;

where A is the area of the inner pipe cross-section and ΔP is the total pressure drop

along the pipeline.

Transmission lines presently in use for city district heating have average heat

losses of 10%�15%, depending on insulation thickness (see, for example, WEC,

1991). The pump energy added is in the form of high-quality mechanical work, but

with proper dimensioning of the tubes it may be kept to a small fraction of the heat

energy transmitted. This energy is converted into heat by frictional dissipation, and

some of the heat may actually be credited to the heat transmission. Maximum heat

transmission distances currently considered economical are around 30 km, with the

possible exception of some geothermal installations. Figure 5.1 shows an integrated

design that allows much easier installation than earlier pipes with separate insula-

tion. In countries with a high penetration of combined heat and power production,

such as Denmark, a heat storage facility holding some 10 h of heat load is some-

times added to each plant, in order that the (fuel-based) plant does not have to

Error detectors Carrier pipe
(Steel)

Insulations
(Cellular polyurethane)

Casing
(Plastics, PEH)

Figure 5.1 Pre-insulated district heating pipe (Danish Energy Agency, 1993).
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generate more electric power than needed, say, at night, when the heating load is

large (Danish Energy Agency, 1993).

5.1.1.2 Heat pipes

A special heat transmission problem arises where very large amounts of heat have

to be delivered to, or removed from, a small region, for example, in connection

with highly concentrating solar energy collectors. Such heat transfer may be accom-

plished by a heat pipe, a device described in section 4.2.1 in relation to thermionic

generators.

5.1.2 Power transmission

5.1.2.1 Normal conducting lines

At present, electric current is transmitted in major utility grids, as well as distrib-

uted locally to each load site by means of conducting wires. Electricity use is domi-

nated by alternating current (AC), as far as utility networks are concerned, and

most transmission over distances up to a few hundred kilometers is by AC. For

transmission over longer distances (e.g., by ocean cables), conversion to direct cur-

rent (DC) before transmission and back to AC after transmission is common.

A new 1.1 MV land DC transmission line in China connects Guquan with Changqi

some 3000 km apart (Anonymous, 2016). In densely populated areas, increasing

use of cables buried in the ground (with appropriate electric insulation) is often

seen but also overhead lines suspended in the air between masts, without electrical

insulation around the wires, are still common in areas where the visual impact is

deemed acceptable (such as for the Chinese link). Insulating connections are pro-

vided at the tower fastening points, but otherwise the low electric conductivity of

air is counted on. This implies that the losses will comprise conduction losses

depending on the instantaneous state of the air (the “weather situation”), in addition

to the ohmic losses connected with the resistance R of the wire itself, Ehea5RI2,

with I being the current. The leak current between the elevated wire and the ground

depends on the potential difference as well as on the integrated resistivity (cf. sec-

tion 3.4.5), such that the larger the voltage, the further the wires must be placed

from the ground.

Averaged over different meteorological conditions, the losses in a standard AC

overhead transmission line (138�400 kV, at an elevation of 15�40 m) are currently

a little under 1% per 100 km of transmission (Hammond et al., 1973), but the over-

all transmission losses of utility networks, including the finely branched distribution

networks in the load areas, may for many older, existing grids amount to 12%�
15% of the power production for a grid extending over a land area of about

104 km2 (Blegaa et al., 1976). Around year 2000, losses were down to 5%�6% for

the best systems installed, and they are expected to reach 2%�3% for the currently

best technologies (Kuemmel et al., 1997). This loss is calculated relative to the total

production of electricity at the power plants attached to the common grid, and thus

572 Renewable Energy



includes certain in-plant and transformer losses. The numbers also represent annual

averages for a power utility system occasionally exchanging power with other util-

ity systems through interconnecting transmission lines, which may involve trans-

mission distances much longer than the linear extent of the load area being serviced

by the single utility system in question.

The trend is to replace overhead lines with underground cables, primarily for

visual and environmental reasons. This has already happened for the distribution

lines in Europe and is increasingly also being required for transmission lines. In

Japan and the United States, overhead lines are still common.

Underground transmission and distribution lines range from simple coaxial

cables to more sophisticated constructions insulated by compressed gas. Several

transoceanic cables (up to 1000 km) have been installed in Scandinavia in order to

bring the potentially large surpluses of hydropower production to the European con-

tinent. The losses through these high-voltage (up to 1000 kV) DC lines are under

0.4% per 100 km, to which should be added the 1%�2% transmission loss occur-

ring at the thyristor converters on shore that transform AC into DC and vice versa

(Chapter 19 in IPCC, 1996). The cost of these low-loss lines is currently approach-

ing that of conventional AC underwater cables (about 2 euro kW21 km21; Meibom

et al., 1997, 1999; Wizelius, 1998).

One factor influencing the performance of underground transmission lines is the

slowness of heat transport in most soils. In order to maintain the temperature within

the limits required by the materials used, active cooling of the cable could be intro-

duced, particularly if large amounts of power have to be transmitted. For example,

the cable may be cooled to 77 K (liquid nitrogen temperature) by means of refrig-

erators spaced at intervals of about 10 km (cf. Hammond et al., 1973). This allows

increased amounts of power to be transmitted in a given cable, but the overall

losses are hardly reduced, since the reduced resistance in the conductors is probably

outweighed by the energy spent on cooling. According to (4.22), the cooling effi-

ciency is limited by a Carnot value of around 0.35, i.e., more than three units of

work have to be supplied in order to remove one unit of heat at 77 K.

5.1.3 Offshore issues

The power from an offshore wind farm is transmitted to an onshore distribution hub

by means of one or more undersea cables, the latter providing redundancy that, in

the case of large farms, adds security against cable disruption or similar failures.

Current offshore wind farms use AC cables of up to 150 kV (Eltra, 2003). New

installations use cables carrying all three leads plus control wiring. In the interest of

loss minimization for larger installations, it is expected that future systems may

accept the higher cost of DC�AC conversion (on shore, the need for AC�DC con-

version at sea depends on the generator type used), similar to the technology pres-

ently in use for many undersea cable connections between national grids (e.g.,

between Denmark and Norway or Sweden). Recent development of voltage source-

based high-voltage DC control systems to replace the earlier thyristor-based
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technology promises better means of regulation of the interface of the DC link to

the onshore AC system (Ackermann, 2002).

5.1.3.1 Superconducting lines

For DC transmission, ohmic losses may be completely eliminated by use of super-

conducting lines. A number of elements, alloys, and compounds become supercon-

ducting when cooled to a sufficiently low temperature. Physically, the onset of

superconductivity is associated with the sudden appearance of an energy gap

between the ground state, i.e., the overall state of the electrons, and any excited

electron state (similar to the situation illustrated in Fig. 4.48, but for the entire sys-

tem rather than for individual electrons). A current, i.e., a collective displacement

(flow) of electrons, will not be able to excite the system away from the ground state

unless the interaction is strong enough to overcome the energy gap. This implies

that no mechanism is available for the transfer of energy from the current to other

degrees of freedom, and thus the current will not lose any energy, which is equiva-

lent to stating that the resistance is zero. In order for the electron system to remain

in the ground state, the thermal energy spread must be smaller than the energy

needed to cross the energy gap. This is the reason why superconductivity occurs

only below a certain temperature, which may be quite low (e.g., 9 K for niobium,

18 K for niobium�tin, Nb3Sn). However, there are other mechanisms that in more

complex compounds can prevent instability, thereby explaining the findings in

recent years of materials that exhibit superconductivity at temperatures approaching

ambient (Pines, 1994; Demler and Zhang, 1998).

For AC transmission, a superconducting line will not be loss-free, owing to exci-

tations caused by the time variations of the electromagnetic field (cf. Hein, 1974),

but the losses will be much smaller than for normal lines. It is estimated that the

amount of power that can be transmitted through a single cable is in the gigawatt

range. This figure is based on suggested designs, including the required refrigera-

tion and thermal insulation components within overall dimensions of about 0.5 m

(cable diameter). The power required for cooling, i.e., to compensate for heat flow

into the cable, must be considered in calculating the total power losses in

transmission.

For transmission over longer distances, it may, in any case, be an advantage to

use direct current, despite the losses in the AC�DC and DC�AC conversions (a

few percent, as discussed above). Intercontinental transmission using superconduct-

ing lines has been discussed by Nielsen and Sørensen (1996) and by Sørensen and

Meibom (1998) (cf. scenario in section 6.7). The impetus for this is of course the

location of some very promising renewable energy sites far from the areas of load.

Examples are solar installations in the Sahara or other desert areas, or wind power

installations at isolated rocky coastlines of northern Norway or in Siberian

highlands.

Finally, radiant transmission of electrical energy may be mentioned. The tech-

nique for transmitting radiation and re-collecting the energy (or some part of it) is

well developed for wavelengths near or above visible light. Examples are laser
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beams (stimulated atomic emission) and microwave beams (produced by accelerat-

ing charges in suitable antennas), ranging from the infrared to the wavelengths used

for radio and other data transmission (e.g., between satellites and ground-based

receivers). Large-scale transmission of energy in the form of microwave radiation

has been proposed in connection with satellite solar power generation, but it is not

currently considered practical. Short-distance transmission of signals, e.g., between

computers and peripheral units, involves only minute transfers of energy and is

already in widespread use.

5.1.4 Fuel transmission

Fuels like natural gas, biogas, hydrogen, and other energy-carrier gases may be

transmitted through pipelines, at the expense of only a modest amount of pumping

energy (at least for horizontal transfer). Pipeline oil transmission is also in abundant

use. Intercontinental transport may alternatively use containers onboard ships for

solid fuels, oil, compressed gases or liquefied gases. Similar containers are used for

shorter-distance transport by rail or road. Higher energy densities may be attained

by the energy storage devices discussed in section 5.2.2, such as metal hydrides or

carbon nanotubes, e.g., for hydrogen transport. Lightweight container materials are,

of course, preferable in order to reduce the cost of moving fuels by vessel, whether

on land or at sea.

Current natural gas networks consist of plastic distribution lines operated at pres-

sures of 0.103 to about 0.4 MPa and steel transmission lines operated at pressures

of 5�8 MPa. With upgraded valves, some modern natural gas pipelines could be

used for the transmission of hydrogen (Sørensen et al., 2001). Certain steel types

may become brittle with time, as a result of hydrogen penetration into the material,

and cracks may develop. It is believed that H2S impurities in the hydrogen stream

increase the problem, but investigations of the steel types currently used for new

pipelines indicate little probability of damage by hydrogen (Pöpperling et al., 1982;

Kussmaul and Deimel, 1995).

Mechanical devices have been used to transfer mechanical energy over short dis-

tances, but mechanical connections with moving parts are not practical for distances

of transfer that may be considered relevant for transmission lines. However,

mechanical energy in forms like hydraulic pulses can be transmitted over longer

distances in feasible ways, as, for example, mentioned in connection with wave

energy conversion devices placed in open oceans (section 4.3.6).

5.2 Heat storage

Storage of energy allows adjustment to variations in energy demand, i.e., it provides

a way of meeting a load with a time-dependence different from that of generation.

For fuel-type energy, storage can help burn the fuel more efficiently, by avoiding

situations where demand variations would otherwise require regulation of
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combustion rates beyond what is technically feasible or economic. For fluctuating

renewable energy sources, storage helps make the energy systems as dependable as

fuel-based systems.

The characteristics of an ideal energy storage system include availability for

rapid access and versatility of the form in which energy from the store is delivered.

Conversion of one type of stored energy (initial fuel) into another form of stored

energy may be advantageous for utilization. For example, production of electricity

in large fossil fuel or nuclear power plants may involve long start-up times that

incur additional costs when used for load leveling, while pumped water storage

allows delivery upon demand in less than a minute. The economic feasibility of

energy storage depends on the relative fixed and variable costs of the different con-

verter types and on the cost and availability of different fuels. Another example is a

fuel-driven automobile, which operates at or near peak power only during short

intervals of acceleration. If short-term storage is provided that can accumulate

energy produced off-peak by the automobile engine and deliver the power for start-

ing and acceleration, then the capacity rating of the primary engine may be greatly

reduced.

In connection with renewable energy resources, most of which are intermittent

and of a fluctuating power level, supplementing conversion by energy storage is

essential if the actual demand is to be met at all times. The only alternative would

seem to be fuel-based back-up conversion equipment, but this, of course, is just a

kind of energy storage that in the long run may require fuels provided by conver-

sion processes based on renewable primary energy sources.

5.2.1 Heat capacity storage

Heat capacity, or “sensible heat” storage, is accomplished by changing the tempera-

ture of a material without changing its phase or chemical composition. The amount

of energy stored by heating a piece of material of mass m from temperature T0 to

temperature T1 at constant pressure is

E5m

ðT1
T0

cPdT ; (5.4)

where cP is the specific heat capacity at constant pressure.

Energy storage at low temperatures is needed in renewable systems like solar

absorbers delivering space heating, hot water, and eventually heat for cooking

(up to 100�C). The actual heat storage devices may be of modest size, aiming at

delivering heat during the night after a sunny day, or they may be somewhat

larger, capable of meeting demand during a number of consecutive overcast

days. Finally, the storage system may provide seasonal storage of heat, as

required at high latitudes where seasonal variations in solar radiation are large,

and, furthermore, heat loads are to some extent inversely correlated with the

length of the day.
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Another aspect of low-temperature heat storage (as well as of some other energy

forms) is the amount of decentralization. Many solar absorption systems are conve-

niently placed on existing rooftops; that is, they are highly decentralized. A sensible

heat store, however, typically loses heat from its container, insulated or not, in pro-

portion to the surface area. The relative heat loss is smaller, the larger the store

dimensions, and thus more centralized storage facilities, for example, of communal

size, may prove superior to individual installations. This depends on an economic

balance between the size advantage and the cost of additional heat transmission

lines for connecting individual buildings to a central storage facility. One should

also consider other advantages, such as the supply security offered by the common

storage facility (which would be able to deliver heat, for instance, to a building

with malfunctioning solar collectors).

5.2.2 Water storage

Heat energy intended for later use at temperatures below 100�C may be conve-

niently stored as hot water, owing to the high heat capacity of water

(4180 J kg21 K21 or 4.183 106 J m23 K21 at standard temperature and pressure),

combined with the fairly low thermal conductivity of water (0.56 J m21 s21 K21 at

0�C, rising to 0.68 J m21 s21 K21 at 100�C).
Most space heating and hot water systems for individual buildings include a

water storage tank, usually in the form of an insulated steel container with a capac-

ity corresponding to less than a day’s hot water usage and often only a small frac-

tion of a cold winter day’s space heating load. For a one-family dwelling, a 0.1-m3

tank is typical in Europe and the United States.

A steel hot water container may look like the one sketched in Fig. 5.2. It is cylin-

drical, with a height greater than the diameter, in order to make good temperature

stratification possible, an important feature if the container is part of a solar heating

system. A temperature difference of up to 50�C between the top and bottom water

can be maintained, with substantial improvements (over 15%) in the performance

of the solar collector heating system, because the conversion efficiency of the col-

lector declines (see Fig. 5.3) with the temperature difference between the water

coming into the collector and the ambient outdoor temperature (Koppen et al.,

1979). Thus, the water from the cold lower part of the storage tank would be used

as input to the solar collector circuit, and the heated water leaving the solar

absorber would be delivered to a higher-temperature region of the storage tank, nor-

mally the top layer. The take-out from the storage tank to load (directly or through

a heat exchanger) is also from the top of the tank, because the solar system will, in

this case, be able to cover load over a longer period of the year (and possibly for

the entire year). There is typically a minimum temperature required for the fluid

carrying heat to the load areas, and during winter, the solar collector system may

not always be able to raise the entire storage tank volume to a temperature above

this threshold. Thus, temperature stratification in storage containers is often a help-

ful feature. The minimum load-input temperatures are around 45 �C�50�C for

space heating through water-filled radiators and convectors, but only 25 �C�30�C
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for water-filled floor heating systems and air-based heating and ventilation duct

systems.

For hot water provision for a single family, using solar collector systems with a

few square meters of collectors (1 m2 in sunny climates, 3�5 m2 at high latitudes),

a storage tank of around 0.3 m3 is sufficient for diurnal storage, while a larger tank

Solar collector Hot water
Cold water

Insulation

Heat
exchanger

Safety valve

Pressure meter

Expansion
device

One–way
valve

To / From

Pump

Figure 5.2 Water container for heat storage with possibility of temperature stratification

(e.g., for use in connection with solar collectors) (Ellehauge, 1981).
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is needed if consecutive days of zero solar heat absorption can be expected. For

complete hot water and space heating solar systems, storage requirements can be

quite substantial if load is to be met at all times and the solar radiation has a pro-

nounced seasonal variation.

Most solar collector systems aiming at provision of both hot water and space

heating for a single-family dwelling have a fairly small volume of storage and rely

on auxiliary heat sources. This is the result of an economic trade-off due to the

rapid reduction in solar collector gains with increasing coverage, that is, the energy

supplied by the last square meter of collector added to the system becomes smaller

and smaller as the total collector area increases. Of course, the gain is higher with

increased storage for a fixed collector area over some range of system sizes, but the

gain is very modest (see section 6.5.1).

For this reason, many solar space-heating systems only have diurnal storage (for

example, a hot water storage). In order to avoid boiling, when the solar radiation

level is high for a given day, the circulation from storage tank to collector is discon-

nected whenever the storage temperature is above some specified value (e.g.,

80�C), and the collector becomes stagnant. This is usually no problem for simple

collectors with one layer of glazing and black paint absorber, but for multilayered

covers or selective-surface coating of the absorber, the stagnation temperatures are

often too high and materials would be damaged before these temperatures were
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Figure 5.3 Efficiency curve for a flat-plate solar collector as a function of the difference

between the average temperature of the fluid that removes heat from the collector and the

ambient outside air temperature. The efficiency is a percentage of the absorbed solar

radiation that is transferred to the working fluid. The curve is based on measurements for a

selective-surface collector, tilted 45� and receiving 800 W m22 of solar radiation at incident

angles below 30�. Wind speed along the front of collector is 5 m s21 (Svendsen, 1980).
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reached. Instead, the storage size may be increased to such a value that continuous

circulation of water from storage through collectors can be maintained during sunny

days without violating maximum storage temperature requirements at any time dur-

ing the year. If the solar collector is so efficient that it still has a net gain above

100�C (such as the one shown in Fig. 5.3), this heat gain must be balanced by heat

losses from piping and from the storage itself, or the store must be large enough for

the accumulated temperature rise during the most sunny periods of the year to be

acceptable. In high-latitude climatic regions, this can be achieved with a few square

meters of water storage, for collector areas up to about 50 m2.

Larger amounts of storage may be useful if the winter is generally sunny, but a

few consecutive days of poor solar radiation do occur from time to time. For exam-

ple, the experimental house in Regina, Saskatchewan (Besant et al., 1979) is super-

insulated and is designed to derive 33% of its heating load from passive gains of

south-facing windows, 55% from activities in the house (body heat, electric appli-

ances), and the remaining 12% from high-efficiency (evacuated tube) solar collec-

tors. The collector area is 18 m2 and there is a 13 m3 water storage tank. On a

January day with outdoor temperatures between �25�C (afternoon) and �30�C
(early morning), about half the building’s heat loss is replaced by indirect gains,

and the other half (about 160 MJ d21) must be drawn from the store, in order to

maintain an indoor temperature of 21�C (although the temperature is allowed to

drop to 17�C between midnight and 0700 h). On sunny January days, the amount of

energy drawn from storage is reduced to about 70 MJ d21. Since overcast periods

of much over a week occur very rarely, the storage size is such that 100% coverage

can be expected, from indirect and direct solar sources, in most years.

The situation is very different in, for instance, Denmark, where the heating sea-

son has only 2700 Celsius degree days (due to Gulf Stream warming), compared

with 6000 degree days for Regina, and there is very little solar gain (through win-

dows or to a solar collector) during the months of November through February.

A modest storage volume, even with a large solar collector area, is therefore unable

to maintain full coverage during the winter period, as indicated by the variations in

storage temperatures in a concrete case, shown in Fig. 5.4 (the water store is situ-

ated in the attic, losing heat to ambient air temperatures; this explains why the stor-

age temperatures approach freezing in January).

In order to achieve near 100% coverage under conditions like those in Denmark,

very large water tanks would be required, featuring facilities to maintain

stable temperature stratification and containing so much insulation (over 1 m) that

truly seasonal mismatch between heat production and use can be handled. This is still

extremely difficult to achieve for a single house, but for a communal system with a

number of reasonably close-set buildings and with a central storage facility (and

maybe also central collectors), 100% coverage should be possible (see section 6.5.1).

5.2.3 Community-size storage facilities

With increasing storage container size, the heat loss through the surface—for a

given thickness of insulation—will decrease per unit of heat stored. There are two
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cases, depending on whether the medium surrounding the container (air, soil, etc.)

is rapidly mixing or not. Consider first the case of a storage container surrounded

by air.

The container may be cylindrical, like the one illustrated in Fig. 5.2. The rate of

heat loss is assumed proportional to the surface area and to the temperature differ-

ence between inside and outside, with the proportionality constant being denoted U.

It is sometimes approximated in the form

U5 1=ðx=λ1μÞ;

where x is the thickness of insulation, λ is the thermal conductivity of the insulating

material (about 0.04 W m21 per �C for mineral wool), and μ (around 0.1 m2 W21

per �C) is a parameter describing the heat transfer in the boundary layer air [may be

seen as a crude approximation to (4.121)].

The total heat loss rate is

Ploss 5 2πRðR1 LÞUðTs � TaÞ; (5.5)

where R and L are radius and height of the cylinder, Ts is the average temperature

of the water in the store, and Ta is the outside ambient air temperature. The fraction

of the stored heat energy lost per unit time is
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Figure 5.4 Measured average daily temperature in a 5.5-m3 water storage tank (having

0.2 m of rock wool insulation) fed by 50 m2 of solar flat-plate collector (two layers of glass

cover, nonselective absorber, tilt angle 38�). The solar system covers 12% of the building’s

heat load.

Based on Jørgensen et al. (1980).
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Ploss

Esens
5

2Uð11R=LÞ
RcwaterP ρwater

; (5.6)

that is, the loss is independent of the temperatures and inversely proportional to a

linear system dimension (cP is heat capacity and ρ is density).

Figure 5.5 shows, for L5 3 R, the ratio of heat loss rate Ploss and stored energy

Esens, according to (5.6), as a function of R and for different values of insulation

thickness. This ratio is independent of the temperature difference, owing to the lin-

ear assumption for the heat loss rate. If the storage times required imply maximal

fractional losses of 10%�20%, un-insulated tanks in the size range 5 m # R #
20 m are adequate for a few days of storage. If storage times around a month are

required, some insulation must be added to tanks in the size range under consider-

ation. If seasonal storage is needed, the smallest tank sizes will not work, even with

a meter of mineral or glass wool wrapping. Community-size tanks, however, may

serve for seasonal storage, with a moderate amount of insulation (0.2 m in the spe-

cific example).
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Figure 5.5 Fractional heat loss from a cylindrical storage tank with different degrees of

insulation, assuming well-mixed conditions inside as well as outside the tank.
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A hot water tank with R5 11.5 m and L5 32 m has been used since 1978 by a

utility company in Odense, Denmark, in connection with combined production of elec-

tricity and heat for district heating (Jensen, 1981). The hot water store is capable of

providing all necessary heating during winter electricity peak hours, during which the

utility company wants maximal electricity production. With a hot water store two or

three times larger, the co-generating power units could be allowed to follow the elec-

tricity demand, which is small relative to the heat demand during winter nights.

A hot water store of similar magnitude, around 13 000 m3, may serve a solar-

heated community system for 50�100 one-family houses, connected to the common

storage facility by district heating lines. The solar collectors may still be on individ-

ual rooftops, or they may be placed centrally, for example, in connection with the

store. In the first case, more piping and labor are required for installation, but in the

second case, land area normally has to be dedicated to the collectors. Performance

is also different for the two systems, as long as the coverage by solar energy is sub-

stantially less than 100% and the auxiliary heat source feeds into the district heating

lines. The reason is that when the storage temperature is below the minimum

required, the central solar collector will perform at high efficiency (Fig. 5.3),

whereas individual solar collectors will receive input temperatures already raised by

the ancillary heat source and thus will not perform as well. Alternatively, auxiliary

heat could be added by individual installations on the load side of the system, but,

unless the auxiliary heat is electrically generated, generating auxiliary heat is incon-

venient if the houses do not already have a fuel-based heating system.

Most cost estimates argue against placing storage containers in air. If the con-

tainer is buried underground (possibly with its top facing the atmosphere), the heat

escaping the container will not be rapidly mixed into the surrounding soil or rock.

Instead, the region closest to the container will reach a higher temperature, and a

temperature gradient through the soil or rock will slowly build up. An exception is

soil with ground water infiltration, because the moving water helps to mix the heat

from the container into the surroundings. However, if a site can be found with no

ground water (or at least no ground water in motion), then the heat loss from the

store will be greatly reduced, and the surrounding soil or rock can be said to func-

tion as an extension of the storage volume.

As an example, consider a spherical water tank embedded in homogeneous soil.

The tank radius is denoted R, the water temperature is Ts, and the soil temperature

far away from the water tank is T0. If the transport of heat can be described by a

diffusion equation, then the temperature distribution as function of distance from

the center of the storage container may be written (Shelton, 1975)

TðrÞ5 T0 1 ðTs � T0ÞR=r; (5.7)

where the distance r from the center must be larger than the tank radius R in order

for the expression to be valid. The corresponding heat loss is

Psens 5

ð
sphere

λ@TðrÞ=@rdA52λðTs � T0Þ4πR; (5.8)
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where λ is the heat conductivity of the soil and (5.8) gives the heat flux out of any

sphere around the store of radius r $ R. The flux is independent of r. The loss rela-

tive to the heat stored in the tank itself is

Ploss=Esens 52 3λ=ðR2cP
water ρwaterÞ: (5.9)

The relative loss from the earth-buried store declines more rapidly with increas-

ing storage size than the loss from a water store in air or other well-mixed sur-

roundings [cf. (5.6)]. The fractional loss goes as R22 rather than as R21.
Practical considerations in building an underground or partly underground

water store suggest an upside-down obelisk shape and a depth around 10 m for a

20 000-m2 storage volume. The obelisk is characterized by tilting sides, with a

slope as steep as feasible for the soil type encountered. The top of the obelisk

(the largest area end) would be at ground level or slightly above it, and the sides

and bottom would be lined with plastic foil not penetrable by water. Insulation

between lining and ground can be made with mineral wool foundation elements

or similar materials. As a top cover, a sailcloth held in a bubble shape by slight

overpressure is believed to be the least expensive solution. Top insulation of the

water in the store can be floating foam material. If the sailcloth bubble is imper-

meable to light, algae growth in the water can be avoided (Danish Department of

Energy, 1979).

Two community-size seasonal hot water stores placed underground have been

operating in Sweden for a long time. They are both shaped as cut cones. One is in

Studsvik. Its volume is 610 m3, and 120 m2 of concentrating solar collectors float

on the top insulation, which can be turned to face the sun. Heat is provided for an

office building with a floor area of 500 m2. The other system is in the Lambohov

district of Linköping. It serves 55 semidetached one-family houses having a total of

2600 m2 flat-plate solar collectors on their roofs. The storage is 10 000 m3 and situ-

ated in solid rock (excavated by blasting). Both installations have operated since

1979, and they furnish a large part of the heat loads of the respective buildings.

Figure 5.6 gives the temperature changes by season for the Studsvik project

(Andreen and Schedin, 1980; Margen, 1980; Roseen, 1978).

Another possibility is to use existing ponds or lake sections for hot water stor-

age. Top insulation would normally be required, and, in the case of lakes used only

in part, an insulating curtain should separate the hot and cold water.

Keeping the time derivative in (3.35), a numerical integration will add informa-

tion about the time required for reaching the steady-state situation. According to

calculations like Shelton’s (1975), this may be about 1 year for typical large heat

stores.

The assumption of a constant temperature throughout the storage tank may not

be valid, particularly not for large tanks, owing to natural stratification that leaves

the colder water at the bottom and the warmer water at the top. Artificial mixing by

mechanical stirring is, of course, possible, but for many applications, temperature

stratification is preferable. It could be used to advantage, for example, with storage

tanks in a solar heating system (see Fig. 4.84), by feeding the collector with the
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colder water from the lower part of the storage and thus improving the efficiency

(4.132) of the solar collector.

An alternative would be to divide the tank into physically separated subunits

(cf., for example, Duffie and Beckman, 1974), but this requires a more elaborate

control system to introduce and remove heat from the different units in an opti-

mized way, and, if the storage has to be insulated, the subunits should at least be

placed with common boundaries (tolerating some heat transfer among the units) in

order to keep the total insulation requirement down.

Multi-unit storage systems may be most appropriate for uninsulated storage in

the ground, owing to the participation of the soil between the storage units.

Figure 5.7 shows a possible arrangement (Brüel et al., 1976) based on cylindrical

heat exchangers placed in one or more circles around a central heat exchanger cyl-

inder in the soil. If no active aquifers traverse the soil region, a steady-state temper-

ature distribution with a high central temperature can be built up. For example,

with a flat-plate solar collector, the fluid going to the collector circuit could come

from a low-temperature source and the fluid returning from the solar collector could

be delivered to successive heat exchangers of diminishing temperatures in order to

maximize the collector efficiency as well as the amount of heat transferred to stor-

age. Dynamic simulations of storage systems of this type, using a solution of (3.33)

with definite boundary conditions and source terms, have been performed by Zlatev

and Thomsen (1976).

Other materials, such as gravel, rock, or soil, have been considered for use in

heating systems at temperatures similar to those relevant for water. Despite volume

penalties of a factor of 2�3 (depending on void volume), these materials may be

more convenient than water for some applications. The main problem is to establish

a suitable surface for the transfer of heat to and from the storage. For this reason,
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gravel and rock stores have been mostly used with air as a transfer fluid, because

large volumes of air can be blown through the porous material.

For applications in other temperature ranges, other materials may be preferred.

Iron (e.g., scrap material) is suitable for temperatures extending to several hundred

degrees Celsius. In addition, for rock-based materials, the temperatures would not

be limited to the boiling point of water.

5.2.3.1 Solar ponds and aquifer storage

A solar pond is a natural or artificial hot water storage system much like the ones

described above, but with the top water surface exposed to solar radiation and oper-

ating like a solar collector. In order to achieve both collection and storage in the

same medium, layers from top to bottom have to be inversely stratified, that is,

stratified with the hottest zone at the bottom and the coldest one at the top. This

implies that thermal lift must be opposed, either by physical means, such as placing

Arrangement of
cylinders

Top view

Air

Soil Soil

Switch
Insulation

Impermeable
lining

Gravel and
water

0
Distance from center

Te
m

pe
ra

tu
re

D
ep

th

0

Side cut

Figure 5.7 Uninsulated heat storage in soil based on an arrangement of cylindrical heat

exchangers (placed in holes drilled by water-flushing drills, for example).

Based on Brüel et al. (1976).
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horizontal plastic barriers to separate the layers, or by creating a density gradient in

the pond, which provides gravitational forces to overcome the buoyancy forces.

This can be done by adding certain salts to the pond, taking advantage of the higher

density of the more salty water (Rabl and Nielsen, 1975).

An example of a solar pond of obelisk shape is the 5200 m3 pond in Miamisburg,

Ohio. Its depth is 3 m, and the upper half is a salt-gradient layer of NaCl, varying

from 0% at the top to 18.5% at a depth of 1.5 m. The gradient opposes upward heat

transport and thus functions as a top insulation without impeding the penetration of

solar radiation. The bottom layer has a fixed salt concentration (18.5%) and contains

heat exchangers for withdrawing energy. In this layer, convection may take place

without problems. Most absorption of solar radiation takes place at the pond’s bot-

tom surface (which is why the pond should be shallow), and the heat is subsequently

released to the convective layer. At the top, however, some absorption of infrared

solar radiation may destroy the gradient of temperature.

Figure 5.8 shows temperature gradients for the Miamisburg pond during its ini-

tial loading period (no load connected). After the start of operation in late August,

the first temperature maximum occurred in October, and the subsequent minimum
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Figure 5.8 Temperature profiles for solar salt-gradient pond in Miamisburg, Ohio, for the

months of October and February (maximum and minimum temperature in convective layer).

The continuation of the profiles in the soil beneath the pond is also included.

From Wittenberg and Harris (1979). Reprinted with permission from Proceedings of 14th

Intersociety Energy Conversion Engineering Conference. Copyright 1979 American

Chemical Society.
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occurred in February. The two situations are shown in Fig. 5.8. The temperature in

the ground just below the pond was also measured. In October, top-layer disturbance

can be seen, but in February, it is absent, due to ice covering the top of the pond.

Numerical treatment of seasonal storage in large top-insulated or solar ponds

may be done by time simulation, or by a simple approximation, in which solar radi-

ation and pond temperature are taken as sine functions of time, with only the ampli-

tude and phase as parameters to be determined. This is a fairly good approximation

because of the slow response of a large seasonal store, which tends to be insensitive

to rapid fluctuations in radiation or air temperature. However, when heat is

extracted from the store, it must be ensured that disturbance of the pond’s tempera-

ture gradient will not occur, say, on a particularly cold winter day, where the heat

extraction is large. Still, heat extraction can, in many cases, also be modeled by

sine functions, and if the gradient structure of the pond remains stable, such a calcu-

lation gives largely realistic results.

In Israel, solar ponds are operated for electricity generation by use of Rankine

cycle engines with organic working fluids that respond to the small temperature dif-

ference available. A correspondingly low thermodynamic efficiency must be

accepted (Winsberg, 1981).

Truly underground storage of heat may also take place in geological formations

capable of accepting and storing water, such as rock caverns and aquifers. In the aqui-

fer case, it is important that water transport be modest, that is, that hot water injected

at a given location stay approximately there and exchange heat with the surroundings

only by conduction and diffusion processes. In such cases, it is estimated that high

cycle efficiencies (85% at a temperature of the hot water some 200�C above the undis-

turbed aquifer temperature—the water being under high pressure) can be attained after

breaking the system in, that is, after having established stable temperature gradients in

the surroundings of the main storage region (Tsang et al., 1979).

5.2.4 Medium-and high-temperature storage

In industrial processes, temperature regimes are often defined as medium in the

interval from 100�C to 500�C and as high above 500�C. These definitions may also

be used in relation to thermal storage of energy, but it also may be useful to single

out the lower-medium temperature range from 100�C to about 300�C, as the discus-
sion below indicates.

Materials suitable for heat storage should have a large heat capacity, they must

be stable in the temperature interval of interest, and it should be convenient to add

heat to, or withdraw heat from, them.

The last of these requirements can be fulfilled in different ways. Either the mate-

rial itself should possess good heat conductivity, as metals do, for example, or it

should be easy to establish heat transfer surfaces between the material and some

other suitable medium. If the transfer medium is a liquid or a gas, it could be passed

along the transfer surface at a velocity sufficient for the desired heat transfer, even

if the conductivities of the transfer fluid and the receiving or delivering material are

small. If the storage material is arranged in a finite geometry, such that insufficient
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transfer is obtained by a single pass, then the transfer fluid may be passed along the

surface several times. This is particularly relevant for transfer media like air, which

has very low heat conductivity. When air is used as a transfer fluid, it is important

that the effective transfer surface be large, and this may be achieved for granular

storage materials like pebble or rock beds, where the nodule size and packing

arrangement can be such that air can be forced through and reach most of the inter-

nal surfaces with as small an expenditure of compression energy as possible.

These considerations lie behind the approaches to sensible heat storage that are

exemplified by the range of potential storage materials listed in Table 5.1. Some

are solid metals, where transfer has to be by conduction through the material.

Others are solids that may exist in granular form, for heat transfer by air or another

gas blown through the packed material. They exhibit more modest heat conductiv-

ity. The third group comprises liquids, which may serve as both heat storage materi-

als and transfer fluids. The dominating path of heat transfer may be conduction,

advection (moving the entire fluid), or convection (turbulent transport). For highly

conducting materials, such as liquid sodium, little transfer surface is required, but

for the other materials listed, substantial heat exchanger surfaces may be necessary.

Solid metals, such as cast iron, have been used for high-temperature storage in

industry. Heat delivery and extraction may be accomplished by passing a fluid

through channels drilled into the metal. For the medium- to high-temperature inter-

val, the properties of liquid sodium (cf. Table 5.1) make it a widely used material

for heat storage and transport, despite serious safety problems (sodium reacts explo-

sively with water). It is used in nuclear breeder reactors and in concentrating solar

collector systems, for storage at temperatures between 275�C and 530�C in connec-

tion with generation of steam for industrial processes or electricity generation. The

physics of heat transfer to and from metal blocks and of fluid behavior in pipes is a

standard subject covered in several textbooks (see, for example, Grimson, 1971).

Fixed beds of rock or granulate can be used for energy storage at both low and

high temperatures. Normally, air is blown through the bed to transfer heat to and

from the store. The pressure drop ΔP across a rock bed of length L, such as the one

illustrated in Fig. 5.9, where air is blown through the entire cross-sectional area A,

may be estimated as (Handley and Heggs, 1968)

ΔP � ρava
2Ld21

s m2
s ð3681 1:24Re=msÞ=ðReð1� msÞ3Þ; (5.10)

where ρa and va are density and velocity of the air passing through the bed in a

steady-state situation, ds is the equivalent spherical diameter of the rock particles,

and m, their mixing ratio, is one minus the air fraction in the volume L3A. Re is

the Reynolds number describing the ratio between “inertial” and “viscous” forces

on the air passing between the rock particles. Re may be estimated as ρavada/μ,
where μ is the dynamic viscosity of air. If the rock particles are not spherical, the

equivalent diameter may be taken as

ds 5 ð6ALms=nÞ1=3;
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where n is the number of particles in the entire bed volume. The estimate (5.10)

assumes the bed to be uniform and the situation stationary. The total surface area of

the particles in the bed is given by

As 5 6msAL=ds 5 nπds2:

Optimal storage requires that the temperature gradient between the particle sur-

faces and their interior be small and that the pressure drop (5.10) also be small,

leading to optimal particle diameters of a few centimeters and a void fraction of

about 0.5 (implying that ms is also about 0.5).

Material Temperature

Interval (�C)
Mass Spec. Heat

(kJ kg21 �C21)

Volume Spec. Heat

(MJ m23 �C21)

Heat Conductivity

(W m21 �C21)

Solids

Sodium chloride ,800 0.92 2.0 9a,b

Iron (cast) ,1500 0.46 3.6 70b2 34c

Rock (granite) ,1700 0.79 2.2 2.7b

Bricks 0.84 1.4 0.6

Earth (dry) 0.79 1.0 1.0

Liquids

Water 02 100 4.2 4.2 0.6

Oil (“thermal”) 250 to 330 2.4 1.9 0.1

Sodium 98 to 880 1.3 1.3 85b2 60c

Diethylene glycol 210 to 240 2.8 2.9

TABLE 5.1 Heat capacities of various materials (Kaye and Laby, 1959; Kreider, 1979; Meinel and

Meinel, 1976). All quantities have some temperature dependence. Standard atmospheric pressure has

been assumed, that is, all heat capacities are cP
aLess for granulates with air-filled voids.
bAt 1000�C.
cAt 700�C.

Velocity va

A

L

Density ρa

Figure 5.9 Rock bed sensible heat store. Air of density ρa and velocity va may be blown

through the bed cross-section A, traveling the length L of the bed.
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Organic materials, such as diethylene glycol or special oil products (Table 5.1),

are suitable for heat storage between 200�C and 300�C and have been used in con-

centrating solar collector test facilities (Grasse, 1981). Above 300�C, the oil

decomposes.

Despite low-volume heat capacities, gaseous heat storage materials could also be

considered. For example, steam (water vapor) is often stored under pressure, in

cases where it is the form of heat energy to be used later (in industrial processes,

power plants, etc.).

5.3 Latent heat and chemical transformation storage

The energy associated with a phase change for a material can be used to store

energy. The phase change may be melting or evaporating, or it may be associated

with a structural change, e.g., in lattice form, content of crystal-bound water, etc.

When heat is added to or removed from a material, a number of changes may take

place successively or in some cases simultaneously, involving phase changes as

well as energy storage in thermal motion of molecules, i.e., both latent and sensible

heat. The total energy change, which can serve as energy storage, is given by the

change in enthalpy.

Solid�solid phase transitions are observed in one-component, binary, and tern-

ary systems, as well as in single elements. An example of the latter is solid sulfur,

which occurs in two different crystalline forms, a low-temperature orthorhombic

form and a high-temperature monoclinic form (cf. Moore, 1972). However, the ele-

mentary sulfur system has been studied merely out of academic interest, in contrast

to the practical interest in the one-component systems listed in Table 5.2. Of these

systems, which have been studied for practical energy storage, Li2SO4 exhibits both

the highest transition temperature Tt and the highest latent heat for the solid�solid

phase change ΔHss. Pure Li2SO4 undergoes a transition from a monoclinic to a

face-centered cubic structure with a latent heat of 214 KJ kg21 at 578�C. This is

much higher than the heat of melting (267 KJ kg21 at 860�C). Another one-

component material listed in Table 5.2 is Na2SO4, which has two transitions at

201�C and 247�C, with the total latent heat of both transitions being B80 KJ kg21.

Material Transition Temperature Tt (
�C) Latent Heat ΔHss (kJ kg

21)

V2O2 72 50

FeS 138 50

KHF2 196 135

Na2SO4 210, 247 80

Li2SO4 578 214

TABLE 5.2 Solid�solid transition enthalpies ΔHss (Fittipaldi, 1981)
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Mixtures of Li2SO4 with Na2SO4 and K2SO4 with ZnSO have also been studied,

as well as some ternary mixtures containing these and other sulfates (in a Swedish

investigation, Sjoblom, 1981). Two binary systems (Li2SO42Na2SO4, 50 mol%

each, Tt5 518�C; and 60% Li2SO42 40% ZnSO4, Tt5 459�C) have high values of

latent heat, B190 KJ kg21, but they exhibit a strong tendency for deformation dur-

ing thermal cycling. A number of ternary salt mixtures based on the most successful

binary compositions have been studied experimentally, but knowledge of phase dia-

grams, structures, and re-crystallization processes that lead to deformation in these

systems is still lacking.

5.3.1 Salt hydrates

The possibility of energy storage by use of incongruently melting salt hydrates has

been intensely investigated, starting with the work of Telkes (1952, 1976). Molten

salt consists of a saturated solution as well as some un-dissolved anhydrous salt

because of its insufficient solubility at the melting temperature, considering the

amount of released crystal water available. Sedimentation will develop, and a solid

crust may form at the interface between layers. To control this, stirring is applied,

for example, by keeping the material in rotating cylinders (Herrick, 1982), and

additives are administered in order to control agglomeration and crystal size

(Marks, 1983).

An alternative is to add extra water to prevent phase separation. This has led to a

number of stable heat-of-fusion storage systems (Biswas, 1977; Furbo, 1982). Some

melting points and latent heats of salt hydrates are listed in Table 5.3. Here we use

as an example Glauber salt (Na2SO4 � 10H2O), the storage capacity of which is

illustrated in Fig. 5.10, both for the pure hydrate and for a 33% water mixture used

in actual experiments. Long-term verification of this and other systems in connec-

tion with solar collector installations have been carried out by the European

Economic Community. For hot water systems, the advantage over sensible heat

water stores is minimal, but this may change when space heating is included,

because of the seasonal storage need (Furbo, 1982).

Salt hydrates release water when heated and release heat when they are formed.

The temperatures at which the reaction occurs vary for different compounds, rang-

ing from 30�C to 80�C, which makes possible a range of storage systems for a vari-

ety of water-based heating systems, such as solar, central, and district heating.

Table 5.3 shows the temperatures Tm of incongruent melting and the associated

quasi-latent heat Q (or ΔH) for some hydrates that have been studied extensively in

heat storage system operation. The practical use of salt hydrates faces physicochem-

ical and thermal problems, such as supercooling, incongruent melting, and heat

transfer difficulties imposed by locally low heat conductivities (cf., for example,

Achard et al., 1981).

Generally, storage in a chemical system with two separated components, of

which one draws low-temperature heat from the environment and the other absorbs

or delivers heat at fairly low (30�C2 100�C) or medium (100�C2 200�C) tempera-

ture, is referred to as a chemical heat pump (McBride, 1981). Simply stated, the
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Hydrate Incongruent Melting Point,

Tm (�C)
Specific Latent Heat

ΔH (MJ m23)

CaCl2 � 6H2O 29 281

Na2SO4 � 10H2O 32 342

Na2CO3 �10H2O 33 360

Na2HPO4 � 12H2O 35 205

Na2HPO4 � 7H2O 48 302

Na2S2O3 � 5H2O 48 346

Ba(OH)2 � 8H2O 78 655

TABLE 5.3 Characteristics of salt hydrates
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Figure 5.10 Heat storage capacity as a function of temperature for ideally melting Glauber

salt, for Glauber salt plus extra water, and for pure water (Furbo, 1982).



chemical heat pump principle consists in keeping a substance in one of two containers,

although it would prefer to be in the other one. In a classical example, the substances

are water vapor and sulfuric acid. Because the pressure over sulfuric acid is much

lower than over liquid water (see Fig. 5.11), water vapor will move from the water

surface to the H2SO4 surface and become absorbed there, with a heat gain deriving in

part from the mixing process and in part from the heat of evaporation. The tempera-

ture of the mixture is then above what is needed at the water source. Heat is stored

when the temperature of the sulfuric acid/water container is made still higher, so that

the equilibrium pressure of vapor above the acid surface at this temperature becomes

higher than that above the water surface at its temperature. The pressure gradient will

therefore move water vapor back to the water surface for condensation.

A similar system, but with the water being attached as crystal water in a salt

(i.e., salt hydration), is the sodium sulfide (Na2S)/water system earlier developed in

Sweden (System Tepidus; Bakken, 1981). Figure 5.12 shows this chemical heat

pump, which is charged by the reaction

Na2S1 5H2OðvaporÞ ! Na2SU5H2O1 312 kJ mol21: (5.11)
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Figure 5.11 Equilibrium pressure of water vapor over sulfuric acid/water mixtures as a

function of temperature and percentage of water in the mixture (Christensen, 1981).
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The heat for the evaporation is taken from a reservoir of about 5�C, that is, a
pipe extending through the soil at a depth of a few meters (as in commercial elec-

tric heat pumps with the evaporator buried in the lawn), corresponding to roughly

10�C in the water container (B in Fig. 5.12) owing to heat-exchanger losses. The

water vapor flows to the Na2S container (A in Fig. 5.12) through a connecting pipe

that has been evacuated of all gases other than water vapor and where the water

vapor pressure is of the order of 1% of atmospheric pressure. During charging, the

temperature in the sodium sulfide rises to 65 �C�70�C, owing to the heat formed in

the process (5.11). When the temperatures in containers A and B and the equilib-

rium pressures of the water vapor are such that they correspond to each other by a

horizontal line in the pressure�temperature diagram shown in Fig. 5.13, flow stops

and container A has been charged.

To release the energy, a load area of temperature lower than that of container A

is connected to it and heat is transferred through a heat exchanger. Lowering the

temperature in A causes a pressure gradient to form in the connecting pipe, and

new energy is drawn from B to A. In order to prevent the heat reservoir (the soil)

from cooling significantly, new heat must be added to compensate for the heat

withdrawn. This takes place continuously by transfer processes in the soil (solar

radiation absorbed at the soil surface is conducted to the subsurface location of the

evaporator pipes). However, in the long term, a lower temperature would develop

in the soil environment if no active makeup heat were supplied. This is done by

leading surplus heat from a solar collector to the sodium sulfide container when the

solar heat is not directly required in the load area. When the temperature of

Heat
load

T < 55 °C

T > 65 °C

Valve Charge

Water vapor at
pressure ∼ 103 N/m2 (0.01 atm.)

Flow direction during
discharge

Na2S H2O

Soil
evaporator

Solar
collector

T ∼ 60 °C T ∼ 10 °C T ∼ 5 °C

BA

Direct

Charge

Disc
ha

rg
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Figure 5.12 Schematic picture of a chemical heat pump operating between a sodium sulfide

and a water container and based on the formation of the salt hydrate Na2S � 5H2O. Typical

temperatures are indicated. There is a low-temperature heat source connected to the water

container and a high-temperature heat source (a solar collector) connected to the salt

container, along with the heat demand (load). A switch allows either load or solar collector

to be connected.
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container A is raised in this way, the pressure gradient above the salt will drive

water vapor to container B, thereby removing some of the crystallization water

from the salt.

The two actual installations of this type of chemical heat pump are a one-family

dwelling with a storage capacity of 7000 kWh (started in 1979) and an industrial

building (Swedish Telecommunications Administration) with 30 000 kWh of stor-

age, started in 1980. Future applications may comprise transportable heat stores,

since container A may be detached (after closing the valve indicated in Fig. 5.12)

and carried to another site. Once the container is detached, the sensible heat is lost,

as the container cools from its 60�C to ambient temperatures, but this amounts to

only 3%2 4% of the energy stored in the Na2S � 5H2O (Bakken, 1981).

It should be mentioned that a similar loss occurs during use of the storage unit in

connection with a solar heating system. This is because of the intermittent call upon

the store. Every time it is needed, its temperature increases to 60�C (i.e., every time

the valve is opened), using energy to supply the sensible heat, and every time the

need starts to decrease, there is a heat loss associated either with making up for the

heat transfer to the surroundings (depending on the insulation of the container) to

keep the container temperature at 60�C or, if the valve has been closed, with the

heat required to reheat the container to its working temperature. These losses could

be minimized by using a modular system, where only one module at a time is kept
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Figure 5.13 Equilibrium pressure of water vapor over water and over sodium sulfide as a

function of temperature. For a given pressure (dashed line), the equilibrium temperatures in

the water and the salt containers will differ by roughly 55�C.
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at operating temperature, ready to supply heat if the solar collector is not providing

enough. The other modules would then be at ambient temperatures except when

they are called upon to recharge or to replace the unit at standby.

The prototype systems are not cost effective, but the estimated system cost in

regular production is 42 5 euro per kWh of heat supplied to a 15 m3 storage system

for a detached house, with half the cost incurred by the solar collector system and

the other half incurred by the store. For transport, container sizes equivalent to

4500 kWh of 60�C heat are envisaged. However, the charge-rate capacity of

roughly 1 W kg21 may be insufficient for most applications.

Although the application of the chemical heat pump considered above is for

heating, the concept is equally useful for cooling. Here the load would simply be

connected to the cold container. Several projects are underway to study various

chemical reactions of the gas/liquid or gas/solid type based on pressure differences,

either for cooling alone or for both heating and cooling. The materials are chosen

on the basis of their temperature requirements and long-term stability while allow-

ing many storage cycles. For example, NaI�NH3 systems have been considered for

air conditioning purposes (Fujiwara et al., 1981). A number of ammoniated salts

that react on heat exchange could also be considered.

5.3.2 Chemical reactions

The use of high-temperature chemical heat reactions in thermal storage systems is

fairly new and to some extent related to attempts to utilize high-temperature waste

heat and to improve the performance of steam power plants (cf. Golibersuch et al.,

1976). The chemical reactions that are used to store the heat allow, in addition,

upgrading of heat from a lower temperature level to a higher temperature level, a

property that is not associated with phase transition or heat capacity methods.

Conventional combustion of fuel is a chemical reaction in which the fuel is com-

bined with an oxidant to form reaction products and surplus heat. This type of

chemical reaction is normally irreversible, and there is no easy way that the reverse

reaction can be used to store thermal energy. The process of burning fuel is a chem-

ical reaction whereby energy in one form (chemical energy) is transformed into

another form (heat) accompanied by an increase in entropy. In order to use a chemi-

cal reaction for storage of heat, it would, for example, in the case of hydrocarbon,

require a reverse process whereby the fuel (hydrocarbon) could be obtained by add-

ing heat to the reaction products carbon dioxide and water. Therefore, use of chemi-

cal heat reactions for thermal energy storage requires suitable reversible reactions.

The change in bond energy for a reversible chemical reaction may be used to

store heat, but although a great variety of reversible reactions are known, only a

few have so far been identified as being technically and economically

acceptable candidates. The technical constraints include temperature, pressure,

energy densities, power densities, and thermal efficiency. In general, a chemical

heat reaction is a process whereby a chemical compound is dissociated by heat

absorption, and later, when the reaction products are recombined, the absorbed heat

is again released. Reversible chemical heat reactions can be divided into two
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groups: thermal dissociation reactions and catalytic reactions. The thermal dissocia-

tion reaction may be described as

ABð1ΔH at T1 and p1Þ2A1Bð2ΔH at T2 and p2Þ; (5.12)

indicating that dissociation takes place by addition of heat ΔH to AB at tempera-

ture T1 and pressure p1, whereas heat is released (2ΔH) in the reverse reaction at

temperature T2 and pressure p2. The reciprocal reaction (from right to left) occurs

spontaneously if the equilibrium is disturbed, that is, if T2, T1 and p2. p1. To

avoid uncontrolled reverse reaction, the reaction products must therefore be sepa-

rated and stored in different containers. This separation of the reaction products is

not necessary in catalytic reaction systems, where both reactions (left to right and

right to left) require a catalyst in order to obtain acceptable high reaction velocities.

If the catalyst is removed, neither of the reactions will take place even when consid-

erable changes in temperature and pressure occur. This fact leads to an important

advantage, namely, that the intrinsic storage time is, in practice, very large and, in

principle, infinite. Another advantage of closed-loop heat storage systems employ-

ing chemical reactions is that the compounds involved are not consumed, and

because of the high energy densities (in the order of magnitude: 1 MWh m23, com-

pared to that of the sensible heat of water at ΔT5 50 K, which is 0.06 MWh m23),

a variety of chemical compounds are economically acceptable.

The interest in high-temperature chemical reactions is derived from the work of

German investigators on the methane reaction

Q1CH4 1H2O2CO1 3H2 (5.13)

(Q being heat added), which was studied in relation to long-distance transmis-

sion of high-temperature heat from nuclear gas reactors (cf. Schulten et al., 1974).

The transmission system called EVA-ADAM, an abbreviation of the German

Einzelrorhrversuchsanlage und Anlage zur dreistufigen adiabatischen

Methanisierung, is being further developed at the nuclear research center at Jülich,

West Germany. It consists of steam reforming at the nuclear reactor site, transport

over long distances of the reformed gas (CO 1 3H2), and methanation at the

consumer site, where heat for electricity and district heating is provided (cf., for

example, Harth et al., 1981).

The reaction in (5.13) is a suitable candidate for energy storage that can be

accomplished as follows: heat is absorbed in the endothermic reformer, where the

previously stored low-enthalpy reactants (methane and water) are converted into

high-enthalpy products (carbon monoxide and hydrogen). After heat exchange with

the incoming reactants, the products are then stored in a separate vessel at ambient

temperature conditions, and although the reverse reaction is thermodynamically

favored, it will not occur at these low temperatures and in the absence of a catalyst.

When heat is needed, the products are recovered from storage and the reverse, exo-

thermic reaction (methanation) is run (cf. Golibersuch et al., 1976). Enthalpies and

temperature ranges for some high-temperature closed-loop C-H-O systems,
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including reaction (5.13), are given in Table 5.4. The performance of the cyclohex-

ane to benzene and hydrogen system (listed fourth in Table 5.4) has been studied in

detail by Italian workers, and an assessment of a storage plant design has been

made (cf. Cacciola et al., 1981). The complete storage plant consists of hydrogena-

tion and dehydrogenation multistage adiabatic reactors, storage tanks, separators,

heat exchangers, and multistage compressors. Thermodynamic requirements are

ensured by independent closed-loop systems circulating nitrogen in the dehydroge-

nation unit and hydrogen in the hydrogenation unit.

A number of ammoniated salts are known to dissociate and release ammonia at

different temperatures, including some in the high-temperature range (see, for

example, Yoneda et al., 1980). The advantages of solid�gas reactions in general

are high heats of reaction and short reaction times. This implies, in principle, high

energy and power densities. However, poor heat and mass transfer characteristics in

many practical systems, together with problems of sagging and swelling of the solid

materials, lead to reduced densities of the total storage system.

Metal hydride systems are primarily considered as stores of hydrogen, as is dis-

cussed later. However, they have also been contemplated for heat storage, and in

any case, the heat-related process is integral in getting the hydrogen into and out of

the hydride. The formation of a hydride MeHx (metal plus hydrogen) is usually a

spontaneous exothermic reaction:

Me1 1=2xH2 ! MeHx 1Q; (5.14)

which can be reversed easily by applying the amount of heat Q,

MeHx 1Q ! Me1 1=2xH2: (5.15)

Thus, a closed-loop system, where hydrogen is not consumed but is pumped

between separate hydride units, may be used as a heat store. High-temperature

hydrides, such as MgH2, Mg2NiH2, and TiH2, have, owing to their high formation

enthalpies (e.g., for MgH2, ΔH$ 80 kJ per mol of H2; for TiH2, ΔH. 160 KJ per

Closed-Loop System Enthalpya ΔH0 (kJ mol21) Temperature Range (K)

CH41H2O2CO1 3H2 206(250)b 7002 1200

CH41CO222CO1 2H2 247 7002 1200

CH412H2O2CO21 4H2 165 5002 700

C6H122C6H61 3H2 207 5002 750

C7H142C7H81 3H2 213 4502 700

C10H182C10H81 5H2 314 4502 700

TABLE 5.4 High-temperature closed-loop chemical C-H-O reactions. (Hanneman et al., 1974;

Harth et al., 1981)
aStandard enthalpy for complete reaction.
bIncluding heat of evaporation of water.
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mol of H2), heat densities of up to 3 MJ kg21 or 6 GJ m23 in a temperature range

extending from 100�C to 600�C (cf. Buchner, 1980).

5.4 High-quality energy storage

A number of storage systems may be particularly suitable for the storage of “high-

quality” energy, such as mechanical energy or electric energy. If the energy to be

stored is derived from a primary conversion delivering electricity, for example,

then one needs an energy storage system that will allow the regeneration of elec-

tricity with high cycle efficiency, i.e., with a large fraction of the electricity input

recovered in the form of electricity. Thermal stores, such as the options mentioned

in the previous section, may not achieve this, even at T5 800�C2 1500�C (metals,

etc.), because of the Carnot limit to the efficiency of electricity regeneration, as

well as storage losses through insulation, etc. Thermal stores fed via a heat pump

drawing from a suitable reference reservoir may reach tolerable cycle efficiencies

more easily.

Table 5.5 gives an indication of the actual or estimated energy densities and

cycle efficiencies of various storage systems. The theoretical maximum of energy

density is, in some cases, considerably higher than the values quoted.

For comparison, energy densities of thermal stores and a number of fuels are

also given. Some of the fuels (methanol, wood, and hydrogen) may be produced by

conversion based on renewable energy sources (without having to wait for fossiliza-

tion processes to occur). The cycle efficiency is defined with the assumption that

the initial energy form is electricity or another high-quality energy form, and the

value quoted for hydrogen is based on electrolysis of water as the first step in the

storage cycle. Methanol may also be reversibly transformed into hydrogen and car-

bon oxide to play the role of a closed storage cycle (Prengle and Sun, 1976). The

most striking feature is the low-volume energy density of nearly all the reversible

storage concepts considered, relative to that of solid or liquid fossil fuels.

The magnitudes of stores that might be associated with renewable energy use

(such as indicated in Fig. 2.91) are discussed in more detail in section 6.3, with a

summary in the tables of section 6.7, in connection with future energy scenario con-

struction. For comparison, reservoirs of fossil fuels may be found in Table 4.2.

5.5 Pumped hydro storage

The total exploitable hydro potential is of the order of 1012 W on average over the

year (section 3.3.2), and only the fraction of this associated with reservoirs can be

considered relevant for energy storage. The river flows that have to be tapped as

they come may be interesting as energy sources, but not as energy storage options.

Hydro reservoirs feeding into turbine power plants may be utilized for storage of

electric energy generated by non-hydropower plants (e.g., wind or photovoltaic
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Storage Form Energy Density Cycle

Efficiency
kJ kg21 MJ m23

Conventional fuels

Crude oil 42 000 37 000

Coal 32 000 42 000

Dry wood 12 500a 10 000

Synthetic fuels

Hydrogen, gas 120 000 10 0.42 0.6

Hydrogen, liquid 120 000 8700

Hydrogen, metal hydride 20002 9000 50002 15 000

Methanol 21 000 17 000

Ethanol 28 000 22 000

Thermal�low quality

Water, 100�C!40�C 250 250

Rocks, 100�C!40�C 402 50 1002 140

Iron, 100�C!40�C B30 B230

Thermal�high quality

Rocks, e.g., 400�C!200�C B160 B430

Iron, e.g., 400�C!200�C B100 B800

Inorganic salts, heat of fusion . 300�C .300 .300

Mechanical

Pumped hydro, 100 m head 1 1 0.6520.8

Compressed air B15 0.42 0.5

Flywheels, steel 302 120 2402 950

Flywheels, advanced .200 . 100 B0.95

Electrochemical

Lead�acid 402 140 1002 900 0.72 0.8

Nickel�cadmium B350 B350 varying

Lithium ion (other advanced batteries) 700 (.400) 1400 (.300) 0.7 (. 0.8)

Superconducting B100 B0.85

TABLE 5.5 Energy density by weight and volume for various storage forms, based on measured data or

expectations for practical applications. For the storage forms aimed at storing and regenerating high-quality

energy (electricity), cycle efficiencies are also indicated. Hydrogen gas density is quoted at ambient pressure

and temperature. For compressed air energy storage, both electricity and heat inputs are included on equal

terms in estimating the cycle efficiency. (Compiled with use of Jensen and Sørensen, 1984.)
aOven-dry wood may reach values up to 20 000 kJ kg21.
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energy converters), provided that all the power plants are connected by a common

grid, and provided that transmission capacity is sufficient to accommodate the extra

burden of load-leveling storage operation of the system. The storage function in a

system of this kind is primarily obtained by displacement of load. This means that

the hydropower units are serving as backup for the non-hydro generators by provid-

ing power when non-hydropower production falls short of load. The small start-up

time for hydro turbines (1/22 3 min) makes this mode of operation convenient.

When there is surplus power generation from the non-hydro units, then the hydro

generation is decreased, and non-hydro-produced power is transmitted to the load

areas otherwise served by hydropower (Sørensen, 1981; Meibom et al., 1999). In

this way, there is no need to pump water up into the hydro reservoirs, as long as the

non-hydropower generation stays below the combined load of hydro and non-hydro

load areas. To fulfill this condition, the relative sizes of the different types of gener-

ating units must be chosen carefully.

When the surplus energy to be stored exceeds the amounts that can be handled

in the displacement mode described above, then upward pumping of water into the

hydro reservoirs may be considered. It is accomplished by use of two-way turbines,

so that the energy can be stored and recovered by the same installation.

Alternatively, pumped storage may utilize natural or artificially constructed reser-

voirs not associated with any exploitable hydropower.

Figure 5.14 shows an example of the layout of a pumped storage facility.

Installations where reservoirs are not part of a hydro flow system are typically

intended for short-term storage. They may be used for load-leveling purposes, pro-

viding a few hours of peak load electric power per day, based on nighttime pump-

ing. In terms of average load covered, the storage capacities of these installations

are below 24 h. On the other hand, some of the natural reservoirs associated with

hydro schemes have storage capacities corresponding to one or more years of aver-

age load (e.g., the Norwegian hydro system; cf. Sørensen, 1981; Meibom et al.,

1999). Pumping schemes for such reservoirs could serve for long-term storage of

energy.

If no natural elevated reservoirs are present, pumped storage schemes may be

based on underground lower reservoirs and surface-level upper reservoirs. The

upper reservoirs may be lakes or oceans. The lower ones should be excavated or

should make use of natural cavities in the underground. If excavation is necessary,

a network of horizontal mine shafts, such as the one illustrated in Fig. 5.15, may be

employed in order to maintain structural stability against collapse (Blomquist et al.,

1979; Hambraeus, 1975).

The choice of equipment is determined primarily by the size of head, that is, the

vertical drop available between the upper and the lower reservoir. Figure 4.37

shows in a schematic form the three most common types of hydro turbines. The

Kaplan turbine (called a Nagler turbine if the position of the rotor blades cannot be

varied) is most suited for low heads, down to a few meters. Its rotor has the shape

of a propeller, and the efficiency of converting gravitational energy into shaft power

is high (over 0.9) for the design water velocity, but lower for other water speeds.

The efficiency drop away from the design water velocity is rapid for the Nagler
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turbine, less so for the Kaplan version. These turbines are inefficient for upward

pumping, although they can be made to accept water flow from either side (André,

1976). A displacement pump may be used in a “tandem arrangement” (i.e., separate

turbine and pump). The electric generator is easily made reversible, so that it may

serve either as generator or as motor.
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Plug

Lower reservoir

Penstock
shaft

Intermediate
reservoir

Power
station

Power station

Plug

Ventilation shaft

Access, ventilation,
and cable shaft

Service building

Ground level

Intake

Upper reservoir

Intermediate
reservoir

overflow and
ventilation

shaft

Figure 5.15 Schematic layout of underground pumped hydro storage system.

From Blomquist et al. (1979). Reprinted with permission from the Proceedings of the 14th

Intersociety Energy Conversion Engineering Conference. Copyright 1979 American

Chemical Society.
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Figure 5.14 Layout of pumped hydro storage system at Cruachan in Scotland.
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For larger heads, the Francis and Pelton turbines may be used. Francis turbines

have a set of fixed guiding blades leading the water onto the rotating blades (the

runner) at optimum incident angle. It can be used with water heads up to about

600 m in the simple version illustrated in Fig. 4.37b, but multistage versions have

been considered, guiding the water through a number of runners (five for an actual

French installation; cf. Blomquist et al., 1979). In this way, heads above 1000 m

can be accepted, and the arrangement may be completely reversible, with very

modest losses. For either pumping or generating, the turbine efficiency at design

water flow may be over 0.95, but for decreasing flow the efficiency drops. Typical

overall efficiencies of the storage cycle (pumping water up by use of surplus elec-

tric power, regenerating electric power based on downward flow through turbines)

are around 0.8 for existing one-stage Francis turbine installations. Shifting from

pumping to generating takes about 1 min (Hambraeus, 1975). The total cycle effi-

ciency of the multistage Francis turbines for heads of 1000�1500 m is about 0.7

(Blomquist et al., 1979).

If the head is larger than the limit for single-stage, reversible Francis turbines, an

alternative to the multistage Francis turbines is offered by tandem units consisting

of separate impulse turbines and pumps. The pump units for pumping upward over

height differences exceeding 1000 m are usually multistage pumps (six stages for

an actual installation in Italy), with efficiency over 0.9 being achieved. The impulse

turbine part is of Pelton type (see Fig. 4.37a), consisting of a bucket-wheel being

driven by the impulse of one or more water jets created by passing the water

through nozzles. The power for this process is the pressure force created by the col-

umn of water, from the turbine placed at the lower reservoir level to the upper res-

ervoir level. The pressure energy can be converted partially or fully into linear

kinetic energy according to the requirements of the different turbine types,

mgΔz5W
pot
initial 5m01=2u2 1 ðm� m0ÞPρ21 5Wkin 1H:

Here the initial potential energy associated with the head Δz is transformed into

a kinetic energy part associated with partial mass m0 moving with velocity u and a

pressure energy part with the enthalpy H given by the pressure P over the density

of water ρ, times the remaining mass m�m0. The conversion efficiency of Pelton

turbines is about 0.9 over a wide range of power levels, and the tandem arrange-

ment of separate turbine and pump (but with generator/motor, turbine, and pump all

mounted on a common shaft) allows quick shifts between generating and pumping

or vice versa.

The losses in conversion are associated in part with “leakage”, that is, with water

that passes around the turbine without contributing to power, and in part with

energy dissipation in the form of heat, for example, due to friction (cf. Angrist,

1976). Further losses are associated with evaporation of water, especially from

solar-exposed upper reservoirs.

Excavation for underground storage limits the application to short-term storage

(up to about 24 h of average load) because the cost scales approximately linearly

with storage capacity. For large natural reservoirs, seasonal energy storage can be
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considered, since the cost has a large component determined by the maximum load

requirement and therefore becomes fairly independent of storage capacity beyond a

certain point, as long as the reservoir is available.

5.5.1 Flywheels

Mechanical energy may be stored in the form of rotational motion under conditions

of low frictional losses. A flywheel is such a rotating structure, capable of receiving

and delivering power through its shaft of rotation. Friction is diminished by use of

high-performance bearings, and the entire rotating structure may be enclosed in a

space with partial vacuum or filled with an inert gas.

The amount of energy stored in a body of mass distribution ρ (x) rotating about

a fixed axis with angular velocity ω is

W 5 1=2Iω2; (5.16)

with the moment of inertia I given by

I5

ð
ρðxÞr2dx:

It appears from these expressions that high angular velocity and a majority of

the mass situated at a large distance r from the axis of rotation would lead to high

amounts of energy stored. The relevant question to ask, however, is how to obtain

the highest energy density, given material of a certain strength.

The strength of materials is quantified as the tensile strength, defined as the

highest stress not leading to a permanent deformation or breaking of the material. If

the material is inhomogeneous, the breaking stresses, and hence the tensile

strengths, are different in different directions. For fibrous materials, there are char-

acteristic tensile strengths in the direction of the fibers and perpendicular to the

direction of the fibers, the former in some cases being orders of magnitude larger

than the latter.

The components in x-, y-, and z-directions of the force per unit volume, f, are
related to the stress tensor τij by

fi 5
X
j

@tij=@xj; (5.17)

and the tensile strength σI in a direction specified by i is

σI 5max
X
j

τijnj

 !
; (5.18)
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where n is a unit vector normal to the “cut” in the material (see Fig. 5.16) and the

maximum sustainable stress in the direction i is to be found by varying the direction

of n, that is, varying the angle of slicing. In other words, the angle of the cut is var-

ied until the stress in the direction i is maximum, and the highest value of this max-

imum stress not leading to irreversible damage defines the tensile strength. If the

material is isotropic, the tensile strength is independent of direction and may be

denoted σ.
Consider now a flywheel like the one illustrated in Fig. 5.17, rotating with angu-

lar velocity ω about a fixed axis. The mass distribution is symmetric around the

axis of rotation, that is, invariant with respect to rotations through any angle θ about

the rotational axis. It is further assumed that the material is homogeneous, so that

the mass distribution is fully determined by the mass density ρ and the variation of

disk width b(r) as a function of radial distance r from the axis, for a shape symmet-

ric about the midway plane normal to the axis of rotation.

f

n

Figure 5.16 Definition of internal stress force (Jensen and Sørensen, 1984).

τr(r + dr)

τr(r)

τt

τt

dr

b(r)

r

θ

Figure 5.17 Co-ordinates and other quantities used in the description of flywheels. The

lower part of the figure illustrates the half-torus shape, confined between radii r and r1 dr,

used in the evaluation of stresses in the direction perpendicular to the cut (Jensen and

Sørensen, 1984).
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The internal stress forces (5.17) plus any external forces fext determine the accel-

eration of a small volume of the flywheel situated at the position x:

ρ
d2xi

dt2
5 fext;i 1

X
j

@τij
τxj

; (5.19)

which is the Newtonian equation of motion. Integrated over some volume V, the

force becomes

Fi 5

ð
V

fext;idx1

ð
V

X
j

@τij
@xj

dx5Fext;i 1

ð
V

X
j

τijnjda; (5.20)

where in the last line the volume integral over V has been transformed into a sur-

face integral over the surface A enclosing the volume V, with n being a unit vector

normal to the surface.

5.5.2 The constant-stress disk

For uniform rotation with constant angular velocity ω, the acceleration on the left-

hand side of (5.19) is radial and given by rω2 at the distance r from the axis.

Disregarding gravitational forces, the centrifugal force alone must be balanced by

the internal stresses, and one may proceed to find the conditions under which all

parts of the material experience the same stress τ. If τ equals the tensile strength σ
or a specified fraction of it (in order to have a safety margin, as one always would

in practice), then the material is utilized optimally, and the energy stored is the

maximum that can be achieved using the given material properties.

Taking the volume V as that enclosed between the radius r and r1 dr and

between the center angle θ5�x/2 and θ5 x/2, with the full widths being b(r) and

b(r 1 dr), the balance between the centrifugal force and the internal stresses is

obtained from (5.19) and (5.20),

2ρrw2bðrÞrdr5 2τððr1 drÞbðr1 drÞ � rbðrÞ � bðrÞdrÞ: (5.21)

The factors 2 come from the angular integrals over cos θ. The first two terms on

the right-hand side of (5.21) are derived from the radial stresses, while the last term

represents the tangential stresses on the cuts halving the torus shape considered (cf.

Fig. 5.16). To first order in dr, (5.21) may be rewritten as

ρr2ω2bðrÞ5 τrdbðrÞ=dr (5.22)

from which the disc thickness leading to constant stress is found as

bðrÞ5 b0expð2 1/2ρr2ω2=τÞ: (5.23)
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The optimal shape is seen to be an infinitely extending disc of exponentially

declining thickness.

5.5.3 Other flywheel shapes

The approach used above may be generalized. Instead of assuming constant stress,

the shape of the flywheel is assumed [i.e., b(r) is known, the material still being

homogeneous and the shape symmetrical around the axis of rotation as well as

upon reflection in the midway plane perpendicular to the axis].

Then the stresses will have to be calculated as a function of rotational speed ω.
Owing to the assumptions made, there are only two radially varying stress functions

to consider, the radial stress τr(r) and the tangential stress τt(r), both depending

only on the distance r from the axis of rotation. Stress components parallel to the

axis of rotation are considered absent. Considering again a half-torus shape (see

Fig. 5.17), the forces perpendicular to the cut plane may be written in a generaliza-

tion of (5.21):

2ρr2ω2bðrÞdr5 2ðτrðr1 drÞbðr1 drÞðr1 drÞ � rτrðrÞbðrÞÞ � τtðrÞbðrÞdr:
(5.24)

To first order in dr, this gives, after rearrangement,

τtðrÞ5 ρr2ω2 1 τrðrÞ1 dτtðrÞ=dr1 rτrðrÞdbðrÞ=ðbðrÞdrÞ: (5.25)

This equation relates radial and tangential stresses. In order to determine the

stresses, a second relation must be established. This is the relation between stresses

and strains, corresponding to Hooke’s law in the theory of elasticity. Introduce

deformation parameters εt and εr for tangential and radial stretching by the

relations

2πΔr5 2πεt; (5.26)

dðΔrÞ=dr5 εr 5 εt 1 rdεt=dr; (5.27)

where (5.26) gives the tangential elongation of the half-torus confined between r

and r 1 dr (see Fig. 5.17), and (5.27) gives the implied radial stretching. Then the

stress�strain relations may be written

εtðrÞ5 Y21ðτtðrÞ2μτrðrÞÞ; (5.28)

εrðrÞ5 Y21ðτrðrÞ2μτtðrÞÞ; (5.29)

where the strength of compression Y is called Young’s module and μ is Poisson’s

ratio, being the ratio between Y and the corresponding quantity Z measuring the
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strength of expansion in directions perpendicular to the compression (Shigley,

1972). Eliminating the deformations from (5.27)�(5.29), a new relation between

the stresses is obtained:

ð11μÞðτrðrÞ2 τtðrÞÞ5 rdτtðrÞ=dr2 rμdτrðrÞ=dr: (5.30)

Inserting (5.25) into (5.30), a second-order differential equation for the determi-

nation of τr(r) results. The solution depends on materials properties through ρ, Y,
and μ and on the state of rotation through ω. Once the radial stress is determined,

the tangential one can be evaluated from (5.25).

As an example, consider a plane disc of radius rmax, with a center hole of radius

rmin. In this case, the derivatives of b(r) vanish, and the solution to (5.30) and

(5.25) is

τrðrÞ 5 ð31μÞρω2ðr2min 1 r2max 2 r2min r
2
max=r

2 2 r2Þ=8
τtðrÞ 5 ð31μÞρω2ðr2min 1 r2max 1 r2min r

2
max=r

2 2 ð11 3μÞr2=ð31μÞÞ=8:
(5.31)

The radial stress rises from zero at the inner rim, reaches a maximum at r5
(rminrmax)

1/2, and then declines to zero again at the outer rim. The tangential stress

is maximal at the inner rim and declines outward. Its maximum value exceeds the

maximum value of the radial stress for most relevant values of the parameters (μ is

typically around 0.3).

Comparing (5.25) with (5.16) and the expression for I, it is seen that the energy

density W in (5.16) can be obtained by isolating the term proportional to ω2 in

(5.25), multiplying it by 1/2r, and integrating over r. The integral of the remaining

terms is over a stress component times a shape-dependent expression, and it is cus-

tomary to use an expression of the form

W=M5σKm=ρ; (5.32)

where M5
Ð
ρb(r)r dθ dr is the total flywheel mass and σ is the maximum stress

[cf. (5.18)]. Km is called the shape factor. It depends only on geometry, if all stres-

ses are equal, as in the constant-stress disc, but as the example of a flat disc has

indicated [see (5.31)], the material properties and the geometry cannot generally be

factorized. Still, the maximum stress occurring in the flywheel may be separated, as

in (5.32), in order to leave a dimensionless quantity Km to describe details of the

flywheel construction (also, the factor ρ has to be there to balance ρ in the mass M,

in order to make Km dimensionless). Expression (5.32) may now be read in the fol-

lowing way: given a maximum acceptable stress σ, there is a maximum energy stor-

age density given by (5.32). It does not depend on ω, and it is largest for light

materials and for large design stresses σ. The design stress is typically chosen as a

given fraction (safety factor) of the tensile strength. If the tensile strength itself is

used in (5.32), the physical upper limit for energy storage is obtained, and using
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(5.16), the expression gives the maximum value of ω for which the flywheel will

not fail by deforming permanently or by disintegrating.

5.5.4 Flywheel performance

Some examples of flywheel shapes and the corresponding calculated shape factors

Km are given in Table 5.6. The infinitely extending disc of constant stress has a the-

oretical shape factor of unity, but for a practical version with finite truncation, Km

of about 0.8 can be expected. A flat, solid disc has a shape factor of 0.6, but if a

hole is pierced in the middle, the value reduces to about 0.3. An infinitely thin rim

has a shape factor of 0.5 and a finite one, of about 0.4, and a radial rod or a circular

brush (cf. Fig. 5.18) has Km equal to one-third.

According to (5.32), the other factors determining the maximum energy density

are the maximum stress and the inverse density, in the case of a homogeneous

material. Table 5.7 gives tensile strengths and/or design stresses with a safety factor

included and gives densities for some materials contemplated for flywheel design.

For automotive purposes, the materials with the highest σ/ρ values may be con-

templated, although they are also generally the most expensive. For stationary

applications, weight and volume are less decisive, and low material cost becomes a

key factor. This is the reason for considering cellulosic materials (Hagen et al.,

1979). One example is plywood discs, where the disc is assembled from layers of

unidirectional plies, each with different orientation. Using (5.32) with the unidirec-

tional strengths, the shape factor should be reduced by a factor of almost 3. Another

example in this category is paper-roll flywheels, that is, hollow, cylindrically

wound shapes, for which the shape factor is Km5 (11 (rmin/rmax)
2)/4 (Hagen et al.,

1979). The specific energy density would be about 15 kJ kg21 for the plywood con-

struction and 27 kJ kg21 for “super-paper” hollow torus shapes.

Unidirectional materials may be used in configurations like the flywheel illus-

trated in Fig. 5.18b, where tangential (or “hoop”) stresses are absent. Volume effi-

ciency is low (Rabenhorst, 1976). Generally, flywheels made from filament have an

advantage in terms of high safety, because disintegration into a large number of

individual threads makes a failure easily contained. Solid flywheels may fail by

Shape Km

Constant-stress disc 1

Flat, solid disc (μ5 0.3) 0.606

Flat disc with center hole B0.3

Thin rim 0.5

Radial rod 1/3

Circular brush 1/3

TABLE 5.6 Flywheel shape factors
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expelling large fragments, and for safety, such flywheels are not proper in vehicles,

but may be placed underground for stationary uses.

Approximately constant-stress shapes (cf. Fig. 5.18a) are not as volume efficient

as flat discs. Therefore, composite flywheels of the kind shown in Fig. 5.18c have

been contemplated (Post and Post, 1973). Concentric flat rings (e.g., made of

Kevlar) are separated by elastomers that can eliminate breaking stresses when the

rotation creates differential expansion of adjacent rings. Each ring must be made of

a different material in order to keep the variations in stress within a small interval.

The stress distribution inside each ring can be derived from the expressions in

Material Density

(kg m23)

Tensile Strength

(106 N m22)

Design Stress

(106 N m22)

Birch plywood 700 125 30

“Super-paper” 1100 335

Aluminum alloy 2700 500

Mild steel 7800 300

Maraging steel 8000 2700 900

Titanium alloy 4500 650

Carbon fiber (40% epoxy) 1550 1500 750

E-glass fiber (40% epoxy) 1900 1100 250

S-glass fiber (40% epoxy) 1900 1750 350

Kevlar fiber (40% epoxy) 1400 1800 1000

TABLE 5.7 Properties of materials considered for flywheels (Davidson et al., 1980; Hagen et al., 1979)

(a) (b) (c)

Figure 5.18 ( a,b,c) Different flywheel concepts. The upper row gives side views, and the

lower row gives top views.
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(5.31), assuming that the elastomers fully take care of any interaction between

rings. Alternatively, the elastomers can be treated as additional rings, and the proper

boundary conditions can be applied (see, for example, Toland, 1975).

Flywheels of the types described above may attain energy densities of up to

200 kJ kg21. The problem is to protect this energy against frictional losses. Rotational

speeds would typically be 3�5 revolutions per second. The commonly chosen solu-

tion is to operate the flywheel in near vacuum and to avoid any kind of mechanical

bearings. Magnetic suspension has recently become feasible for units of up to about

200 t, using permanent magnets made from rare-earth cobalt compounds and electro-

magnetic stabilizers (Millner, 1979). In order to achieve power input and output, a

motor generator is inserted between the magnetic bearing suspension and the flywheel

rotor. If the motor is placed inside the vacuum, a brushless type is preferable.

For stationary applications, the weight limitations may be circumvented. The fly-

wheel could consist of a horizontally rotating rim wheel of large dimensions and

weight, supported by rollers along the rim or by magnetic suspension (Russell and

Chew, 1981; Schlieben, 1975). Energy densities of about 3000 kJ kg21 could, in

principle, be achieved by using fused silica composites (cf. fibers of Table 5.7).

The installations would then be placed underground in order to allow reduced safety

margins. Unit sizes could be up to 105 kg.

5.5.5 Compressed gas storage

Gases tend to be much more compressible than solids or fluids, and investigations

of energy storage applications of elastic energy on a larger scale have therefore con-

centrated on the use of gaseous storage media.

Storage on a smaller scale may make use of steel containers, such as the ones

common for the compressed air used in mobile construction work. In this case, the

volume is fixed and the amount of energy stored in the volume is determined by

the temperature and the pressure. If air is treated as an ideal gas, the (thermody-

namic) pressure P and temperature T are related by the equation of state

PV 5 νRT ; (5.33)

where V is the volume occupied by the air, ν is the number of moles in the volume,

and R5 8.315 J K21 mol21. The pressure P corresponds to the stress in the direction

of compression for an elastic cube, except that the sign is reversed (in general, the

stress equals �P plus viscosity-dependent terms). The container may be thought of

as a cylinder with a piston enclosing a given number of moles of gas, say, air. The

compressed air is formed by compressing the enclosed air from standard pressure at

the temperature of the surroundings, that is, increasing the force fx applied to the pis-

ton, while the volume decreases from V0 to V. The amount of energy stored is

W 5A

ðx
x0

fxdx52

ðV
V0

PdV ; (5.34)
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where A is the cylinder cross-sectional area, x and x0 are the piston positions corre-

sponding to V and V0, and P is the pressure of the enclosed air.

For large-scale storage applications, underground cavities have been considered.

The three possibilities investigated until now are salt domes, cavities in solid rock

formations, and aquifers.

Cavities in salt deposits may be formed by flushing water through the salt. The

process has, in practical cases, been extended over a few years, in which case the

energy spent (and cost) has been very low (Weber, 1975). Salt domes are salt

deposits extruding upward toward the surface, therefore allowing cavities to be

formed at modest depths.

Rock cavities may be either natural or excavated, and the walls are properly

sealed to ensure air-tightness. If excavated, they are much more expensive to make

than salt caverns.

Aquifers are layers of high permeability, permitting underground water flows

along the layer. In order to confine the water stream to the aquifer, there have to be

encapsulating layers of little or no permeability above and below the water-carrying

layer. Aquifers usually do not stay at a fixed depth, and thus, they can have slightly

elevated regions where a certain amount of air can become trapped without imped-

ing the flow of water. This possibility for air storage (under the elevated pressure

corresponding to the depth involved) is illustrated in Fig. 5.19c.

Figure 5.19 illustrates the forms of underground air storage mentioned: salt,

rock, and aquifer storage. In all cases, site selection and preparation are a fairly

delicate process. Although the general geology of the area considered is known,

the detailed properties of the cavity will not become fully known until the installa-

tion is complete. The ability of the salt cavern to keep an elevated pressure may

Cavity

Cavity or
fractured layer

Water

Permeable
layer

Wells

Impermeable
layer

(“caprock”)

(a) (b) (c)

Salt

Surface

Figure 5.19 Types of underground compressed air storage: (a) storage in salt cavity, (b)

rock storage with compensating surface reservoir, and (c) aquifer storage.
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not live up to expectations based on sample analysis and pressure tests at partial

excavation. The stability of a natural rock cave, or of a fractured zone created by

explosion or hydraulic methods, is also uncertain until actual full-scale pressure

tests have been conducted. For aquifers, decisive measurements of permeability

can be made at only a finite number of places, so surprises are possible due to

rapid permeability change over small distances of displacement (cf. Adolfson

et al., 1979).

The stability of a given cavern is influenced by two design features that opera-

tion of the compressed air storage system will entail: notably temperature and pres-

sure variations. It is possible to keep the cavern wall temperature nearly constant,

either by cooling the compressed air before letting it down into the cavern or by

performing the compression so slowly that the temperature rises only to the level

prevailing on the cavern walls. The latter possibility (isothermal compression) is

impractical for most applications, because excess power must be converted at the

rate at which it is produced. Most systems, therefore, include one or more cooling

steps. With respect to the problem of pressure variations, when different amounts of

energy are stored, the solution may be to store the compressed air at constant pres-

sure but variable volume. In this case, either the storage volume itself should be

variable, as it is with aquifer storage (when variable amounts of water are dis-

placed), or the underground cavern should be connected to an open reservoir

(Fig. 5.19b), so that a variable water column may respond to the variable amounts

of air stored at the constant equilibrium pressure prevailing at the depth of the cav-

ern. This kind of compressed energy storage system may alternatively be viewed as

a pumped hydro storage system, with extraction taking place through air-driven tur-

bines rather than through water-driven turbines.

5.5.6 Adiabatic storage

Consider now the operation of a variable-pressure system. The compression of

ambient air takes place approximately as an adiabatic process, that is, without heat

exchange with the surroundings. If γ denotes the ratio between the partial deriva-

tives of pressure with respect to volume at constant entropy and at constant

temperature,

ð@P=@VÞs 5 γð@P=@VÞT ; (5.35)

and the ideal gas law (5.33) gives (@ P/@ V)T5� P/V, so that for constant γ,

PVγ 5P0V
γ
0 : (5.36)

The constant on the right-hand side is here expressed in terms of the pressure P0

and volume V0 at a given time. For air at ambient pressure and temperature,

γ5 1.40. The value decreases with increasing temperature and increases with

increasing pressure, so (5.36) is not entirely valid for air. However, in the
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temperature and pressure intervals relevant for practical application of compressed

air storage, the value of γ varies less than 6 10% from its average value.

Inserting (5.36) into (5.34), we get the amount of energy stored,

W 52

ðV
V0

P0

V0

V

� �γ

dV 5
P0V0

γ2 1

V0

V

� �γ21

2 1

 !
; (5.37)

or, alternatively,

W 5
P0V0

γ2 1

P

P0

� �ðγ21Þ=γ
2 1

 !
: (5.38)

More precisely, this is the work required for the adiabatic compression of the ini-

tial volume of air. This process heats the air from its initial temperature T0 to a tem-

perature T, which can be found by rewriting (5.33) in the form

T=T0 5PV=ðP0V0Þ

and combining it with the adiabatic condition (5.36),

T0 5 T0ðP=P0Þðγ21Þ=γ: (5.39)

Since desirable pressure ratios in practical applications may be up to about

P/P05 70, maximum temperatures exceeding 1000 K can be expected. Such tempera-

ture changes would be unacceptable for most types of cavities considered, and the air

is therefore cooled before transmission to the cavity. Surrounding temperatures for

underground storage are typically about 300 K for salt domes and somewhat higher

for storage in deeper geological formations. With this temperature denoted as Ts, the

heat removed if the air is cooled to Ts at constant pressure amounts to

H5 cPðT 2 TsÞ; (5.40)

where cP is the heat capacity at constant pressure. Ideally, the heat removed would

be kept in a well-insulated thermal energy store, so that it can be used to reheat the

air when it is taken up from the cavity to perform work by expansion in a turbine,

with the associated pressure drop back to ambient pressure P0. Viewed as a thermo-

dynamic process in a temperature�entropy (T, S)-diagram, the storage and retrieval

processes in the ideal case are as shown in Fig. 5.20. The process leads back to its

point of departure, indicating that the storage cycle is loss-free under the idealized

conditions assumed so far.

In practice, the compressor has a loss (of maybe 5%�10%), meaning that not all

the energy input (electricity, mechanical energy) is used to perform compression

work on the air. Some is lost as friction heat, and so on. Furthermore, not all the

heat removed by the cooling process can be delivered to reheat the air. Heat
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exchangers have finite temperature gradients, and there may be losses from the

thermal energy store during the time interval between cooling and reheating.

Finally, the exhaust air from actual turbines has temperatures and pressures above

ambient. Typical loss fractions in the turbine may be around 20% of the energy

input, at the pressure considered above (70 times ambient) (Davidson et al., 1980).

If less than 10% thermal losses could be achieved, the overall storage cycle effi-

ciency would be about 65%.

The real process may proceed as shown in Fig. 5.21, as function of temperature

and entropy changes. The compressor loss in the initial process 1-2 modifies the

vertical line to include an entropy increase. Furthermore, compression has been

divided into two steps (1-2 and 3-4) in order to reduce the maximum temperatures.

Correspondingly, there are two cooling steps (2-3 and 4-5), followed by a slight

final cooling performed by the cavity surroundings (5-6). The work-retrieval pro-

cess involves, in this case, a single step 6-7 of reheating by use of heat stored from

the cooling processes (in some cases, more than one reheating step is employed).

Finally, 7-8 is the turbine stage, which leaves the cycle open by not having the air

reach the initial temperature (and pressure) before it leaves the turbine and mixes

into the ambient atmosphere. In addition, this expansion step shows deviations from

adiabaticity, seen in Fig. 5.21 as an entropy increase.

There are currently only a few utility-integrated installations. The earliest full-

scale compressed storage facility has operated since 1978 at Huntorf, Germany. It

is rated at 290 MW and has about 33 105 m3 storage volume (Lehmann, 1981). It

does not have any heat recuperation, but it has two fuel-based turbine stages, imply-

ing that the final expansion takes place from a temperature higher than any of those

involved in the compression stages (and also at higher pressure). This is indicated
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Figure 5.20 Idealized operation of adiabatic compressed air storage system. The charging

steps are: l-2 adiabatic compression, and 2-3 isobaric cooling to cavern temperature. The

unloading steps are: 3-4 isobaric heating, and 4-5 adiabatic expansion through turbine. The

diagram follows a given amount of air, whereas an eventual thermal energy store is external

to the “system” considered. T0 is surface ambient temperature, T1 is temperature after

compression, and Ts is the cavern temperature.
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in Fig. 5.21 as 7-9-10-11-12, where steps 7-9 and 10-11 represent additional heating

based on fuel, while steps 9-10 and 11-12 indicate expansion through turbines. If

heat recuperation is added, as it is in the 110 MW plant operated by the Alabama

Electric Corp. (USA) since 1991, point 7 moves upward toward point 9, and point 8

moves in the direction of 12, altogether representing an increased turbine output

(Linden, 2003).

The efficiency calculation is changed in the case of additional fuel combustion.

The additional heat input may be described by (5.40) with appropriate temperatures

substituted, and the primary enthalpy input H0 is obtained by dividing H by the

fuel-to-heat conversion efficiency. In the case of a finite compressor efficiency ηc,
the input work Win to the compressor changes from (5.38) to

Win 5
P0V0

γ2 1

P

P0

� �ðγ21Þ=ðγηcÞ
2 1

 !
: (5.41)

The work delivered by the turbine receiving air of pressure P1 and volume V1,

and exhausting it at P2 and V2, with a finite turbine efficiency ηt, is

Wout 5
P1V1

γ2 1
12

P2

P1

� �ηtðγ21Þ=γ !
; (5.42)
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Figure 5.21 Operation of compressed air storage systems with finite losses. The solid path

corresponds to a scheme with two compression and two cooling stages, temperature

adjustment of the stored air, reheating, and a single turbine stage, with reject air sent into the

atmosphere (open cycle 1-8). Alternatively, the path from step 7 to step 12 exhibits two

heating and expansion steps, corresponding to the operating plant at Huntorf, Germany. See

text for further details.

617Energy transmission and storage



which, except for the appearance of ηt, is just (5.38) rewritten for the appropriate

pressures and volume.

When there is only a single compressor and a single turbine stage, the overall

cycle efficiency is given by

η5Wout=ðWin 1H0Þ: (5.43)

For the Huntorf compressed air storage installation, η is 0.41. Of course, if the

work input to the compressor is derived from fuel (directly or through electricity),

Win may be replaced by the fuel input W0 and a fuel efficiency defined as

ηfuel 5Wout=ðW0 1H0Þ: (5.44)

If Win/W0 is taken as 0.36, ηfuel for the example becomes 0.25, which is 71% of

the conversion efficiency for electric power production without going through the

store. The German installation is used for providing peak power on weekdays, and

is charged during nights and weekends.

Figure 5.22 shows the physical layout of the German plant, and Fig. 5.23 shows

the layout of a more advanced installation with no fuel input, corresponding to the

two paths illustrated in Fig. 5.21.

5.5.7 Aquifer storage

The aquifer storage system shown in Fig. 5.19c would have an approximately con-

stant working pressure, corresponding to the average hydraulic pressure at the depth

of the air-filled part of the aquifer. According to (5.34), the stored energy in this

case simply equals the pressure P times the volume of air displacing water in the

aquifer. This volume equals the physical volume V times the porosity p, that is, the

fractional void volume accessible to intruding air (there may be additional voids

that the incoming air cannot reach), so the energy stored may be written

W 5 pVP: (5.45)

Typical values are p5 0.2 and P around 63 106 N m22 at depths of about

600 m, with useful volumes of 109 to 1010 m3 for each site. Several such sites have

been investigated for the possible storage of natural gas.

An important feature of an energy storage aquifer is the time required for charg-

ing and emptying. This time is determined by the permeability of the aquifer. The

permeability is basically the proportionality factor between the flow velocity of a

fluid or gas through the sediment and the pressure gradient causing the flow. The

linear relationship assumed may be written

ν52KðηρÞ21@P=@S; (5.46)
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Figure 5.23 Layout of an advanced compressed air storage facility, with heat recuperation
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Figure 5.22 Layout of the Huntorf compressed air storage facility. Compressors are denoted
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repectively.
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where ν is the flow velocity, η is the viscosity of the fluid or gas, ρ is its density, P

is the pressure, and s is the path-length in the downward direction. K is the perme-

ability, being defined by (5.46). In metric (SI) units, the unit of permeability is m2.

The unit of viscosity is m2 s21. Another commonly used unit of permeability is the

darcy. One darcy equals 1.0133 1012 m2. If filling and emptying of the aquifer

storage are to take place in a matter of hours, rather than days, permeability has to

exceed 1011 m2. Sediments, such as sandstone, have permeabilities ranging from

1010 to 33 1012 m2, often with considerable variation over short distances.

In actual installations, losses occur. The cap-rock bordering the aquifer region

may not have negligible permeability, implying a possible leakage loss. Friction in

the pipes leading to and from the aquifer may cause a loss of pressure, as may

losses in the compressor and turbine. Typically, losses of about 15% are expected

in addition to those of the power machinery. Large aquifer stores for natural gas are

in operation: the store at Stenlille, Denmark has 109 m3 total volume, from which

3.53 108 m3 of gas can be extracted at the employed pressure of 17 MPa (DONG,

2003). The same gas utility company built an excavated salt dome gas storage at

Lille Thorup that has a slightly smaller volume but allows 4.23 108 m3 of gas to be

extracted at 23 MPa.

5.5.7.1 Hydrogen storage

Hydrogen can be stored like other gases, compressed in suitable containers capable

of managing the high diffusivity of hydrogen, as well as sustaining the pressures

required to bring the energy density up to useful levels. However, the low energy

density of gaseous hydrogen has brought alternative storage forms into the focus of

investigation, such as liquid hydrogen and hydrogen trapped inside metal hydride

structures or inside carbon-based or other types of nanotubes (cf. Sørensen, 2012).

Hydrogen is an energy carrier, not a primary energy form. The storage cycle

therefore involves both the production of hydrogen from primary energy sources

and the retrieval of the energy form demanded by a second conversion process.

5.5.8 Hydrogen production

Conventional hydrogen production is by catalytic steam-reforming of methane (nat-

ural gas) or gasoline with water vapor. The process, which typically takes place at

850�C and 2.53 106 Pa, is

CnHm 1 nH2O ! nCO1 ðn1m=2ÞH2; (5.47)

followed by the catalytic shift reaction

CO1H2O ! CO2 1H2: (5.48)

Finally, CO2 is removed by absorption or membrane separation. The heat pro-

duced by (5.48) often cannot be directly used for (5.47). For heavy hydrocarbons,
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including coal dust, a partial oxidation process is currently in use (Zittel and

Wurster, 1996). An emerging technology is high-temperature plasma-arc gasifica-

tion, and a pilot plant based on this technology operates on natural gas at 1600�C in

Norway (at Kvaerner Engineering). The advantage of this process is the pureness of

the resulting products (in energy terms, 48% hydrogen, 40% carbon, and 10% water

vapor) and therefore low environmental impact. Since all the three main products

are useful energy carriers, the conversion efficiency may be said to be 98% minus

the energy needed for the process.

However, conversion of natural gas to carbon is not normally desirable, and the

steam can be used only locally, so 48% efficiency is more meaningful.

Production of hydrogen from biomass may be achieved by biological fermenta-

tion or by high-temperature gasification similar to that used for coal. These pro-

cesses are described in more detail in section 4.6.2. Production of hydrogen from

(wind- or solar-produced) electricity may be achieved by conventional electrolysis

(demonstrated by Faraday in 1820 and widely used since about 1890) or by revers-

ible fuel cells, with current efficiencies of about 70% and over 90%, respectively.

Electrolysis conventionally uses an aqueous alkaline electrolyte, with the anode

and cathode areas separated by a microporous diaphragm (replacing earlier asbestos

diaphragms), so that

H2O ! H2 1 1=2O2; (5.49)

ΔH5ΔG1 TΔS: (5.50)

At 25�C, the change in free energy, ΔG, is 236 kJ mol21, and electrolysis would

require a minimum amount of electric energy of 236 kJ mol21, while the difference

between enthalpy and free energy changes, ΔH2 ΔG, in theory could be heat from

the surroundings. The energy content of hydrogen (equal to ΔH) is 242 kJ mol21

(lower heating value), so T ΔS could exceed 100%. However, if heat is added at

25�C, the process is exceedingly slow. Temperatures used in actual installations are

so high that the heat balance is positive and cooling has to be applied. This is largely

a consequence of electrode overvoltage, mainly stemming from polarization effects.

The cell potential V for water electrolysis may be expressed by

V 5Vr 1Va 1Vc 1Rj; (5.51)

where Vr is the reversible cell potential. The overvoltage has been divided into the

anodic and cathodic parts Va and Vc. The current is j, and R is the internal resistance

of the cell. The last three terms in (5.51) represent the electrical losses, and the volt-

age efficiency ηV of an electrolyzer operating at a current j is given by

ηV 5Vr=V ; (5.52)

while the thermal efficiency is

ηt 5ΔH=ΔG5 jΔH=ðnℱVÞj; (5.53)
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with the Faraday constant being ℱ5 96 493 coulombs mol21, and n being the num-

ber of moles transferred in the course of the overall electrochemical reaction to

which ΔG relates.

Efforts are being made to increase the efficiency above the current 50% to 80%

(for small to large electrolyzers) by increasing the operating temperature and opti-

mizing electrode materials and cell design; in that case, the additional costs should

be less than for the emerging solid-state electrolyzers, which are essentially fuel

cells operated in reverse, i.e., using electric power to produce hydrogen and oxygen

from water in an arrangement and with reaction schemes formally the same as those

of the fuel cells described in section 4.5. If the same fuel cell allows operation in

both directions, it is called a reversible fuel cell.

A third route contemplated for hydrogen production from water is thermal

decomposition of water. Because direct thermal decomposition of water molecules

requires temperatures exceeding 3000 K, which is not possible with presently avail-

able materials, attempts have been made to achieve decomposition below 800�C by

an indirect route using cyclic chemical processes. Such thermochemical or water-

splitting cycles were originally designed to reduce the required temperature to the

low values attained in nuclear reactors, but could, of course, be used with other

technologies generating heat at around 400�C. An example of the processes studied

(Marchetti, 1973) is the three-stage reaction

6FeCl2 1 8H2O ! 2Fe3O4 1 12HCl1 2H2ð850�CÞ
2Fe3O4 1 3Cl2 1 12HCl ! 6FeCl3 1 6H2O1O2ð200�CÞ
6FeCl3 ! 6FeCl2 1 3Cl2ð420�CÞ:

The first reaction still requires a high temperature, implying a need for energy to

be supplied, in addition to the problem of the corrosive substances involved.

Researchers are still a long way from creating a practical technology.

The process of water photodissociation is described in section 3.5.1. There have

been several attempts to imitate the natural photosynthetic process, using semicon-

ductor materials and membranes to separate the hydrogen and oxygen formed by

application of light (Calvin, 1974; Wrighton et al., 1977). So far, no viable reaction

scheme has been found, either for artificial photodissociation or for hybrid pro-

cesses using heat and chemical reactions in side processes (Hagenmuller, 1977).

Processing of the hydrogen produced involves removal of dust and sulfur, as

well as other impurities, depending on the source material (e.g., CO2 if biogas is

the source).

5.5.9 Hydrogen storage forms

The storage forms relevant for hydrogen are connected with its physical properties,

such as the energy density shown in Table 5.5 for hydrogen in various forms.

Combustion and safety-related properties are shown in Table 5.8 and are compared

with those of methane, propane, and gasoline. Hydrogen’s high diffusivity has
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implications for container structure, and hydrogen has a large range of flammabil-

ity/explosivity to consider in all applications.

5.5.9.1 Compressed storage in gaseous form

The low volume density of hydrogen at ambient pressure (Table 5.5) makes com-

pression necessary for energy storage applications. Commercial hydrogen contain-

ers presently use pressures of 20�303 106 Pa, with corresponding energy densities

of 19002 27003 106 J m23, which is still less than 10% of that of oil. Research is

in progress for increasing pressures to about 70 MPa, using high-strength composite

materials such as Kevlar fibers. Inside liners of carbon fibers (earlier, glass/alumi-

num was used) are required to reduce permeability. Compression energy require-

ments influence storage-cycle efficiencies and involve long transfer times. The

work required for isothermal compression from pressure p1 to p2 is of the form

W 5AT logðp2=p1Þ;

where A is the hydrogen gas constant 4124 J K21 kg21 times an empirical,

pressure-dependent correction (Zittel and Wurster, 1996). To achieve compression,

a motor rated at Bm must be used, where m is the maximum power throughput and

B, depending on engine efficiency, is around 2.

5.5.9.2 Liquid hydrogen stores

Because the liquefaction temperature of hydrogen is 20 K (2253�C), the infrastruc-

ture and energy requirements for liquefaction are substantial (containers and trans-

fer pipes must be superinsulated). On the other hand, transfer times are low

(currently 3 min to charge a passenger car). The energy density is still 4�5 times

lower than for conventional fuels (see Table 5.5). The liquefaction process requires

Property Unit Hydrogen Methane Propane Gasoline

Minimum energy for
ignition

1023 J 0.02 0.29 0.24

Flame temperature �C 2045 1875 2200

Auto-ignition temperature in air �C 585 540 510 2302 500

Maximum flame velocity m s21 3.46 0.43 0.47

Range of flammability
in air

vol.% 42 75 5215 2.52 9.3 1.02 7.6

Range of explosivity in air vol.% 13265 6.32 13.5 1.12 3.3

Diffusion coefficient in air 1024 m2 s21 0.61 0.16 0.05

TABLE 5.8 Safety-related properties of hydrogen and other fuels (with use of Zittel and Wurster, 1996)
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very clean hydrogen, as well as several cycles of compression, liquid nitrogen cool-

ing, and expansion.

5.5.9.3 Metal hydride storage

Hydrogen diffused into appropriate metal alloys can achieve storage at volume den-

sities over two times that of liquid hydrogen. However, the mass storage densities

are still less than 10% of those of conventional fuels (Table 5.5), making this con-

cept doubtful for mobile applications, despite the positive aspects of nearly loss-

free storage at ambient pressures (0�6 MPa) and transfer accomplished by adding

or withdrawing modest amounts of heat (associated with high safety in operation),

according to

Me1 1=2xH22MeHx; (5.54)

where the hydride may be body-centered cubic lattice structures with about

63 1028 atoms per m3 (such as LaNi5H6, FeTiH2). The currently highest density

achieved is for metal alloys absorbing two hydrogen atoms per metal atom (Toyota,

1996). The lattice absorption cycle also cleans the gas, because impurities in the

hydrogen gas are too large to enter the lattice.

5.5.9.4 Methanol storage

One current prototype hydrogen-fueled vehicle uses methanol as storage, even if

the desired form is hydrogen (because the car uses a hydrogen fuel cell to generate

electricity for its electric motor; Daimler-Chrysler-Ballard, 1998). The reason is the

simplicity of the methanol storage and filling infrastructure. In the long run, trans-

formation of hydrogen to methanol and back seems too inefficient, and it is likely

that the methanol concept will be combined with methanol fuel cells (cf. section

4.7), while hydrogen-fueled vehicles must find simpler storage alternatives.

5.5.9.5 Graphite nanofiber stores

Current development of nanofibers has suggested wide engineering possibilities for

both electric and structural adaptation, including the storage of foreign atoms inside

“balls” or “tubes” of large carbon structures (Zhang et al., 1998). Indications are

that hydrogen may be stored in nanotubes in quantities exceeding the capacity of

metal hydrides, and at a lower weight penalty, but no designs exist yet (Service,

1998).

5.5.10 Regeneration of power from hydrogen

Retrieval of energy from stored hydrogen may be by conventional low-efficiency

combustion in Otto engines or gas turbines, or it may be through fuel cells at a con-

siderably higher efficiency, as described in section 4.7 and in Sørensen (2012).
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5.5.11 Battery storage

Batteries may be described as fuel cells where the fuels are stored inside the cell

rather than outside it. Historically, batteries were the first controlled source of elec-

tricity, with important designs being developed in the early 19th century by

Galvani, Volta, and Daniell, before Grove’s discovery of the fuel cell and Planté’s

construction of the lead�acid battery. Today, available batteries use a wide range

of electrode materials and electrolytes, but, despite considerable development

efforts aimed at the electric utility sector, in practice battery storage is still

restricted to small-scale use (consumer electronics, motor cars, etc.).

Efforts are being made to find systems with better performance than the long-

employed lead�acid batteries, which are restricted by a low energy density (see

Table 5.5) and a limited life. Alkaline batteries, such as nickel�cadmium cells, pro-

posed around 1900 but first commercialized during the 1970s, are the second largest

market for use in consumer electronics and, recently, in electric vehicles. Despite

their high cost, lithium-ion batteries have had a rapid impact since their introduction

in 1991 (see below). They allow charge topping (i.e., charging before complete dis-

charge) and have a high energy density, suitable for small-scale portable electronic

equipment.

Rechargeable batteries are called accumulators or secondary batteries, whereas

use-once-only piles are termed primary batteries. Table 5.9 gives some important

characteristics of various battery types. The research goals set in 1977 for high-

power batteries have been reached in commercially available products, but the goals

for high-energy-density cells have not quite been reached. One reason for the con-

tinued high market share of lead�acid batteries is the perfection of this technology

that took place over the last decades.

An electrochemical storage battery has properties determined by cell voltage,

current, and time constants. The two electrodes delivering or receiving power to or

from the outside are called en and ep (negative and positive electrode). (The con-

ventional terms anode and cathode are confusing in the case of rechargeable batter-

ies.) Within the battery, ions are transported between the negative and positive

electrodes through an electrolyte. This, as well as the electrodes, may be solid, liq-

uid, or, in theory, gaseous. The electromotive force E0 is the difference between the

electrode potentials for an open external circuit,

E0 5Eep 2Een; (5.55)

where it is customary to measure all potentials relative to some reference state. The

description of open-cell behavior uses standard steady-state chemical reaction kinet-

ics. However, when current flows to or from the cell, equilibrium thermodynamics

is no longer applicable, and the cell voltage Vc is often parametrized in the form

Vc 5E0 2 ηIR; (5.56)

where I is the current at a given time, R is the internal resistance of the cell, and η
is a “polarization factor” receiving contributions from the possibly very complex
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Type Electrolyte Energy Efficiency

(%)

Energy Density

(Wh kg21)

Power Densities Cycle Life

(Cycles)

Operating

Temperatures (�C)
Peak (W

kg21)

Sustained

(W kg21)

Commercial

Lead�acid H2SO4 75 202 35 120 25 2002 2000 220 to 60

Nickel�cadmium KOH 60 402 60 300 140 500�2000 240 to 60

Nickel�metal-hydride KOH 50 602 80 440 220 ,3000 10 to 50

Lithium-ion LiPF6 70 1002 200 720 360 5002 2000 220 to 60

Under development

Sodium�sulfur β-Al2O3 70 120 240 120 2000 300 to 400

Lithium�sulfide AlN 75 130 200 140 200 430 to 500

Zinc�chlorine ZnCl2 65 120 100 0

Lithium�polymer Li�β-Alu 70 200 .1200 220 to 60

1977 goal cells

High energy 65 265 55�100 2500

High power 70 60 280 140 1000

TABLE 5.9 Characteristics of selected batteries (Jensen and Sørensen, 1984; Cultu, 1989; Scrosati, 1995; Buchmann, 1998) and comparison with 1977 development

goals (Weiner, 1977)



processes taking place in the transition layer separating each electrode from the

electrolyte. Figure 5.24 illustrates the different potential levels across the cell for

open and closed external circuits (cf., for example, Bockris and Reddy, 1973).

5.5.11.1 The lead�acid battery

In the electrolyte (aqueous solution of sulfuric acid) of a lead�acid battery, three

reactions are at work,

H2O2H1 1OH2;

H2SO422H1 1 SO4
22;

H2SO42H1 1HSO4
2;

(5.57)

and at the (lead and lead oxide) electrodes, the reactions are

Negative electrode: Pb1 SO4
222PbSO4 1 2e2

Positive electrode: PbO2 1 SO4
22 1 4H1 1 2e22PbSO4 1 2H2O:

(5.58)

The electrolyte reactions involve ionization of water and either single- or

double-ionization of sulfuric acid. At both electrodes, lead sulfate is formed, from

lead oxide at the positive electrode and from lead itself at the negative electrode.

Developments have included sealed casing, thin-tube electrode structure, and elec-

trolyte circulation. As a result, the internal resistance has been reduced, and the

Load

ElectrolyteNegative
electrode

Positive
electrode

IR
Vc

Eo

e−

ηne

V

Figure 5.24 Potential distribution through an electrochemical cell: solid line, open external

circuit; dashed line, load connected (Jensen and Sørensen, 1984).
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battery has become practically maintenance-free throughout its life. The energy

density of the lead�acid battery increases with temperature and decreases with dis-

charge rate (by about 25% when going from 10 to 1 h discharge, and by about 75%

when going from 1 h to 5 min discharge; cf. Jensen and Sørensen, 1984). The

figures given in Table 5.9 correspond to an average discharge rate and an 80%

depth of discharge.

While flat-plate electrode-grid designs are still in use for automobile starter bat-

teries, tubular-plate designs have a highly increased cycle life and are used for elec-

tric vehicles and increasingly for other purposes. The projected life of tubular-plate

batteries is about 30 years, according to enhanced test cycling. Charging procedures

for lead�acid batteries influence battery life.

5.5.11.2 Alkaline electrolyte batteries

Among the alkaline electrolyte batteries, nickel�cadmium batteries, which have

been used since about 1910, were based upon investigations during the 1890s by

Jungner. Their advantage is a long lifetime (up to about 2000 cycles) and, with

careful use, a nearly constant performance, independent of discharge rate and age

(Jensen and Sørensen, 1984). However, they do not allow drip charging and easily

drop to low capacity if proper procedures are not followed. During the period

1970�1990, they experienced an expanding penetration in applications for power-

ing consumer products, such as video cameras, cellular phones, portable players,

and portable computers, but they have now lost most of these markets to the more

expensive lithium-ion batteries.

Iron�nickel oxide batteries, which were used extensively in the early part of the

20th century in electric motorcars, have inferior cell efficiency and peaking capabil-

ity, owing to their low cell voltage and high internal resistance, which also

increases the tendency for self-discharge. Alternatives, such as nickel�zinc batter-

ies, are hampered by low cycle life.

The overall reaction for NiCd batteries may be summarized as

2NiOOH1 2H2O1Cd22NiðOHÞ2 1CdðOHÞ2: (5.59)

The range of cycle lives indicated in Table 5.9 reflects the sensitivity of NiCd

batteries to proper maintenance, including frequent deep discharge. For some appli-

cations, it is not practical to have to run the battery down to zero output before

recharging.

An alternative considered is nickel�metal hydride batteries, which exhibit a

slightly higher energy density but so far have a shorter cycle life.

5.5.11.3 High-temperature batteries

Research on high-temperature batteries for electric utility use (cf. Table 5.9) has

been ongoing for several decades, without decisive breakthroughs. Their advantage

would be fast, reversible chemistry, allowing for high current density without
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excess heat generation. Drawbacks include serious corrosion problems, which have

persisted and have curtailed the otherwise promising development of, for example, the

sodium�sulfur battery. This battery has molten electrodes and a solid electrolyte; it is

usually of tubular shape and is made from ceramic beta-alumina materials. Similar

containment problems have affected zinc�chlorine and lithium�sulfur batteries.

5.5.11.4 Lithium-ion batteries

Lithium metal electrode batteries attracted attention several decades ago (Murphy and

Christian, 1979), owing to their potentially very high energy density. However, explo-

sion risks delayed commercial applications until the lithium-ion concept was devel-

oped by Sony in Japan (Nagaura, 1990). Its electrode materials are LiCoO2 and LixC6

(carbon or graphite), respectively, with an electrolyte of lithium hexafluorophosphate

dissolved in a mixture of ethylene carbonate and dimethylcarbonate (Scrosati, 1995).

The battery is built from alternating layers of electrode materials, between which the

lithium ions oscillate cyclically (Fig. 5.25). The cell potential is high, 3.6 or 7.2 V.

Lithium-ion batteries do not accept overcharge, and a safety device is usually inte-

grated in the design to provide automatic venting in case of emergency. Owing to its

high power density (by weight or volume) and easy charging (topping up is possible

without loss of performance), the lithium-ion battery has rapidly penetrated to the

high-end portable equipment sector. Its safety record is excellent, justifying abandon-

ing the lithium metal electrode, despite some loss of power. The remaining environ-

mental concern is mainly the use of cobalt, which is very toxic and requires an

extremely high degree of recycling to be acceptable. With time, cost has declined and

Li-ion batteries are currently used on an intermediate scale, in garden equipment,

craftsman tools and electric vehicles, from bicycles and wheelchairs to cars and buses.

Applications for bulk power storage in dealing with the intermittency of several

renewable energy systems is still awaiting further technology development to reduce

cost and environmental risks (Sørensen, 2015).

Terminal

Safety vent

Current interruption
safety device

Layers of
positive electrodes,
electrolyte
separators
and negative
electrodes,
connected
to leads

Figure 5.25 Layout of commercial lithium-ion rechargeable battery.
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Ongoing research on lithium-ion batteries aims at bringing the price further down

and avoiding the use of cobalt, while maintaining the high level of safety and possibly

improving performance. The preferred concept uses an all-solid-state structure with

lithium�beta�alumina forming a layered electrolyte and LiMn2O4 or LiMnO2 as the

positive electrode material (Armstrong and Bruce, 1996). The reaction at the positive

electrode belongs to the family of intercalation reactions (Ceder et al., 1998),

Lix1MO2 1 ðX2 2X1ÞLi ! Lix2MO2:

Other ideas include use of lithium�polymer batteries. Currently, the ionic con-

ductivity of solid polymer materials is too low to allow ambient temperature opera-

tion, but operating temperatures of around 80�C should be acceptable for non-

portable applications (Tarascon and Armand, 2001). After several years of research,

lithium�oxygen or lithium�air batteries have now shown properties considered

promising (Ogasawara et al., 2006; Armand and Tarascon, 2008; Lu et al., 2016).

Fig. 5.26 shows the layout of a Li2O2 battery using a MnO2 nanowire as catalyst

(Débart et al., 2008). Many other rechargeable battery configurations have been

researched for decades, such as aluminum-ion batteries offering low flammability,

but degradation and other problems have so far prevented industrial development

(Lin et al., 2015).

Mandatory recycling of batteries has already been introduced in several countries

and is clearly a must for some of the recently emerging battery designs.

Currently, lithium-ion batteries are being used in devices requiring larger and

larger storage capacity, from vacuum cleaners and garden equipment to electric

bicycles and cars. Electric road vehicles may finally have reached the point of being

a realistic bid for a zero-emission technology.

If batteries ever get to the point of being suitable for use in the grid-based elec-

tricity supply sector, it is likely to be for short-term and medium-term storage.

Figure 5.26 Layout of an experimental lithium-oxygen battery with nanowire catalyst.

From Débart et al. (2008); used with permission.
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Batteries have already been extensively incorporated into off-grid systems, such as

rural power systems (whether based upon renewable energy or diesel sets) and

stand-alone systems, such as security back-up facilities. Utility battery systems

could serve as load-leveling devices and emergency units, as well as back-up units

for variable primary supplies from variable renewable sources.

The small-scale battery options currently extremely popular in the consumer sec-

tor have one very promising possibility, namely, decoupling production and load in

the electricity supply sector, which traditionally has been strongly focused upon a

rigid expectation that any demand will be instantaneously met. If many household

appliances become battery operated, the stringent requirements placed upon the elec-

tricity system to meet peak loads may become less burdensome. A considerable off-

peak demand for charging rechargeable batteries could provide precisely the load

control desired (as seen from the utility end), whether it be nearly a constant load pat-

tern or a load following the variations in renewable energy supplies. The same goes

for batteries serving the transportation sector (electric vehicles). Freedom from hav-

ing to always be near an electric plug to use power equipment is seen as a substantial

consumer benefit, which many people are willing to pay a premium price for.

5.5.11.5 Reversible fuel cells (flow batteries)

As mentioned above, fuel cells in reverse operation may replace alkaline electroly-

sis for hydrogen production, and if fuel cells are operated in both directions, they

constitute an energy storage facility. Obvious candidates for further development

are current PEM fuel cells, with hydrogen or methanol as the main storage medium.

Presently, prototypes of hydrogen/oxygen or hydrogen/air reversible PEM fuel cells

suffer from the inability of currently used membranes to provide high efficiency

both ways. Whereas 50% efficiency is acceptable for electricity production, only

the same 50% efficiency is achieved for hydrogen production, which is lower than

the efficiency of conventional electrolysis (Proton Energy Systems, 2003). Fuel

cells operated in reverse mode have reached nearly 100% hydrogen production effi-

ciency using a few very large membranes (0.25 m2), but such cells are not effective

for power production (Yamaguchi et al., 2000).

Early development of reversible fuel cells, sometimes called flow batteries and

then referred to as redox flow batteries, used the several ionization stages of vana-

dium as a basis for stored chemical energy. The reactions at the two electrodes

would typically involve

Positive terminal: V41 ! V51

and

Negative terminal: V31 ! V21:

The electrode material would be carbon fiber, and an ion-exchange membrane

placed between the electrodes would ensure the charge separation. Specific energy
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storage would be about 100 kJ kg21. Recently, Skyllas-Kazacos (2003) proposed

replacing the positive electrode process with a halide-ion reaction, such as

Br2 1 2Cl2’BrCl2 1 2e2

in order to increase the storage density. Other developments propose replacing

expensive vanadium with cheaper sodium compounds, using reactions like

3NaBr ! NaBr3 1 2Na1 1 2e2

2e2 1 2Na1 1Na2S4 ! 2Na2S2

and the reverse reactions. A 120 MWh store with a maximum discharge rate of

15 MW, based upon these reactions, has just been completed at Little Barford in

the United Kingdom. [A similar plant is under construction by the Tennessee

Valley Authority in the United States (Anonymous, 2002).] Physically, the fuel-cell

hall and cylindrical reactant stores take up about equal amounts of space. The cost

is estimated at 190 euro per kWh stored or 1500 euro per kW rating (Marsh, 2002).

In the more-distant future, reversible-fuel-cell stores are likely to be based on

hydrogen, because it offers the advantage of being useful as a fuel throughout the

energy sector. Scenarios exploring this possibility in detail is presented elsewhere

(Sørensen, 1975, 2002, 2003a, 2003b, 2012; and in Sørensen et al., 2001, 2004,

2008), but the same idea is used in the energy scenarios presented in section 6.7.

The particular storage options involving hydrogen and fuel cells are described in

Sørensen (2012), but some of them just involve materials with crystal structures of

high energy storage density and various options for charging and retrieving the

energy. An example is graphene (Bonaccorso et al., 2015), considered for storage

of relatively short duration.

5.5.12 Other storage forms

5.5.12.1 Capacitors

For short-term energy storage, capacitors have been in use for a long time, typically

in small devices to smooth energy delivery or to satisfy demands for high levels of

power. The possibility of using capacitors (called supercapacitors is the capacitance

density is high) for more substantial storage tasks has been investigated, with

designs of added complexity such as electrochemical capacitors with double layers

separated by an electrolyte primarily aimed to increase the internal surface area of

electrode-to-electrode charge transfer. The charge or discharge rate is high but the

storage capacity is low (Miller and Simon, 2008). This offers advantages over lith-

ium ion batteries in situations where rapid charge of discharge is essential.

5.5.12.2 Direct storage of light

Energy storage by photochemical means is essential for green plants, but attempts

to copy their technique have proved difficult, because of the nature of the basic
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ingredient: the membrane formed by suitably engineered double layers, which pre-

vents recombination of the storable reactants formed by the solar-induced photo-

chemical process. Artificial membranes with similar properties are difficult to

produce at scales beyond that of the laboratory. Also, there are significant losses in

the processes, which are acceptable in natural systems but which would negatively

affect the economy of man-made systems.

The interesting chemical reactions for energy storage applications accepting

direct solar radiation as input use a storing reaction and an energy retrieval reaction

of the form

A1 hν ! B;

B ! A1 useful energy:

An example is absorption of a solar radiation quantum for the purpose of fixing

atmospheric carbon dioxide to a metal complex, such as a complex ruthenium com-

pound. If water is added and the mixture is heated, methanol can be produced,

½M�CO2 1 2H2O1 713 KJ mol21 ! ½M�1CH3OH1 1:502:

The metal complex is denoted [M] in this reaction equation. Solar radiation is

used to recycle the metal compound by reforming the CO2-containing complex.

The reaction products of a photochemical reaction are likely to back-react if they

are not prevented from doing so. This is because they are necessarily formed at

close spatial separation distances, and the reverse reaction is energetically favored

because it is similar to the reactions by which the stored energy may be regained.

One solution to this problem is to copy the processes in green plants by having the

reactants with a preference for recombination form on opposite sides of a membrane.

The membranes could be formed using surface-active molecules. The artificial sys-

tems consist of a carbohydrate chain containing 5�20 atoms and, on one end, a mole-

cule that associates easily with water (“hydrophilic group”). A double layer of such

cells, with the hydrophilic groups facing in opposite directions, makes a membrane. If

it is closed, for example, forming a shell (Fig. 5.27), it is called a micelle.

Consider now the photochemical reaction bringing A to an excited state A�, fol-
lowed by ionization,

A1 hν ! A�

A� 1B ! A1 1B2:

Under normal circumstances, the two ions would have a high probability of

recombining, and the storage process would not be very efficient. But if A1 can be

made to form in a negatively charged micelle, the expelled electron would react

with B to form B2 outside the micelle, and B2 will not be able to react with A1.

The hope is to be able to separate macroscopic quantities of the reactants, which

would be equivalent to storing meaningful amounts of energy for later use (see, for
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example, Calvin, 1974), but efficiencies of artificial photosynthetic processes have

remained low (Steinberg-Yfrach et al., 1998). Recently, matrix structures have been

identified that delay the back-reaction by hours or more, but as yet the retrieval of

the stored energy is made correspondingly more difficult. The materials are layered

viologen compounds [such as N,N0-dimethyl-4,40-bipyridinium chloride, methyl vio-

logen (Slama-Schwok et al., 1992), or zirconium phosphate�viologen compounds

with Cl and Br inserts (Vermeulen and Thompson, 1992)].

Research on photochemical storage of energy is at a very early stage and certainly

not close to commercialization. If the research is successful, a new set of storage

options will be available. However, it should be stressed that storage cycle efficiencies

will not be very high. For photo-induced processes, the same limitations exist as for

photovoltaic cells: for example, only part of the solar spectrum is useful and losses are

associated with transitions through definite atomic and molecular energy states.

Further losses are involved in transforming the stored chemicals to the energy form

demanded.

5.5.12.3 Superconducting storage

A magnetic field represents energy stored. When a magnet is charged by a super-

conducting coil (e.g., a solenoid), heat losses in the coil may be practically zero,

and the system constitutes an electromagnetic energy store with rapid access time

for discharging. Maintenance of the coil materials (type II superconductors, such as

NbTi) near the absolute zero temperature requires cryogenic refrigeration by, for

example, liquid helium. Owing to the cost of structural support as well as protection

against high magnetic flux densities around the plant, underground installation is

envisaged. A storage level of 1 GJ is found in the scientific installation from the

mid-1970s at the European physics laboratory CERN at Geneva (the installation

Internal
waterphase

External
waterphase

Figure 5.27 Double-shell type of micelle. The water-accepting compounds are illustrated by

small circles, and the hydrocarbon chain molecules are illustrated by short lines.
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aims at preserving magnetic energy across intervals between the accelerator experi-

ments performed at the laboratory). A 100 GJ superconducting store has been con-

structed in the United States by the Department of Defense, who want to exploit the

fact that superconducting stores can accumulate energy at modest rates but release

it during very short times, as is required in certain antimissile defense concepts

(Cultu, 1989). This is still a prototype development. Economic viability is believed

to require storage ratings of 10�100 TJ, and, ideally, high-temperature supercon-

ductors can be used to reduce the cooling requirements (however, limited success

has been achieved in raising the critical temperature; cf. Locquet et al., 1998).

Only type II superconductors are useful for energy storage purposes, since the

superconducting property at a given temperature T (below the critical temperature

that determines the transition between the normal and superconducting phase) dis-

appears if the magnetic field exceeds a critical value, Bc(T) (magnetic field here is

taken to mean magnetic flux density, a quantity that may be measured in units of

tesla5V s m22). Type II superconductors are characterized by a high Bc(T), in con-

trast to type I superconductors.

A magnetic field represents stored energy, with the energy density w related to

the magnetic flux density (sometimes called magnetic induction) B by where μ0

(51.263 1026 henry m21) is the vacuum permeability. When the superconducting

coil is connected to a power source, the induced magnetic field represents a practi-

cally loss-free transfer of energy to the magnetic storage. With a suitable switch,

the power source may be disconnected, and energy may later be retrieved by con-

necting the coil to a load circuit. Cycle efficiencies will not be 100%, owing to the

energy required for refrigerating the storage. Since the magnetic field must be kept

below the critical value Bc(T), increased capacity involves building larger magnets.

w5B2=ð2μ0Þ;

Conventional circuit components, such as capacitors, also represent an energy

store, as do ordinary magnets. Such devices may be very useful to smooth out

short-term variations in electrical energy flows from source to user, but they are

unlikely to find practical uses as bulk storage devices.

Part II: Mini projects, discussion issues, and exercises

II.1

Find out what kinds of hourly and seasonal variations one can expect for the power

production from a photovoltaic array mounted on an inclined rooftop in the area

where you live.

You will need some solar radiation data for your local region. Satellite sources

usually contain data only for horizontal surfaces, so it is better to find locally mea-

sured data for inclined surfaces suitable for solar panels. If such data are difficult to

find, perhaps you can find separate solar radiation data for the direct and scattered
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parts (or for the direct and total radiation, from which you can derive the scattered

radiation, at least if you assume it to be identical for any direction within a hemi-

sphere). Such datasets are contained in reference-year data, which architects and

consulting engineers use for design of buildings. Reference-year data exist for one

or more urban locations in most countries of the world and allow you to calculate

the total solar radiation falling on a particular inclined surface at a particular time

of the day and the year. (Each particular time corresponds to a particular direction

to the Sun, so that manipulating direct radiation becomes a simple geometric trans-

formation. If you need help to calculate this relation, look in Chapter 3.).

You will also have to make assumptions on the function of the solar photovoltaic

system. Initially, assume that it has a fixed efficiency for all sunlight. If you want

to go further, you could include the wavelength-dependence of the panel efficiency,

but, in that case, you need to know the frequency composition of the incoming radi-

ation, which is more likely to be available from satellite data that may be found on

the Internet.

II.2

Discuss the production of heat of the temperature TL from an amount of heat avail-

able, of temperature T above TL, and access to a large reservoir of temperature Tref
below TL.

Quantities of heat with temperatures T and Tref may be simply mixed in order to

obtain heat of the desired temperature.

Alternatively, a thermodynamic cycle may be used between the temperatures T

and Tref to produce a certain amount of mechanical or electrical energy, which then

is used to power the compressor of a heat pump, lifting heat from the Tref reservoir

to the desired temperature TL.

As a variant, use a thermodynamic cycle between the temperatures T and TL,

producing less work but on the other hand providing reject heat at the desired tem-

perature. Again, a heat pump is used to provide more heat of temperature TL on the

basis of the work output from the thermodynamic cycle.

What are the simple and the second law efficiencies in the individual cases?

II.3

Discuss design aspects of a propeller-type wind energy converter for which no pos-

sibility of changing the overall pitch angle θ0 is to be provided.

Consider, for instance, a design similar to the one underlying Figs. 4.17�4.22,

but which is required to be self-starting at a wind speed of 2 m s21 and to have its

maximum power coefficient at a wind speed of 4 m s21. Find the tip-speed ratio

corresponding to this situation for a suitable overall pitch angle θ0 and for given

assumptions on the internal torque Q0(Ω), e.g., that Q0 is independent of the angular

velocity Ω, but proportional to the third power of the blade radius R, with the pro-

portionality factor being given by
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Q0 5 1023πρR3u2cut-in;

with ucut-in5 2 m s21.

Compare the power produced per square meter swept at a wind speed of 4, 6,

and 10 m s21 to the power that could be derived from a solar cell array of the same

area.

For an actual design of wind energy converters, the blade shape and twist would

not be given in advance, and one would, for a device with fixed angular velocity,

first decide on this angular velocity (e.g., from generator and gearbox considera-

tions) and then choose a design wind speed and optimize the blade shape c(r) and

blade twist θ(r), in order to obtain a large power coefficient at the design speed and

possibly to avoid a rapid decrease in the power coefficient away from the design

point.

The blade shape c(r), of course, depends on blade number B, but to lowest order,

the performance is independent of changes that leave the product of (cr) for the

individual blades and B unchanged. Name some other considerations that could be

important in deciding on the blade number.

II.4

In section 4.3.1, a maximum power coefficient Cp far above unity is suggested for

certain cases of sail-driven propulsion on friction-free surfaces. Is this not a contra-

diction, like taking more power out than there is in the wind?

(Hint: Cp is defined relative to the wind power per unit area, which is of immedi-

ate relevance for rotors sweeping a fixed area. But what is the area seen by a sailing

vessel moving with velocity U?).

II.5

Based, for example, on local data, such as those suggested in problem 1, what is

the ratio between the daily amount of solar radiation that on a clear day in different

seasons intercepts a fully tracking collector system, and the amount reaching a flat

plate of fixed, south-facing orientation and a certain tilt angle s?

What is the relative importance of east�west tracking alone and solar height

tracking alone?

II.6

Discuss shore-based wave energy converters, e.g., converters based on letting the

wave trains ascend an inclined (and maybe narrowing) ramp, so that kinetic energy

is converted into potential energy of elevation, which may be used to drive a

turbine.

The simple solutions for gravity waves in a deep ocean, which were considered

in the beginning of section 2.5.2, cannot be used directly for waves approaching
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shallow coastal waters. However, it may be assumed that the wave period remains

unchanged, but that the amplitude a of the wave surface increases in such a way

that the total power remains constant as the velocity potential becomes altered due

to the boundary condition of no motion at the sea floor. This assumption implies

the neglect of frictional dissipation at the sea floor.

There is a maximum ramp height that will permit a wave to reach the top and

cross it into an elevated reservoir. If the turbine used requires a larger height to

function well, a narrowing ramp construction may be used to give some fraction of

the water mass the desired elevation.

II.7

Combine biomass productivity data with estimated efficiencies of fuel production

by anaerobic fermentation processes (section 4.6.2) to give overall conversion effi-

ciencies of bioconversion of solar energy into fuels. (A global biomass productivity

map may be found in B. Sørensen: Biomass for energy: how much is sustainable?

The map can be downloaded from the download-section at http://energy.ruc.dk; oth-

erwise assume 1%�2% of incoming solar radiation converted into biomass.)

Compare this to other methods of converting solar radiation into mechanical or

electrical work, and discuss their relative virtues other than conversion efficiency.

II.8

Estimate the magnitude of, and seasonal variation in, energy contained in stored

food, separately for standing crops on the field, for livestock to be used for food,

and for actually stored food (in grain stores, supermarkets, freezers, etc.). Compare

food energy stored to the energy value of emergency stores of oil and natural gas,

for example, in your own country.

(Hint: Data will have to be found at many different places. Some are in

Chapter 6. You could estimate energy stored in supermarkets by your own spot

checks of the declarations on typical food products, which should include their

energy content.)

II.9

Estimate the potential world production of equivalent crude oil from Euphorbia

plants, assuming only arid land is utilized and annual harvest yields are 40 MJ m22.

Areas of different types of land, including arid land, may be found on the Internet.

II.10

Consider a continuous-operation biogas digester for a one-family farm. The digester

feedstock is pig slurry (collected daily) and straw (stored). The biogas is used for

cooking, for hot water, and for space heating. Estimate the load curves for different
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seasons and calculate the volume of uncompressed gas storage required if load is to

be met at any time during the year.

II.11

Consider pure methanol- and ethanol-driven cars, and, for comparison, a gasoline-

driven car, weighing 800 kg and going on average 18 km per liter of gasoline and

500 km on a full tank. Calculate the mass penalties for methanol and ethanol fuel

tanks, if the same operation range is required. Assume that the fuel usage varies lin-

early with total mass of the car.

II.12

Consider a thermal storage of temperature T (say, 200�C) aimed at receiving elec-

tric energy through a heat pump (with access to a reservoir of temperature Tref) and

delivering electrical energy by means of a thermodynamic engine cycle (available

coolant also of temperature Tref). What is the theoretical maximum cycle efficiency,

and what can be expected in practice?

II.13

Discuss energy and power levels for the following “natural hydro energy” concept.

Behind a seashore mountain chain there are a number of elevated water reservoirs

(e.g., 200 m above sea level). The sea is characterized by a high evaporation rate

(from solar energy), and the prevailing winds carry the evaporated water toward the

coast, where a high percentage of the water returns to the land as rain on the moun-

tainous region’s reservoirs (or imagine that precipitation is stimulated by seeding

the clouds with some kind of condensation nuclei). Sample evaporation and precipi-

tation rates may be found in meteorological tables or may be extracted from

Chapter 2.

The water is returned from the reservoirs to the sea through hydropower plants.

In a refined model, storage losses from the reservoirs due to evaporation should be

included.

II.14

On the basis of time sequences of data for an automobile (e.g., your own), try to

construct a load-duration curve for the entire period. Based on this, estimate a

suitable level of rated power, if the engine should only cover average load, and

specify the amount of storage needed for operating a hybrid car with a fuel-based

engine rated at the average power needed, a battery store and an electric motor

capable of delivering the maximum power required. The electric motor can be con-

sidered, to a good approximation, loss-free.

(Hint: A load-duration curve shows the fraction of time during which power

demand exceeds a given value as a function of that power value.)
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II.15

Construct the load-duration curve for space heating of a dwelling at your geographi-

cal location. Assume that this load is to be covered by an energy converter provid-

ing constant power all year and that loss-free heat storage is available. Determine

the magnitude of the constant-converter output that, through use of storage, will

suffice to cover the load at all times. Further, determine the minimum storage size

needed. Compare the constant-converter output to the range of power provided by

currently used heating systems. Use estimated losses for actual storage systems that

may be relevant to assess what the required storage capacity would be in case the

storage involved realistic losses.

II.16

A steam turbine power plant with a steam temperature of 700 K and a condenser

temperature of 350 K has an efficiency of 0.36 (electric output energy divided by

input steam energy), and the turbine efficiency is 20% less than the Carnot effi-

ciency (εmax). Calculate the efficiency of the electric generator.

II.17

An electric vehicle of mass 1000 kg (excluding the battery) is designed for a 50 km

range in a city driving cycle. The vehicle is equipped with a new 500 kg battery,

and the average energy consumption is measured to be 0.3 kWh km21 (from the

battery). At a speed of 36 km h21, the required acceleration is 2.0 m s22, and the

power required to overcome the frictional losses is one-third of the total power

required. Do the same calculation for an acceleration a5 1.5 m s22.

� Calculate the required average energy density of the new battery.
� Calculate the required power density of the new battery.
� What type of battery could fulfill these requirements (alone or in combination as a hybrid

system like the one considered in problem II.14)?

II.18

Estimate the total hydro resource available for storage applications in a country or

region. Characterize the natural reservoirs in terms of water volume and feasible

turbine head, and identify the geological formations that could be considered for

underground reservoir construction. In this way, arrive at rough storage capacities

for short- and long-term storage separately. Estimation may be repeated for differ-

ent regions and the results compared.

II.19

Use (5.39) to express the compressed storage energy (5.38) in terms of the tempera-

ture difference T2 T0. rather than in terms of the pressure P.
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II.20

Compare the energy needed to compress a certain amount of air by an adiabatic

process with that required for an isothermal and an isobaric process.

II.21

Calculate the shape factor for a thin-rim flywheel, as well as mass- and volume-

specific energy density, assuming the material to be steel. Do the same calculation

numerically for some of the flywheel types shown in Fig. 5.18 (using data from

Tables 5.6 and 5.7) and compare the properties. Discuss priorities for various types

of application.
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6Energy system planning

6.1 Methodology of energy planning

In Chapter 4, energy conversion devices are largely viewed as separate entities.

In this chapter, they are regarded as parts of larger systems, which may comprise

several converter units, storage facilities, and transmission networks. The determi-

nant of each system is, of course, the purpose it is meant to serve, i.e., the end-

point of the energy conversion processes. Therefore, a systems study must include

analysis of both the end-uses (loads or demands) and the chains of conversion and

transport steps connecting the primary energy source extraction with the loads, as

well as spatial and temporal variations of supply and demand.

It is important to agree on the definition of end-use energy. There is the energy

delivered to the end-user, and after subtraction of the losses in the final conversion

taking place at the end-user, there is a net amount of energy being made useful.

However, the real demand is always a product or a service, not the energy in itself.

This implies that true energy demand is often difficult to pinpoint, because novel

ways of satisfying the non-energy final need could radically change the end-use

energy “required” or “demanded.” A typical definition used in practice is the lowest

amount of energy associated with delivering the product or service demanded, as

measured after the final conversion at the end-user and selected among all conver-

sion schemes that can be realized with present knowledge. For some technologies,

there will be a thermodynamic limit to energy conversion efficiency, but whether it

is fundamental or may be circumvented by going to a different technology depends

upon the nature of the final product or service. For many services, the theoretical

minimum energy input is zero. Future advances in technology or new ideas for sat-

isfying a particular need may change the minimum amount of end-use energy, and

one should decide on which of the following to use in the definition:

� only technology available in the marketplace today, or
� only technology proven today and with a potential for market penetration, or
� any technology that can be imagined at present.

The outcome will be different, depending on the choice of technology level, and,

in comparisons of system solutions, it is important to use the same definition of

demand throughout. My preference is to use best technology available today in

defining end-use, but any definition will do if it is used consistently.

6.1.1 Use of the scenario concept

This chapter gives examples of energy system simulations. Some of the examples

simulate the function of existing systems, while others deal with hypothetical

Renewable Energy. DOI: http://dx.doi.org/10.1016/B978-0-12-804567-1.00006-2
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systems that may be created in the future. They will be analyzed using the scenario

method, which is a way of checking the consistency of proposed energy systems as

part of a view of the general future development of a society.

Scenario studies are meant to assist the decision-making process by describing a

given energy system in its social context, in a way suitable for assessing systems

not yet implemented. Simple forecasts of demand and supply based on economic

modeling cannot directly achieve this, as economic theory deals only with the past

and occasionally the present structure of society (cf. Chapter 7). To deal with the

future, economic modelers may invoke the established quantitative relations

between parts of the economic system and assume that they stay valid in the future.

This produces a “business-as-usual” forecast. Because the relations between the

ingredients of the economy, e.g., expressed through an input�output matrix, vary

with time, one can improve the business-as-usual forecast by taking into account

trends already present in past development. However, even trend forecasts cannot

be expected to retain their validity for very long periods, and it is not just the period

of forecasting time that matters, but also changes in the rules governing society.

The rules may change due to abrupt changes in technology used (in contrast to the

predictable, smooth improvements of technological capability or average rate of

occurrence of novel technologies), or they may be changed by deliberate policy

choices. It is sometimes argued that econometric methods could include such

non-linear behavior by replacing the input�output coefficients with more complex

functions. However, prediction of these functions cannot be based on studies of

past or existing societies, because the whole point in human choice is that options

are available that are different from past trends. The non-linear, non-predictable

relations that may prevail in the future, given certain policy interventions at appro-

priate times, must therefore be postulated on normative grounds. This is what the

scenario method does, and any attempt to mend economic theory also implies

invoking a scenario construction and analysis, so, in any case, this is what has to be

done (Sørensen, 2001).

It is important to stress that scenarios are not predictions. They should be pre-

sented as options that may come true if a prescribed number of actions are carried

out. In democratic societies, this kind of change happens only if it is preceded by

value changes that affect a sufficiently large portion of the society. Generally, in a

democratic society, the more radically a scenario differs from present conditions,

the larger the support it requires among the population. For non-democratic socie-

ties, where change may be implemented by decree, negative implications can easily

entail.

The actual development may comprise a combination of some reference scenar-

ios selected for analysis, with each reference scenario being a clear and perhaps

extreme example of pursuit of a concrete line of political preference. It is important

that the scenarios selected for political consideration be based on values and prefer-

ences that are important in the society in question. The value basis should be made

explicit in the scenario construction. Although all analysis of long-term policy alter-

natives is effectively scenario analysis, particular studies may differ in their com-

prehensiveness of the treatment of future society. A simple analysis may make

650 Renewable Energy



normative scenario assumptions only for the sector of society of direct interest in

the study (e.g., the energy sector), assuming the rest to be governed by trend rules

similar to those of the past. A more comprehensive scenario analysis will make a

gross scenario for the development of society as a whole, as a reference framework

for a deeper investigation of the sectors of particular interest. One may say that the

simple scenario is one that uses trend extrapolation for all sectors of the economy

except the one focused upon, whereas the more radical scenario will make norma-

tive, non-linear assumptions regarding the development of society as a whole. The

full, normative construction of future societies will come into play for scenarios

describing an ecologically sustainable global society, whereas scenarios aiming

only at avoiding or coping with one particular problem, such as the climate change

induced by greenhouse warming, are often of the simpler kind. Both types are

exemplified in the scenario work described below.

6.1.2 Treatment of the time variable

In order to predict the performance of systems consisting of one or several energy

converters, stores, and transmission devices, a mathematical model of the energy

flow may be constructed. Such a model is composed of a number of energy conver-

sion and transport equations, including source and sink terms corresponding to the

renewable energy input and the output to load areas, both of which vary with time.

The conversion processes depend on the nature of the individual devices, and the

description of such devices (cf. Chapter 4) aims at providing the necessary formulae

for a sufficiently complete description of the processes involved. In a number of

cases (e.g., among those considered in Chapter 4), only a steady-state situation is

studied, and the energy outputs are calculated for a given level of energy input. In a

time-dependent situation, this type of calculation is insufficient, and a dynamic

description must be introduced in order to evaluate the response time and energy

flow delay across the converter (see, for example, section 4.3.6). Similar remarks

apply to the description of storage systems, and, finally, the transmission network

introduces a further time dependence and a certain delay in the energy flow reach-

ing the load areas. The transmission network is often in the form of pipelines carry-

ing a flow of some fluid (e.g., natural gas, hydrogen, or hot water) or an electric

conductor carrying a flow of electric current. Additional transport of energy may

take place in containers (e.g., oil products or methanol carried as ship, rail, or road

cargo).

In order to arrive at manageable problems, it is, in most cases, necessary to sim-

plify the time dependence for some parts of the system. First, short-term fluctua-

tions in the source energy flow may, in some circumstances, be left out. This is

certainly possible if the conversion device is itself insensitive to fluctuations of suf-

ficiently high frequency. It could be so in a wind energy converter due to the inertia

of the rotating mass, or, in a solar heat collector, due to the time constant for tem-

perature changes in the absorber plate (and also in the circulating fluid). It may also

be a valid approximation if short-term variations in the energy flux from the source

can be regarded as random and if the collection system consists of a large number
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of separate units placed in such a way that no coherence in the fluctuating inputs

can be expected.

Second, the performance of the conversion devices may often be adequately

described in terms of a quasi-steady-state approximation. This consists of calculat-

ing an instantaneous energy output from the converter based on an instantaneous

energy input as if the input flux were permanent, i.e., doing a steady-state calcula-

tion for each moment of time. This excludes an assessment of the possible time

delay between the input flux and the output flux. If a solid mechanical connection

transfers the energy through the converter (e.g., the rotor�shaft�gearbox�electric

generator connections in a horizontal-axis wind energy converter), the neglect of

time delays is a meaningful approximation. It may also be applicable for many

cases of non-rigid transfer (e.g., by a fluid) if short-term correlations between the

source flux and the load variations are not essential (which they seldom are in con-

nection with renewable energy sources). For the same reason, time delays in trans-

mission can often be neglected. The flow received at the load points may be

delayed by seconds or even minutes, relative to the source flow, without affecting

any of the relevant performance criteria of the system.

On the other hand, delays introduced by the presence of energy storage facilities

in the system are essential features that cannot, and should not, be neglected.

Thus, storage devices will have to be characterized by a time-dependent level of

stored energy, and the input and output fluxes will, in general, not be identical.

The amount of energy W(Si) accumulated in the storage Si can be determined from

a differential equation of the form

dWðSiÞ
dt

5
X
j

E1
ji 2

X
k

E2
ik 2Eloss

i ; (6.1)

or from the corresponding integral equation. The individual terms in the two

expressions involving summation on the right-hand side of (6.1) represent energy

fluxes from the converters to and from the storage devices. The loss term Eloss
i may

depend on the ingoing and outgoing fluxes and on the absolute amount of energy

stored in the storage in question, W(Si).

In practice, the simulation is performed by calculating all relevant quantities for

discrete values of the time variable and determining the storage energy contents by

replacing the time integral of (6.1) by a summation over the discrete time points

considered. This procedure fits well with the quasi-steady-state approximation,

which at each integration step allows the calculation of the converter outputs (some

of which are serving as storage inputs E1
ji ) for given renewable energy inputs, and

similarly allows the calculation of conversion processes in connection with the stor-

age facilities, and the energy fluxes E2
ji to be extracted from the storage devices in

order to satisfy the demands at the load areas. If the time required for conversion

and transmission is neglected, a closed calculation can be made for each time

integration step. Interdependence of storage inputs and outputs, and of the primary

conversion on the system variables in general (e.g., the dependence of collector
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performance on storage temperature for a flat-plate solar collector), may lead to

quite complex calculations at each time step, such as the solution of non-linear

equations by iteration procedures (section 4.4.3).

If finite transmission times cannot be neglected, they may be included, to a first

approximation, by introducing simple, constant delays, such that the evaluations at

the mth time step depend on the values of certain system variables at earlier time

steps, m�d, where d is the delay in units of time steps. The time steps need not be

of equal length, but may be successively optimized to obtain the desired accuracy

with a minimum number of time steps by standard mathematical methods (see, for

example, Patten, 1971, 1972).

The aim of modeling may be to optimize either performance or system layout.

In the first case, the system components are assumed to be fixed, and the optimiza-

tion aims at finding the best control strategy, i.e., determining how best to use the

system at hand (“dispatch optimization”). In a multi-input�multi-output conversion

system, this involves choosing which of several converters to use to satisfy each

load and adjusting inputs to converters in those cases where this is possible (e.g.,

biofuels and reservoir-based hydro as opposed to wind and solar radiation). For sys-

tem optimization, the structure of the conversion system may also be changed, with

recognition of time delays in implementing changes, and the performance over an

extended period would be the subject of optimization. For simple systems (without

multiple inputs or outputs from devices), linear programming can furnish a guaran-

teed optimum dispatch of existing units, but, in the general case, it is not possible

to prove the existence of an optimum. Still, there are systematic ways to approach

the optimization problem, e.g., by using the method of steepest descent for finding

the lowest minimum of a complex function, combined with some scheme for avoid-

ing shallow, secondary minima of the function to minimize (Sørensen, 1996, 1999).

6.2 Demand scenario construction

The demand for products or services using energy, taken at the end-user after any

final conversion done there, is basically determined by the structure of society, the

technology available to it, and the activities going on within it—and, behind these,

the aims, desires, and habits of the people constituting the society in question.

Enumerating the energy demands coming out of such appraisals can be done

methodologically, as in section 6.2.3, but first it may be illustrative to paint a broad

picture of possible developments of societies, as they pertain to energy end-use

demand and to the intermediary energy demands of energy conversion processes

made necessary by the structure of the energy system (Sørensen, 2008b). Both of

these are sketched below for a limited range of development scenarios, without

claiming completeness and clearly basing the construction on normative positions.

The end-use scenarios are called precursor scenarios, to distinguish them from the

actual scenarios created later that specify the energy use quantitatively. The corre-

sponding scenarios for intermediary conversion system scenarios are usually char-

acterized by their emphasis on efficiency. Of course, the overall structure of the
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energy system can be fixed only after both end-use demands and the supply options

to be exploited have been decided, and the intersociety (whether regions within a

country or international) setting (trade, grid connections, etc.) is known.

6.2.1 End-use precursor scenarios

6.2.1.1 Runaway precursor scenario

In the runaway scenario, the energy demand grows at least as quickly as the overall

economic activity (measured, for example, by the gross national product). This has

historically been the case during periods of exceptionally low energy prices, notably

in the years around 1960. Conditions for this scenario, in addition to low energy

prices, include: in the transportation sector increased passenger-kilometers (facili-

tated by more roads, cheap air connections, and decentralization of the locations of

homes, workplaces, and leisure facilities) and increased ton-kilometers of freight

haul, both locally and globally (facilitated by decentralization of component pro-

duction and inexpensive worldwide shipment of parts and products); in the building

sector, more square meters of living space and more square meters per unit of eco-

nomic activity; and, in the electricity sector, more appliances and other equipment.

Building-style developments could create a perceived need for air conditioning and

space cooling. For industry, there could be increased emphasis on energy-intensive

production in countries with low labor costs, and the opposite in countries with

high labor costs. However, service-sector activities and their energy use could

increase substantially, with greatly enlarged retail shopping areas and use of much

more light and other energy-demanding displays for business promotion. For leisure

activities, traditional nature walks or swimming could be replaced by motocross,

speedboat use, and other energy-demanding activities.

6.2.1.2 High-energy-growth precursor scenario

The high-energy-growth scenario is similar to the runaway scenario, but with a

slower, but still significant, increase in energy demand. In the transportation sector,

this could be due to a certain saturation tendency in transport activities, caused by

the higher value placed on time lost in traveling on more congested roads and in

more congested air space. For industry, continued decrease in energy-intensive pro-

duction may lead to demand growing more slowly than the economic activity. In

buildings, heat use may increase less than floor area, due to zoning practices, etc.

Generally, activity level and energy demand may undergo a certain amount of

decoupling, reflecting the fact that the primary demands of a society are goods and

services, and that these can be provided in different ways with different energy

implications. An effect of this type damps the energy demand in the high-energy-

growth scenario, as compared to the runaway scenario, but due more to technologi-

cal advances and altered industry mix than to a dedicated policy aimed at reducing

energy demand.
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6.2.1.3 Stability precursor scenario

The stability scenario assumes that end-use energy demand stays constant, despite

rearrangements in specific areas. Specifically, in the building sector, energy demand

is assumed to saturate (that is, the number of square meters per person occupying

the building, whether for work or living, will not continue to increase, but reach a

natural limit with enough space for the activities taking place, without excessive

areas to clean and otherwise maintain). In the industrial sector, increasingly

knowledge-based activity will reduce the need for energy-intensive equipment,

replacing it primarily by microprocessor-based equipment suited for light and flexi-

ble production. Industrial energy use will decline, although industries in the service

and private sectors will continue to add new electronic equipment and computerized

gadgets. In other sectors, dedicated electricity demand will increase substantially,

but, in absolute terms, it will be more or less compensated for by the reductions in

the industrial sector. For transportation, saturation is assumed both in number of

vehicles and number of passenger- or ton-kilometers demanded, for the reasons out-

lined above in the section on the high energy-growth scenario. Explanations for this

could include the replacement of conference and other business travel by video con-

ferencing, so that an increase in leisure trips may still be possible. Presumably,

there have to be transportation-related strategies implemented for this to be realistic,

including abandoning tax rebates for commercially used vehicles and for business

travel, and possibly also efforts in city planning to avoid the current trend toward

increased travel distances for everyday shopping and service delivery. The stability

scenario was used as the only energy demand scenario in some earlier studies on

the possibilities for hydrogen use in the Danish energy system (see Sørensen et al.,

2001, 2004; Sørensen, 2005).

6.2.1.4 Low-energy-demand precursor scenario

In the low-energy-demand scenario, full consideration is paid to the restructuring of

industry in countries making a transition from a goods orientation to service provi-

sion. Today, many enterprises in Europe or the United States already only develop

new technology (and sometimes test it on a limited domestic market): once the

technology is ready for extended markets, production is transferred to low-wage

companies, currently in Southeast Asia. This change in profit-earning activities has

implications for the working conditions of employees. Much of the information-

related work can be performed from home offices, using computer equipment and

electronic communications technology, and thereby greatly reducing the demand

for physical transportation.

In the retail food and goods sector, most transactions between commerce and

customer will be made electronically, as is already the case in a number of sub-

sectors today. An essential addition to this type of trade is the market for every-

day products, where, before, customers made limited use of electronic media to

purchase grocery and food products, probably because of their perceived need to

handle the goods (for example, to examine fruit to see if it is ripe) before
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purchasing them. Clearly, better electronic trade arrangements, with video inspec-

tion of actual products, could change customers’ practices. If everyday goods are

traded electronically, their distribution will also be changed toward an optimal

dispatch that requires considerably less transport energy than current shopping

practices do. Overall, a substantial reduction in energy demand will result

from these changes, should they come true. In the remaining manufacturing coun-

tries, these changes are expected to take place equally fast, if not faster, due to

workers’ less-flexible time schedules for shopping. Thus, economic development

is further decoupled from energy use and may continue to exhibit substantial

growth.

6.2.1.5 Catastrophe precursor scenario

In the catastrophe scenario, reduced energy demand is due to failure to

achieve desirable economic growth. Reasons could be the over-allocation of

funds to the financial sector, causing major periodic economic recessions. In

some European and North American countries, additional reasons could include

the current declining public and political interest in education, particularly in

those areas most relevant to a future knowledge society. In this scenario, there

would be a decreased number of people trained in skills necessary for partici-

pating in international industrial and service developments, and the opportunity

to import people with these intellectual skills would have been lost by the

imposition of immigration policy unfavorable to precisely the regions of the

world producing a surplus of people with technical and related creative high-

level education.

Although there are pessimists who view this scenario as the default if there is no

immediate change in the political climate in the regions with such problems, the

stance here is that the traditional openness of many Western societies will work to

overcome the influence of certain negative elements. This is particularly true for

small countries like Denmark, if it can maintain a distance from globalization pres-

sures from the European Union, the U.S.-dominated World Trade Organization, etc.

Even if Denmark should choose to continue to concentrate on less education-

demanding areas, such as coordination and planning jobs in the international arena

(which require primarily language and overview skills), these could easily provide

enough wealth to a small nation of open-minded individuals willing to serve as

small wheels in larger international projects. The current economic decline would

become a passing crisis, to be followed by a niche role for Denmark, which in

energy terms would imply returning to one of the central scenarios described above.

Only if Denmark became internationally isolated would this option fade away and

the catastrophe scenario become a reality.

This discussion uses Denmark, a small country, as an example. In other

countries, some aspects of these same problems are also evident, and if a country

that lowers skills through poor information policies (e.g., in news media) and bad

consumer choices (influenced by the curricula offered by schools and universities)

is large, then a downturn may be more difficult to avoid.
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6.2.2 Intermediary system efficiency

Many countries, particularly in Europe, have a long tradition of placing emphasis

on efficient conversion of energy. Following the 1973/4 energy crises, detached

homes (where the occupants are also the owners making decisions on investments)

in particular were retrofitted to such an extent that overall low-temperature heat use

dropped by almost a third over a decade. Carbon-emission and pollution taxes on

electricity and transportation fuels (taxes that are not always clearly labeled) have

influenced the mix of appliances being installed and car models bought, with the

lowest-energy-consuming equipment dominating the market in some countries. This

trend is only partial, because there are still substantial sales of luxury cars and

4-wheel-drive special utility vehicles not serving any apparent purpose in countries

with hardly any unpaved roads. Transmission losses are fairly low in Europe, where

underground coaxial cables have been installed, mainly to avoid the vulnerability of

overhead lines during storms.

Following are three precursor-scenario outlines illustrating the planning consid-

erations made implicitly or explicitly by planners and legislators.

6.2.2.1 Laisser-faire precursor scenario

In the laisser-faire scenario, conversion efficiencies are left to the component and

system manufacturers, which would typically be international enterprises (such as

vehicle and appliance manufacturers, power station and transmission contractors,

and the building industry). The implication is that efficiency trends follow an inter-

national common denominator, which at least in the past has meant lower average

efficiency than suggested by actual technical advances and sometimes even lower

than the economic optimum at prevailing energy prices. Still, efficiency does

increase with time, although often for reasons not related to energy (for example,

computer energy use has been lowered dramatically in recent years, due to the need

to avoid component damage by excess heat from high-performance processors).

The gross inadequacies of the current system, deriving from tax-exemption of inter-

national travel and shipping by sea or air, and its impact on choice of transportation

technology, are assumed to prevail.

6.2.2.2 Rational investment precursor scenario

In the rational investment scenario, the selection of how many available efficiency

measures will actually be implemented, through the technologies chosen at each

stage in the time development of the energy system, is based on a lifetime eco-

nomic assessment. This means that the efficiency level is not chosen according to a

balancing of the cost of improving efficiency with the current cost of energy used

by the equipment, but with the present value of all energy costs incurred during the

lifetime of the equipment. This assessment requires an assumption of future average

energy costs and it is possible, by choice of the cost profile, to build in a certain

level of insurance against unexpected high energy prices. The important feature of

the rational investment scenario is that it forces society to adopt a policy of

657Energy system planning



economic optimization in the choice of energy-consuming equipment and pro-

cesses. This policy is partially implemented at present, e.g., through energy provi-

sions in building codes, through appliance labeling, and through vehicle taxation. In

the last case, there is a distinction between the efficiency optimization for a vehicle

with given size and performance, considered here, and the question of proper vehi-

cle size and performance characteristics dealt with in the previous section on end-

use energy. The energy taxation currently used in many countries for passenger

cars does not make such a distinction, and the tax reduction for commercially used

vehicles actually counters rational economic considerations; it should be character-

ized as taxpayers’ subsidies for industry and commerce.

6.2.2.3 Maximum-efficiency precursor scenario

One version of the maximum-efficiency scenario could require that every introduction

of new energy-consuming equipment should use the best currently available technical

efficiency. This implies selection of the highest-efficiency solution available in the

marketplace, or even technology ready for, but not yet introduced into, the commercial

market. Higher-efficiency equipment under development and not fully proven would,

however, not be implemented, except as part of demonstration programs. This “best-

current-technology” approach was used in several previous scenario studies (Sørensen,

1999, 2012; Sørensen and Meibom, 2000; Sørensen et al., 2001, 2004, and for some of

the scenarios later in this chapter) with the rationale that current most-efficient technol-

ogy can serve as a good proxy for average-efficiency technology 50 years in the future.

Depending on assumptions regarding future energy prices, the rational investment pre-

cursor scenario could be less efficient, of similar efficiency, or of higher efficiency

than the “best-current-equipment” approach.

Therefore, a more appropriate definition of the maximum-efficiency scenario

would be based on projecting typical average efficiency improvements over the

entire planning period, and then insisting that the best technology at each instant in

time is used for all new equipment introduced at that moment in time. While pro-

jections of future efficiency of individual pieces of equipment may be uncertain

and sometimes wrong, it seems reasonable to assume that average efficiencies over

groups of related equipment can be extrapolated reliably.

6.2.3 Load structure

Loads are end-use energy demands as experienced by the energy system. From the

consumer’s perspective, loads satisfy needs by delivering goods and services that

require energy. Energy delivery is often constrained to certain time profiles and

locations. This is the reason that energy systems often contain energy storage facili-

ties, as well as import-export options, whether for transport by a grid or by vessels

or vehicles. Some energy storage could be at the end-user and form part of the

equipment used to satisfy the end-user’s demand (e.g., solar thermal systems with

hot water tanks). Utilization of energy stores can modify both time variations and

total amounts of energy demanded.
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On a regional or national level, loads are customarily divided onto sectors, such as

energy demands of industry, agriculture, commerce, services and residences, and

transportation. A sector may require one or more types of energy, e.g., heat, electric-

ity, or a “portable source” capable of producing mechanical work (typically a fuel).

The distribution of loads on individual sectors depends on the organization of the

society and on climatic conditions. The latter influence the need for space heating or

cooling, while the former includes settlement patterns (which influence the need for

transportation), building practices, health care and social service levels, types of

industry, etc. A systematic method of treating energy demands is described in the

following, for use in the scenarios and system simulations in sections 6.5�6.7.

The development of energy demands is sometimes discussed in terms of

marginal changes relative to current patterns. For changes over extended periods of

time, this is not likely to capture the important issues. Another approach, called the

bottom-up model, looks at human needs, desires, and goals and then builds up, first,

the corresponding material demands requirement and then the energy required to

fulfill these demands, under certain technology assumptions (Kuemmel et al., 1997,

appendix A). This approach is based on the view that certain human needs are basic

needs, i.e., non-negotiable, while others are secondary needs that depend on cultural

factors and stages of development and knowledge and could turn out differently for

different societies, subgroups, or individuals within a society. Basic needs include

adequate food, shelter, security, and human relations. Then there is a continuous

transition to more negotiable needs, which include material possessions, art, culture,

human interactions, and leisure. [Maslow (1943) was among the first to discuss the

hierarchy of human needs.] Energy demand is associated with satisfying several of

these needs, with manufacture and construction of the equipment and products used

in fulfillment of the needs, and with procuring the materials needed along the chain

of activities and products.

In normative models like scenarios for the future, the natural approach to energy

demand is to translate needs and goal satisfaction into energy requirements, consis-

tent with environmental sustainability in case that is part of the normative assump-

tions. For market-driven scenarios, basic needs and human goals play an equally

important role, but secondary goals are more likely to be influenced by commercial

interest rather than by personal motives. It is interesting that the basic needs

approach is routinely taken in discussion of the development of societies with low

economic activity, but rarely in discussions of industrialized countries.

The methodology developed here is first to identify needs and demands (in short,

human goals), and then to discuss the energy required to satisfy them in a series of

steps tracing backward from the goal-satisfying activity or product to any required

manufacture and then further back to materials. The outcomes are expressed on a

per capita basis (involving averaging over differences within a population), but

separates different geographical and social settings as required for local, regional,

or global scenarios.

Analysis may begin by assuming 100% goal satisfaction, from which energy

demands in societies that have not reached this level can subsequently be deter-

mined. Of course, a normative scenario may include the possibility that some
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members of the society do not enjoy full goal satisfaction. This is true for liberal-

ism, which considers inequality a basic economic driver in society. Nevertheless,

the end-use approach assumes that it is meaningful to specify the energy expendi-

ture at the end-user without considering the system responsible for delivering the

energy. This is only approximately true. In reality, there may be couplings between

the supply system and the final energy use, and therefore in some cases end-use

energy demand is dependent on the overall system choice. For example, a society

rich in resources may undertake production of large quantities of resource-intensive

products for export, while a society with fewer resources may instead focus on

knowledge-based production; both societies are interested in balancing their econ-

omy to provide satisfaction of the goals of their populations, but possibly with quite

different implications for energy demand.

End-use energy demands are distributed both on usage sectors and on energy

qualities, and they may be categorized as follows:

1. Cooling and refrigeration 0�C�50�C below ambient temperature

2. Space heating and hot water 0�C�50�C above ambient temperature

3. Process heat below 100�C
4. Process heat in the range 100�C�500�C
5. Process heat above 500�C
6. Stationary mechanical energy

7. Electric energy (no simple substitution possible)

8. Energy for transportation (mobile mechanical energy)

9. Food energy

The goal categories used to describe the basic and derived needs can then be

selected as follows:

A: Biologically acceptable surroundings

B: Food and water

C: Security

D: Health

E: Relations and leisure

F: Activities

f1: Agriculture

f2: Construction

f3: Manufacturing industry

f4: Raw materials and energy industry

f5: Trade, service, and distribution

f6: Education

f7: Commuting

Here categories A�E refer to direct goal satisfaction, f1�f4 to primary derived

requirements for fulfilling needs, and, finally, f5�f7 to indirect requirements for

carrying out the various manipulations stipulated. Ranges of estimated energy

requirements for satisfying all needs identified by present societies are summarized

in Table 6.1 (Kuemmel et al., 1997), with a more detailed, regional distribution

given in Table 6.2 for a 2050 scenario-study by Sørensen and Meibom (1998). The
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same study includes an analysis of year-1994 energy end-uses, using the same prin-

ciples as for the future scenario, and this analysis is given in Table 6.3. The

table shows the low average efficiencies of the final conversion steps in 1994. The

detailed assumptions behind the “full goal satisfaction” energy estimates are given

below.

For use in the year-2050 global scenario described in section 6.7, the end-use

energy components for each category are estimated on the basis of the actually

assumed partial goal fulfillment by the year 2050 and are given in Table 6.4 on a

regional basis. This analysis assumes population development based on the United

Nations population studies (United Nations, 1996), using the alternative correspond-

ing to high economic growth (in the absence of which population is estimated to

grow more). The population development is in good agreement with the central

choice used in the energy emission scenarios created for the IPCC process (IPCC,

2007a�c).

Figures 6.1 and 6.2 show the present and the assumed year-2050 population den-

sity, including the effect of increasing urbanization, particularly in developing

regions, leading to 74% of the world’s population living in urban conglomerates by

the year 2050 (United Nations, 1997). Discussion of energy use categories A to F

above is expanded in the following survey.
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A. Biologically

acceptable

surroundings

0�200 0�650 0 0 0 0 0 0 0 0�650

B. Food and water 21 0 5 7 0 0 0 0 120 153

C. Security (0) (0) 0 0 0 (0) 0 1 0 1

D. Health 0 0 115 17 0 0 (0) (0) 0 132

E. Relations, leisure (0) (0) 0 0 0 0 60�82 25�133 0 85�215

F. Activities:

Construction 0 0 0 0 0 30�60 0 7�15 0 37�75

Trade, service and

distribution

1�80 0�150 0�10 0 0 5 20 30�100 0 56�325

Agriculture 0 00 0 0�6 0 1�3 1 3�6 0 5�16

Manufacturing

industry

1�40 0�150 10�100 20�70 12�30 20�40 20�40 7�15 0 90�445

Raw Materials

and energy

industry

0 0 0�30 0�30 0�250 0�170 0�30 0�20 0 0�530

Education 0�20 0�65 0 0 0 0 1�2 0 0 1�67

Commuting 0 0 0 0 0 0 0 0 0 0�30

Total 23�361 0�1015 130�260 44�130 12�280 56�278 102�175 73�320 120 560�2639

TABLE 6.1 Global end-use energy demand based upon bottom-up analysis of needs and goal satisfac-

tion in different parts of the world, using best available currently available technologies (average

energy flow in W cap2 1)
From Kuemmel et al. (1997).
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6.2.3.1 Biologically acceptable surroundings

Suitable breathing air and shelter against wind and hot or cold temperatures may

require energy services both indirectly, in the manufacture of clothes and

habitable structures, and directly, in the provision of an active heat supply or a cool-

ing system. Insulation by clothing makes it possible for humans to stay in cold sur-

roundings with a modest increase in food supply (which serves to heat the layer

between the body and the clothing). The main heating and cooling demands occur

in extended spaces (buildings and sheltered walkways, etc.) intended for human

occupation without the inconvenience of clothing or temperatures that would

impede activities, such as manual labor.

Regions &/

Energy

Quality:

1. USA,

Canada

2. Western

Europe,

Japan,

Australia

3. Eastern

Europe,

Ex-Soviet,

Middle

East

4. Latin

America,

SE Asian

“tigers”

5. China,

India, Rest

of Asia

6. Africa Average &

Total

Space heating� 205 212 164 19 96 10

Other low-temp.

heat

150 150 150 150 150 150

Medium-temp.

heat

50 50 50 50 50 50

High-temp. heat 40 40 40 40 40 40

Space cooling� 9 2 43 37 71 44

Other refrigeration 35 35 35 35 35 35

Stationary

mechanical

150 150 150 150 150 150

Electric appliances 150 150 150 150 150 150

Transportation 200 150 200 150 150 150

Food energy 120 120 120 120 120 120

Total 2050

end-use

energy

1109 1059 1102 901 1012 899 986 W/cap

420 559 1146 1243 4008 1834 9210 GW

Population 2050,

mill.

379 528 1040 1380 3960 2040 9340

Total area,

million km2

20.1 15.4 28.3 26.3 20.1 30.9 141.1

TABLE 6.2 Per capita energy use for “full goal satisfaction” in W cap
2 1

and total in GW for the

assumed 2050 population stated

Rows marked � are based on temperature data for each cell of geographical area (0.5� longitude-latitude grid used). Manufacturing
and raw materials industries are assumed to be distributed in proportion to population between regions. A full list of the countries
included in each region is given in Sørensen and Meibom (1998).
Reprinted from Sørensen and Meibom (1998), with permission.
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Rather arbitrarily, but within realistic limits, it is assumed that fulfillment of

goals related to shelter requires an average space of 40 m2 times a height of 2.3 m

to be at the disposal of each individual in society and that this space should be

maintained at a temperature of 18�C�22�C, independent of outside temperatures

and other relevant conditions. As a “practical” standard of housing technology, for

Region:

1994 End-use

Energy

1. USA,

Canada

2. Western

Europe,

Japan,

Australia

3. Eastern

Europe,

Ex-Soviet,

Middle

East

4. Latin

America,

SE Asian

“tigers”

5. China,

India,

Rest

of Asia

6. Africa Average &

Total

Space heating 186 207 61 2 19 1 46 W/cap

52 116 41 1 48 1 260 GW

Other low-temp.

heat

120 130 40 15 18 10 36 W/cap

34 73 27 12 47 7 199 GW

Medium-temp.

heat

40 50 30 10 10 5 17 W/cap

11 28 20 8 26 3 97 GW

High-temp. heat 35 40 30 10 10 3 16 W/cap

10 22 20 8 26 2 88 GW

Space cooling 9 1 13 2 3 0 4 W/cap

2 1 9 2 8 0 22 GW

Other refrigeration 29 23 14 2 2 0 7 W/cap

8 13 9 1 5 0 37 GW

Stationary

mechanical

100 130 80 25 5 4 34 W/cap

28 73 53 21 13 3 191 GW

Electric

appliance

110 120 50 20 5 4 29 W/cap

31 67 33 16 13 3 164 GW

Transportation 200 140 40 20 5 3 34 W/cap

56 79 27 16 13 2 193 GW

Food energy 120 120 90 90 90 90 95 W/cap

34 67 60 74 233 61 530 GW

Total end-use

energy

948 962 448 195 167 121 318 W/cap

268 540 298 160 432 83 1781 GW

Population 1994 282 561 666 820 2594 682 5605 million

Region area 20 15 28 26 20 31 141 million

km2

TABLE 6.3 Estimated end-use energy in 1994.

Due to the nature of available statistical data, the categories are not identical to those used in the scenarios. Furthermore, some end-
use energies are extrapolated from case studies. These procedures aim to provide a more realistic scenario starting point. However,
as the scenario assumptions are based upon basic principles of goal satisfaction, the inaccuracy of current data and thus of scenario
starting points does not influence scenario reliability, but only stated differences between now and the future.
Reprinted from Sørensen and Meibom (1998), with permission.
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the heat loss P from this space I shall use the approximate form P5C3ΔT, where

ΔT is the temperature difference between the desired indoor temperature and the

outside temperature.

The constant C denotes a contribution from heat losses through the external

surfaces of the space, plus a contribution from exchanging indoor air with outside

air at a minimum rate of about once every 2 h. Half of the surfaces of the “person

space” are considered external, with the other half being assumed to face another

heated or cooled space. Best-current-technology solutions suggest that heat-loss and

ventilation values of C50.35 (heat loss)10.25 (air exchange)5 0.6 W �C21 per m2

of floor area can be attained. The precise value, of course, depends on building

design, particularly window area. The air exchange assumed above is about 40%

lower than it would be without use of heat exchangers in a fraction of the buildings.

Regions: / Energy

Quality:

1. USA,

Canada

2. Western

Europe,

Japan,

Australia

3. Eastern

Europe,

Ex-Soviet,

Middle

East

4. Latin

America,

SE Asian

“tigers”

5. China,

India,

Rest of

Asia

6. Africa

Space heating 0.9 (0.9) 1.0 (0.96) 0.75 (0.25) 0.67 (0.08) 0.63 (0.16) 0.15 (0.10)

Other low-
temp. heat

0.87 (0.8) 1.0 (0.87) 0.53 (0.27) 0.6 (0.10) 0.67 (0.12) 0.13 (0.07)

Medium-

temp. heat

0.9 (0.8) 1.0 (1.0) 0.8 (0.6) 0.8 (0.2) 0.8 (0.2) 0.1 (0.1)

High-temp.

heat

0.88 (0.88) 1.0 (1.0) 0.75 (0.75) 0.75 (0.25) 0.75 (0.25) 0.13 (0.08)

Refrigeration 1.0 (0.83) 1.0 (0.67) 0.4 (0.4) 0.5 (0.05) 0.33 (0.05) 0.05 (0.01)

Stationary

mechanical

0.93 (0.67) 1.0 (0.87) 0.53 (0.53) 0.67 (0.17) 0.67 (0.03) 0.13 (0.03)

Electric

appliances

1.0 (0.73) 1.0 (0.8) 0.53 (0.33) 0.67 (0.13) 0.67 (0.03) 0.1 (0.03)

Transportation 0.9 (1.0) 1.0 (0.93) 0.35 (0.20) 0.67 (0.13) 0.33 (0.03) 0.1 (0.02)

Food energy 1.0 (1.0) 1.0 (1.0) 1.0 (0.75) 1.0 (0.75) 1.0 (0.75) 0.83 (0.75)

Averages of the

above

0.93 (0.85) 1.0 (0.90) 0.62 (0.45) 0.68 (0.21) 0.64 (0.18) 0.20 (0.13)

TABLE 6.4 The fraction of “full goal satisfaction” assumed in the year-2050 scenario, with estimated

values for 1994 given in parentheses.

These estimates involve assumptions about conditions for development in different parts of the world: on the one hand,
positive conditions, such as previous emphasis on education, which are a prerequisite for economic development, and, on
the other hand, negative conditions, such as social instability, frequent wars, corrupt regimes, lack of tradition for
democracy, for honoring human rights, and so on. It is recognized that these assumptions are considerably subjective. As
an example, United Nations projections traditionally disregard non-economic factors and, for instance, assume a much
higher rate of development for African countries.
Reprinted from Sørensen and Meibom (1998), with permission.
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Figure 6.1 1994 population density (cap km22) (based on CIESIN,

1997). The geographical projection of Mollweide is used in order to

obtain a faithful reproduction of equal areas (but at the expense of

angular relations).

Figure 6.2 Population density assumed in 2050 scenario (cap km22)

(consistent with United Nations, 1996, 1997; using an urbanization

model described in Sørensen and Meibom, 1998). Note that the higher

population densities in large cities are inconspicuous, while the lower

densities in rural areas, relative to 1994, show up clearly.



The 40-m2 cap21 assumed dwelling space is augmented below with 20 m2 cap21

for other activities (work, leisure). Light is treated under activities.

Now, energy needs� for heating and cooling, at a given location and averaged

over the year, can be calculated with the use of climate tables giving the ambient

temperature, e.g., hour by hour, for a typical year. If there are periods where tem-

peratures are such that constant heating or cooling is required, the corresponding

energy needs can be determined from the average temperatures alone. Heat capacity

of the building will smooth out short-term variations, so that it is often a good

approximation to determine heating and cooling demands from daily or even

monthly average temperatures. An example of such estimations is shown in

Figs. 6.3 and 6.4, for the annual heating and cooling requirements, separately, as a

function of geographic location. The assumption is that space cooling is required

for outdoor temperatures above 24�C and heating is required for temperatures

below 16�C. Heat from indoor activities, combined with the thermal properties of

suitable building techniques and materials, can provide indoor temperatures within

the desired range of 18�C2 22�C. Local space heating and cooling requirements

are then obtained by folding the climate-related needs with the population density

(taken from Fig. 6.2 for the year 2050 and used in the scenarios for the future

described in section 6.7).

Here are a few examples: For Irkutsk, Siberia, the annual average temperature

of 23�C gives an average dwelling energy requirement for heating of 651 W (per

capita and neglecting the possibility of heat gain by heat exchangers included in

Figs. 6.3 and 6.4). For Darwin, Australia, no heating is needed. These two values

are taken as approximate extremes for human habitats in the summary table. Very

few people worldwide live in harsher climates, such as that of Verkhoyansk (also

in Siberia: average temperature, 217�C; heating requirement, 1085 W cap21).

Other examples are P5225 W cap21 (New York City), P5298 W cap21

(Copenhagen), and P very nearly zero for Hong Kong. Cooling needs are zero for

Irkutsk and Copenhagen, while for Darwin, with an annual average temperature

of 29�C, the cooling energy requirement is 2P5209 W cap21, assuming that

temperatures above 22�C are not acceptable. The range of cooling energy

demands is assumed to be roughly given by these extremes, from 2P50 to

2P5 200 W cap21 For New York City, the annual average cooling requirement

is 10 W cap21 (typically concentrated within a few months), and for Hong Kong,

it is 78 W cap21.

� Several studies use a thermodynamic concept called free energy (F). It is related to the conventional,

conserved energy P by the relation F5P ΔT/T, where T is the absolute temperature of the space to be

heated or cooled and the temperature of the surroundings is T05 T2ΔT (all temperatures measured in

Kelvin). The free energy concept incorporates the quality of energy, which is less than the conserved

energy for heat and equal to it only for mechanical or electric energy. The rate of free-energy supply

needed to provide the heat energy flux P in a space of temperature T embedded in surroundings of tem-

perature T0 is F5P ΔT/T5C (ΔT)2/T. This expression is valid for both heating and cooling. In the lat-

ter case, both ΔT and P are negative.
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Figure 6.3 Energy requirement for January (above) and July (below)

space heating (W m22), assuming the year-2050 population model

(UN, 1996, 1997) and full satisfaction of space-heating needs in an

average space of 60 m2 (floor area) by 2.3 m (ceiling height) per

capita, including domestic as well as other indoor spaces in use

(Sørensen and Meibom, 1998).



Figure 6.4 Energy requirement for January (above) and July (below)

space cooling (W m22), assuming the year 2050 population model

(UN, 1996, 1997) and full satisfaction of space-cooling needs in an

average space of 60 m2 (floor area) by 2.3 m (ceiling height) per

capita, including domestic as well as other indoor spaces in use

(Sørensen and Meibom, 1998).



6.2.3.2 Food and water

The energy from food intake corresponding to full satisfaction of food needs is

about 120 W cap21. Today, 28% of food intake is in the form of meat and other

animal products (Alexandratos, 1995), but in the 2050 scenario presented below it

is assumed that this fraction declines to 23%, partly owing to better balance in the

diet of the industrialized regions and partly owing to an increased meat fraction in

those regions presently having the lowest (e.g., East Asia, 9%). The distribution of

food energy is shown in Figs. 6.5�6.6.

To store food adequately, the use of short- and long-term refrigeration is

assumed. The average per capita food intake is of the order of 23 1025 kg s21, of

which 0.83 1025 kg s21 is assumed to have spent 5 days in a refrigerator at a tem-

perature ΔT515�C below the surrounding room temperature, and 0.43 1025 kg s21

is assumed to have spent 2 months in a freezer at ΔT5 40�C below room tempera-

ture. The heat-loss rate through the insulated walls of the refrigerator or freezer is

taken as 23 1022 W�C21 per kg of stored food. The energy requirement then

becomes

PB0:83 1025 3 53 243 36003 23 1022 3 155 1:04 W=cap ðrefrigeratorÞ
PB0:43 1025 3 23 7203 36003 23 1022 3 405 16:6 W=cap ðfreezerÞ;

plus the energy needed to bring the food down to the storage temperatures,

PB0:721 2:125 2:84 W cap21

(assuming a heat capacity of 6000 J kg21�C21 above 0�C and half that value below

the freezing point, and a phase change energy of 350 kJ kg21). Energy is assumed

to be delivered at the storage temperatures. Some energy could be regained from

the melting of frozen food.

Cooking food requires further energy. Assuming that 40% of food intake is

boiled at ΔT5 70�C above room temperature, and that 20% of food intake is fried

at ΔT5 200�C above room temperature, the energy needed to bring the food up to

the cooking temperatures is PB3.361 4.805 8.16 W cap21, and the energy

required for keeping the food cooking is PB1.451 2.085 3.53 W cap21, assuming

daily cooking times of 30 minutes for boiling and 15 minutes for frying (some food

cultures certainly use more), and heat losses from the pot/pan/oven averaging

1 W�C21 for the quantities of food cooked per person per day.

Provision of water involves pumping and cleaning/purification. The pumping

and treatment energy needs are negligible on a per capita basis, but both are

included in the industry sector considered below.

6.2.3.3 Security

Heating and cooling of buildings used by courts, police, military, and other

security-related institutions are included as part of the 40 m2 area accorded each
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Figure 6.5 Vegetable food required in the 2050 scenario, expressed

in W m22 and including 30% losses in preparation at the end-user.

Figure 6.6 Animal-based food required in the 2050 scenario,

expressed in W m22 and including 20% losses in preparation at the

end-user.



person. Remaining energy use for personal and national security would be for trans-

portation and energy depreciation of materials and would hardly amount to more

than 1 W cap21, except for very belligerent or crime-ridden nations or nations with

badly disliked regimes.

6.2.3.4 Health

Hot water for personal hygiene is taken as 50 liters day21 cap21 at T5 40�C above

the waterworks’ supply temperature, implying a rate of energy use averaging

roughly P5 97 W cap21. Some of this heat could be recycled. Clothes washing and

drying may amount to treating about 1 kg of clothes per day per capita. Washing is

assumed to handle 5 kg of water/kg of clothes, at T5 60� C (in practice, often more

water is used, at different temperatures, some of which are closer to inlet tempera-

ture), or an average energy of P5 15 W cap21. For drying, it is assumed that 1 kg

of water has to be evaporated (heat of evaporation about 2.33 106 J kg21) per day

per capita, at an effective temperature elevation of 80�C (the actual temperature is

usually lower, but mechanical energy is then used to enhance evaporation by blow-

ing air through rotating clothes containers). Local air humidity plays a considerable

role in determining the precise figure. Condensing dryers recover part of the evapo-

ration heat, say, 50%. Energy use for the case considered is then 17 W cap21.

Hospitals and other buildings in the health sector use energy for space conditioning

and equipment. These uses are included in household energy use (where they con-

tribute 1%�2%).

6.2.3.5 Relations

Full goal satisfaction in the area of human relations involves a number of activities

that are dependent on cultural traditions, habitats, and individual preferences. One

possible example of a combination of energy services for this sector is used to

quantify energy demands.

The need for lighting depends on climate and habitual temporal placement of

light-requiring activities. Taking 40 W of present “state-of-the-art” commercial

light sources (about 50 lumen per watt) per capita for 6 h/day, an average energy

demand of 10 W cap21 results. Still, radiant energy from light sources represents

about 10 times less energy, and more efficient light sources are likely to become

available in the future.

Radio, television, telecommunication, music, games, video, and computing, etc.,

are included in the scenario in section 6.7 and are assumed to take

65�130 W cap21 (say 2�3 hours a day on average for each appliance), or an

energy flux of 8�16 W cap21. Add-on devices (scanners, printers, DVD burners,

plus some not invented yet) increase demand, but increased efficiency of the new

technology is assumed to balance the increased number of devices. Examples are

flat-screen displays, which use 10�50 times less energy than the CRT screens that

dominated at least television equipment up to the 1990s. Stand-by power for much

of the equipment, as well as the power for computer screens and peripherals, was
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often not energy optimized by the end of the 1990s (cf. Sørensen, 1991). It is

assumed that this will change in the future. Still, because the hoped-for balance

between the increase in new equipment and their energy use is not proven, an addi-

tional energy expenditure of 30 W cap21 was included in the section 6.7 scenario.

The newer scenarios presented in section 6.5 have a much higher energy demand in

this area (200 W cap21), considering that, although efficiency increases, so do the

sizes of television and computer screens, etc. In addition, permanent Internet access

and automatization of a number of maintenance jobs in buildings could be among

the reasons for increased energy use, although it would be coupled to reductions

elsewhere in society. Social and cultural activities taking place in public buildings

are assumed to be included above (electricity use) or under space conditioning

(heating and cooling).

Recreation and social visits can entail a need for transportation, by surface or by

sea or air. A range of 25�133 W cap21 is taken to be indicative of full goal satis-

faction: the higher figure corresponds to traveling 11 000 km y21 in a road-based

vehicle occupied by two persons and using for this purpose 100 liters of gasoline

equivalent per year per person. This amount of travel could be composed of 100 km

weekly spent on short trips, plus two 500 km trips and one 5000 km trip a year.

Depending on habitat and where friends and relatives live, the shorter trips could be

reduced or made on bicycle or foot, and there would be variations between cultures

and individuals. Road congestion and crowded air space increase the likelihood of

flattening out the current increase in transportation activity (as would teleconferenc-

ing and videophones), and transport is increasingly seen as a nuisance, in contrast

to the excitement associated with early motoring and air travel. Road and air guid-

ance systems would reduce the energy spent in stop-and-go traffic and in aircraft

circling airports on hold. Hence, the lower limit of energy use for recreation and

social visits is between 5 and 6 times less than the upper limit.

6.2.3.6 Activities

Education (understood as current activities plus lifelong continuing education

required in a changing world) is assumed to entail building energy needs corre-

sponding to 10% of the residential value, i.e., an energy flux of 0�20 W cap21 for

cooling and 0�65 W cap21 for heating.

Construction is evaluated on the basis of 1% of structures being replaced per

year, but the rate would be higher in periods of population increase. Measuring

structures in units of the one-person space as defined above under Biologically

acceptable surroundings, it is assumed that there are 1.5 such structures per person

(including residential, cultural, service, and work spaces). This leads to an estimated

rate of energy spending for construction amounting to 30�60 W cap21 of stationary

mechanical energy plus 7�15 W cap21 for transportation of materials to building

sites. The energy hidden in materials is deferred to the industrial manufacture and

raw materials industry.

Agriculture, which includes fishing, the lumber industry, and food processing, in

some climates requires energy for food crop drying (0�6 W cap21), for water
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pumping in irrigation and other mechanical work (about 3 W cap21), for electric

appliances (about 1 W cap21), and for transport (tractors and mobile farm machin-

ery, about 6 W cap21).

The distribution and service (e.g., repair or retail) sector is assumed, depending

on location, to use 0�80 W cap21 of energy for refrigeration, 0�150 W cap21 for

heating of commerce- or business-related buildings, about 20 W cap21 of electric

energy for telecommunications and other electric appliances, and about 5 W cap21

of stationary mechanical energy for repair and maintenance service. Transportation

energy needs in the distribution and service sectors, as well as energy for commut-

ing between home and workplaces outside home, depend strongly on the physical

location of activities and on the amount of planning that has been done to optimize

such travel, which is not in itself of any benefit. Estimated energy spending is

30�100 W cap21, depending on these factors. All the energy estimates here are

based on actual energy use in present societies, supplemented with reduction factors

pertaining to the replacement of existing equipment by technically more efficient

types, according to the “best-available-and-practical technology” criterion, accom-

panied by an evaluation of the required energy quality for each application.

In the same way, energy use in manufacturing can be deduced from present data,

once the volume of production is known. Assuming the possession of material goods

to correspond to the present level in the United States or Scandinavia, and a replace-

ment rate of 5% per year, leads to a rate of energy use of about 300 W cap21. Less

materialistically minded societies would use less. Spelled out in terms of energy

qualities, there would be 0�40 W cap21 for cooling and 0�150 W cap21 for heat-

ing and maintaining comfort in factory buildings, 7�15 W cap21 for internal trans-

portation, and 20�40 W cap21 for electric appliances. Most of the electric energy

would be used in the production processes, for computers and for lighting, along

with another 20�40 W cap21 used for stationary mechanical energy. The assumed

lighting efficiency is 50 lumen/W. Finally, the process heat requirement would

include 10�100 W cap21 below 100�C, 20�70 W cap21 from 100�C to 500�C and

12�30 W cap21 above 500�C, all measured as average rates of energy supply over

industries very different in regard to energy intensity. Some consideration is given

to heat cascading and reuse at lower temperatures, in that the energy requirements at

lower temperatures have been reduced by what corresponds to about 70% of the

reject heat from the processes in the next higher temperature interval.

Most difficult to estimate are the future energy needs of the resource industry.

This is for two reasons: one is that the resource industry includes the energy indus-

try and thus will vary greatly depending on what the supply option or supply mix

is. The second reason is the future need for primary materials: will it be based on

new resource extraction, as is largely the case today, or will recycling increase to

near 100% (for environmental and economic reasons connected with depletion of

mineral resources)?

As a concrete example, let us assume that renewable energy sources are used,

as in the scenario considered in section 6.4. Extraction of energy by the mining

and oil and gas industries as we know them today will disappear, and activities

related to procuring energy will take a quite different form, related to renewable
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energy conversion equipment, which in most cases is more comparable to pres-

ent utility services (power plants, etc.) than to a resource industry. This means

that energy equipment manufacturing will become the dominant energy-requiring

activity.

For other materials, the ratios of process heat, stationary mechanical energy,

and electricity use depend on whether mining or recycling is the dominant mode of

furnishing new raw materials. In the ranges given, not all maxima are supposed to

be realized simultaneously, and neither are all minima. The numbers are assumed

to comprise both the energy and the material provision industries. The basis

assumption is high recycling, but for the upper limits not quite 100%. There will

therefore be a certain requirement for adding new materials for a growing world

population. The assumed ranges are 0�30 W cap21 for process heat below 100�C
as well as for 100�C�500�C, 0�250 W cap21 above 500�C, 0�170 W cap21 of

stationary mechanical energy, 0�30 W cap21 of electric energy and 0�20 W cap21

of transportation energy.

6.2.3.7 Summary of end-use energy requirements

Table 6.5 summarizes, by main energy qualities, the estimates of energy delivered

to end-users in the scenario discussed for year 2050. The 2050 per capita energy

services are more than twice those of today, and yet the average energy delivered to

each end-user is only half that of today, owing to higher efficiency of each conver-

sion step. In section 6.7, the primary energy required for the global 2050 scenario is

determined, while the regional studies in section 6.6 use updated end-use estimates.

Table 6.5 gives the gross energy input to transportation needs, accumulating

the individual demands for personal transportation, for work-related transport of

persons and goods, and for transport between home and work (“commuting”).

The net energy required to overcome frictional resistance and the parts of poten-

tial energy (for uphill climbing) and acceleration that are not reclaimed is multi-

plied by a factor of 2 to arrive at the gross energy delivery. This factor

reflects an assumed 2050 energy conversion efficiency for fuel-cell-driven (with

electric motor) road vehicles of 50%, as contrasted with about 20% for present-

day combustion engines. For the fraction of vehicles (presumably an urban fleet)

using batteries and electric drives, the 50% efficiency is meant to reflect storage-

cycle losses (creep current discharge during parking and battery-cycle efficiency).

The geographical distribution of transportation energy demands is shown in

Fig. 6.9.

The row “direct electric and all other energy” in Table 6.5 comprises medium-

and high-temperature heat, refrigeration other than space cooling (which is included

in the space-heating and space-cooling energy), stationary mechanical energy, and

dedicated electric energy for appliances and motors outside the transportation sec-

tor. For these forms of energy, no end-use efficiency is estimated, as the final ser-

vice efficiency depends on factors specific to each application (re-use and

cascading in the case of industrial process heat, sound- and light-creating
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technologies, computing, and display and printing technologies, all of which are

characterized by particular sets of efficiency considerations). The geographical dis-

tribution of these energy requirements in the 2050 scenario is shown in Fig. 6.8.

The distribution of the electric energy input to heat pumps (COP5 3), which in the

scenario covers space heating, cooling, and other low-temperature heat demands, is

shown in Fig. 6.7, and Fig. 6.10 adds all the scenario energy demands, including

environmental heat drawn by the heat-pump systems. The low COP assumed for

heat pumps reflects the location of the corresponding loads at high latitude, where

suitable low-temperature reservoirs are difficult to establish.

Estimations of future energy demands are obviously inaccurate, due to both

technical and normative factors: on the one hand, new activities involving energy

use may emerge, and, on the other hand, the efficiency of energy use may be fur-

ther increased by introduction of novel technology. Yet it is reassuring that the

Regions: /

Energy

Quality:

1. USA,

Canada

2. Western

Europe,

Japan,

Australia

3. Eastern

Europe,

Ex-soviet,

Middle East

4. Latin

America,

SE Asian

“tigers”

5. China,

Rest of

Asia

6. Africa Average &

Total

Food based on

animals

30 30 30 25 25 20 23%

45 45 45 37 37 25 36W/cap

17 24 47 52 148 51 339 GW

Food based on

grain &

vegetables

70 70 70 75 75 80 77%

119 119 119 128 128 114 123W/cap

45 63 124 177 506 232 1148 GW

Gross

transportation

energy

359 299 140 201 99 30 125W/cap

136 158 146 277 392 61 1170 GW

Heat pump

input for low-

temp. heat

and

cooling

110 110 87 43 80 22 65W/cap

58 58 90 60 318 45 610 GW

Environmental

heat

240 256 203 100 186 51 151W/cap

91 135 210 140 741 105 1421 GW

Direct electric &

all other

energy

420 424 245 288 283 47 240W/cap

153 224 255 398 1116 96 2242 GW

Total delivered

energy

1272 1252 838 800 814 290 742 W/cap

482 661 871 1104 3225 591 6934 GW

Population 2050 379 528 1040 1380 3960 2040 9340 millions

TABLE 6.5 Energy delivered to end-user in 2050 scenario, including environmental heat (Sørensen and

Meibom, 1998).

The energy delivered differs from end-use energy by losses taking place at the end-users’ location.
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Figure 6.7 Average energy input to heat pumps used for space

conditioning and low-temperature heat production, required in 2050

scenario and expressed in W m22.

Figure 6.8 Electric and mechanical energy plus medium- to high-

temperature heat required in the 2050 scenario, expressed in W m22

(the heat-pump inputs of Fig. 6.7 are excluded).



Figure 6.9 Energy for all forms of transportation required in the

2050 scenario and expressed in W m22 (including losses in vehicle

energy conversion and storage equipment).

Figure 6.10 Total energy required in the 2050 scenario for delivery

to the end-user, expressed in W m22 (food energy and environmental

heat inputs to heat pumps included).



gross estimate of energy demands associated with full goal satisfaction (for a

choice of goals not in any way restrictive) is much lower than present energy use

in industrialized countries. It demonstrates that bringing the entire world

population, including little-developed and growing regions, up to a level of full

goal satisfaction is not precluded for any technical reasons. The scenarios in sec-

tion 6.4 are consistent with this, in assuming energy-efficiency gains of about a

factor of 4.

Figure 6.11 illustrates the reference scenario assumptions in different regions by

comparing end-use energy, with and without food energy, between 2050 and 1994

populations. Compared to many other scenarios (see, for example, WEA, 2000), the

2050 scenario used here places more emphasis on using the most efficient technol-

ogy. The reason for this is an assumption of economic rationality that strangely con-

trasts with observed behavior: Current consumers often choose technology that

entails a much higher cost for energy inputs during the operation life than the

increased cost they would need to pay at purchase for the most energy-efficient brand

of the technology in question. This economic irrationality pervades our societies in

several other ways, including the emphasis in RD&D programs on supply solutions

that are much more expensive than solutions directed at diminishing energy use.

Thus, the “growth paradigm” seems to be so deeply rooted in current economic

thinking that many people deem it “wrong” to satisfy their needs with less energy

and “wrong” to invest in technology that may turn their energy consumption on a

declining path. This problem is rarely discussed explicitly in economic theory, but is

buried in terms like “free consumer choice,” and is coupled with encouraging the

“freedom” of advertisement, allowing substandard equipment to be marketed without

mention of the diseconomies of its lifetime energy consumption.

Population increase 1994 to 2050

Per capita end-use energy increase 1994 to 2050,
excluding food energy

Per capita end-use energy increase 1994 to 2050
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Figure 6.11 Ratio of the year-2050 scenario end-use energy to estimated 1994 value.
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One wonders when consumers will, instead, respond with the thought that, “If a

product needs to be advertised, there must be something wrong with it”? Either the

product does not fulfill any need, or it is of lower quality than other products

filling the same need with lower energy consumption. New, fairly expensive

energy-production technology, such as solar or fuel cells, get much more media

attention than freezers with a four-times-lower-than-average energy consumption.

Given that world development at present is not governed by economic rationality,

the supply�demand matching exercises presented in the following subsections,

which are based on the scenarios defined according to the principles set forth

above, will take up the discussion of robustness against underestimates of future

energy demand.

Specification of the energy form required at the end-user first amounts to distrib-

uting the sector loads on electric, mechanical, heat, radiant energy, etc., but the heat

energy demand must be further specified, as described above, in order to provide

the type of information needed for planning and selecting the energy systems capa-

ble of serving the loads. As an example of the investigations needed, Fig. 6.12

shows the temperature distribution of heat demand for the Australian food-

processing industry.

6.2.3.8 Patterns of time variations

In a complex system with decisions being taken by a large number of individual

consumers, the time pattern of the load cannot be predicted precisely. Yet the aver-

age composition and distribution of the load are expected to change smoothly, with
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Figure 6.12 Temperature distribution of heat demand in the Australian food-processing

industry.

Based on Morse (1977).

679Energy system planning



only modest ripples appearing relative to the average. However, there may be

extreme situations, but with a low probability of occurrence, that should be taken

into account in designing energy system solutions.

Fluctuations in electricity demand have routinely been surveyed by utility com-

panies, many using simulation models to optimize use of their supply system.

Figure 6.13 gives two examples of seasonal variations in electricity loads, one being

for a high-latitude area, exhibiting a correlation with the number of dark hours in

the day, and the other being for a metropolitan area in the southern United States,

reflecting the use of electricity for space-cooling appliances.

Superimposed on seasonal variations is a daily cycle, which often exhibits differ-

ent patterns on weekdays versus weekends. The example given in Fig. 6.14 (also

from the United States) shows a further irregularity for Mondays (a “peak working

day”), probably reflecting a higher energy requirement for the “cold starts” of

industrial processes relative to continual operation during the following days. Yet,

not all regions exhibit a pronounced “peak working day” load like the one in

Fig. 6.14. Figure 6.15 shows the daily load variations at Danish utilities for a sum-

mer and a winter weekday. The ratio between the maximum and the minimum load

is considerably higher than in the American example in Fig. 6.14, presumably

because a higher proportion of industries in the United States require continuous

operation. A detailed investigation of time variations in demand and its implication

for energy supply system design is made in Sørensen (2015).

In connection with renewable energy sources, a particularly attractive load is one

that need not be performed at a definite time but can be performed anywhere within

a certain time span. Examples of such loads (well known from historical energy

use) are flour milling, irrigation, and various household tasks, such as bathing and
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Figure 6.13 Seasonal variations in relative electricity load in areas with dominating components

of lighting and air conditioning, respectively. Solid line: Denmark, latitude 56�N (Danish

Electricity Supply Undertakings, 1971); dashed line: metropolitan area in southern United States.

Based on Brown and Cronin (1974).
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washing. The energy-demand patterns for many such tasks rest on habits that, in

many cases, developed under the influence of definite types of energy supply and

that may change as a result of a planned or unplanned transition to different energy

sources. Distinction between casual habits and actual goals requiring energy conver-

sion is not always easy, and the differentiation is a worthy subject for social debate.

0
0

0.2

0.4

0.6

0.8

R
el

at
iv

e 
lo

ad

1.0

1.2

8

Monday Tuesday Wednesday Thursday Friday Saturday Sunday

16 0 16 0

Time of day (h)

8

Figure 6.14 Relative electricity load (hourly averages) during a typical week for a utility

system in the northeastern United States.

Based on Fernandes (1974).
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Data on renewable energy flows (or reservoirs) that may serve as inputs to the

energy conversion system are a major theme of Chapter 2 and particularly of

Chapter 3.

As mentioned in section 6.1, the performance of most conversion systems can be

calculated with sufficient accuracy by a “quasi-steady-state approximation,” and

most of these systems possess “buffering mechanisms” that make them insensitive

to input fluctuations of short duration (such as high-frequency components in a

spectral decomposition). For this reason, input data describing renewable energy

fluxes may be chosen as time averages over suitable time intervals. What constitu-

tes a “suitable” time interval depends on the response time (time constant) of the

conversion system, and it is likely that the description of some systems will require

input data of a very detailed nature (e.g., minute averages), whereas other systems

may be adequately described using data averaged over months.

A situation often encountered is that the data available are not sufficient for a

complete system simulation on the proper time scale (i.e., with properly sized time

steps). Furthermore, interesting simulations usually concern the performance of the

system some time in the future, whereas available data by necessity pertain to the

past. Demand data require that a model be established, while, for resource data, it

may be possible to use “typical” data. “Typical” means not just average data, but

data containing typical variations in the time scales that are important for the con-

templated energy conversion system.

Examples of such data are hourly values of wind velocities selected from past

data, which, incorporated into a simulation model, may serve to estimate system

performance for future years. Clearly, this type of “reference year” should not con-

tain features too different from long-term statistics.

For some renewable energy systems, e.g., hydroelectricity, the variations

between years are often important system design parameters.

Synthetic databases (e.g., covering a year) have been constructed by combining

sequences of actual data picked from several years so that averages of important vari-

ables take values close to their long-range averages, but such that “typical” fluctuations

are preserved in the data. Reference year solar radiation and other meteorological data,

which are made available for engineering purposes for selected locations (notably cer-

tain cities in Europe and North America, cf. section 3.1.3), are an example.

For computer simulations, standard procedures exist that will generate random

numbers with a specified distribution (e.g., Gaussian) once the fluctuation (or “half-

width”) and average value of the distribution are specified. This approach may be

described as a stochastically generated database. It has found widespread applica-

tion, e.g., in prediction of wind turbine production characteristics (Sørensen, 1986;

Troen and Petersen, 1989).

6.3 Supply scenario construction

In the construction of scenarios, it is necessary to have data for the energy supply

sources intended for inclusion, and it is often convenient to create a source database
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of potential production profiles to pick from when piecing together a scenario. An

overview of common elements of such a resource-exploitation database is given

below.

6.3.1 Photovoltaic power production

A solar radiation model is constructed on the basis of data for solar radiation

incident on a horizontal plane. One set of data, from NASA, is based on analysis

(Pinker and Laszlo, 1992) of satellite measurements of radiation, albedo (reflec-

tance), cloud cover, and attenuation of radiation in the air (NASA, 1997). The other

study considered here collects many types of weather and climate data

(NCEP�NCAR, 1998) and uses balance equations and a global circulation model

(horizontal resolution about 210 km and 28 vertical levels) to improve the data’s

consistency (Kalnay et al., 1996). However, for solar radiation, this study does not

use ground-based observations, so, again, the solar radiation data are based on

top-of-the-atmosphere fluxes and various absorption, reflection, and attenuation

processes plus the balance requirements at the Earth’s surface. The two types of

analysis give similar results for solar radiation. The balance equations (which take

the difference between upward and downward short- and long-wavelength radiation

and heat fluxes) do suggest too high an albedo over oceans, but the land data that

are used here appear to be reliable. Figure 3.1 shows the radiation on a horizontal

plane at the Earth’s surface for selected months of 1997 (NCEP�NCAR, 1998). In

order to calculate the solar radiation incident on inclined surfaces, such as the ones

characterizing most solar installations, ideally one would have hourly data for direct

and scattered radiation (or equivalently for direct and total global radiation). Then,

to estimate the value of scattered radiation for differently inclined surfaces, one

would assume that the scattered radiation is uniform. For direct radiation, ray calcu-

lations with the appropriate angles between the direction to the sun and the normal

to the collector surface have to be performed hourly. Such calculations have been

performed and compared with measurements on inclined surfaces at several major

solar installations and some weather stations (see Chapter 3). Such data are not

globally available but can be approximately inferred from available radiation data,

as is done in Figs. 3.14�3.15. These data will be used in the scenarios discussed in

section 6.6.

The task is to estimate the radiation on a surface tilted either north or south by

an angle approximately equal to the latitude (as this gives the optimum perfor-

mance) on the basis of the horizontal surface solar radiation data available. Only a

modest accuracy is required because of the characteristics of the actual solar instal-

lations used in the scenarios:

1. Building-integrated solar panels will be influenced by the structure of the building: some

solar panels will be mounted on vertical facades, while others will be placed on roofs that

are either flat or tilted, typically 30�, 45�, or 60�. In all cases, the panels’ actual orienta-

tion may not be precisely south or north, although the resource estimates are here given

only for buildings facing approximately correctly and not being exposed to strong
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shadowing effects from other structures. The penalty for incorrect orientation and tilt

angle is usually modest and mostly influences seasonal distribution of power (cf.

Chapter 3).

2. Centralized solar farms are generally oriented optimally, using total production maximiza-

tion for panels not tracking the sun. However, the majority of locations suited for central

photovoltaic (PV) installations are the desert areas of the Sahara, the Arabian Peninsula,

the Gobi, and Australian inland locations. Because they are all fairly close to the Equator,

there is modest seasonal variation in solar radiation, and horizontal-surface data are often

quite representative.

The early scenarios presented in section 6.7 used the following simple approxi-

mation, originating from the analysis of the Danish (latitude 56�N) data given in

Fig. 3.17. Here the radiation on a latitude-inclined surface in January and July very

nearly equals the horizontal radiation in October and April, whereas the horizontal-

surface data for January and July are lower and higher than the inclined-surface

measurements, respectively. The October and April horizontal data are thus used as

a proxy for January and July inclined-surface radiation, and the April and October

inclined-surface values are constructed as simple averages of the January and July

adopted values. This procedure, which works well for the Danish latitude, is also

less inaccurate for low latitudes, because of the relative independence of seasons

mentioned above, and we simply use it for all locations.

Figure 2.24 shows the NCEP�NCAR (1998) data for a horizontal surface. An

alternative calculation using the European general circulation model HADCM2-

SUL (Mitchell and Johns, 1997) gave very similar monthly 1997 solar radiation

values.

In order to derive the actual energy extracted from PV solar panels, a fixed con-

version efficiency of 15% is assumed. This is a fairly conservative estimate for the

year-2050 technology, considering that the current efficiency of the best monocrys-

talline cells is above 20% and that of amorphous cells is near 10%, with multicrys-

talline cells falling in between. The 2050 choice is likely to be thin-film

technology, but not necessarily amorphous or group III�V based, as new techni-

ques allow crystalline or multicrystalline silicon material to be deposited on sub-

strates without the complicated process of ingot growth and cutting. The efficiency

of such cells is lower than that of the best current crystalline cells, but increasing,

and since 2002, multicrystalline cells have surpassed monocrystalline cells in

worldwide shipments.

Finally, the availability of sites for mounting PV panels either in a decentralized

fashion or centrally in major energy parks is estimated: the decentralized potential

is based on availability of suitably inclined, shadow-free surfaces. The area of suit-

ably oriented surfaces that may be used for building-integrated PV energy collec-

tion is assumed to be 1% of the urban horizontal land area plus 0.01% of cropland

area. The latter reflects the density of farmhouses in relation to agricultural plot

sizes and is based on European estimates, roughly assuming that 25% of rural build-

ings may install solar panels. Potential PV production is thus taken as 15% of radia-

tion times the fraction of the above two area types and the stated percentage for

each. A final factor of 0.75 is applied in order to account for transmission and
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storage-cycle losses, assuming about 5% transmission losses and that roughly half

the energy goes through a storage facility of 60% round-trip efficiency (e.g., revers-

ible fuel cells). The flow of energy reduced by all these factors represents the

energy delivered to the end-use customers in the form of electricity. It is shown in

Fig. 6.16 for two months, with regional sums being discussed in section 6.7.

For the centralized PV possibility, the potential is taken as that derived from 1%

of all rangeland plus 5% of all marginal land (deserts and scrubland), again times

15% of the incoming radiation and times 0.75 to account for transmission and stor-

age losses. As shown in Fig. 6.17, this is a huge amount of energy, and it shows

that such centralized PV installations can theoretically cover many times the

demand of our 2050 scenario. Setting aside 1% of rangeland incurs only an insignif-

icant reduction in other uses of the land, even for a small number of large plants.

The same is true for desert and marginal land, where only the 5% most

suitable area needs to be used, which in reality might be 10% when the entire

installation is included (including frames, access roads), of which the solar panels

are only part. A centralized installation in the huge area of the Sahara Desert would

suffice to supply more than the entire world’s need for energy. Of course, it would

require intercontinental transmission, which may be realistic by the year 2050, e.g.,

through superconducting trunk lines (Nielsen and Sørensen, 1996; Sørensen, 2015).

6.3.2 Wind-power production

There have been substantial advances in data availability for estimating wind-power

production at any location on the Earth. The scenarios in section 6.6 use scatterom-

eter and new re-analysis data discussed below, available on a 6-hour basis for 0.5�

longitude or latitude grids. When the earlier scenarios of section 6.7 were simu-

lated, only monthly averaged wind data were available, and the following coarse

approximation was used to arrive at useful data:

The basic data used in the 1998 calculation of potential wind-power production

are from a 1997 re-analysis of meteorological station data and altitudinal data from

balloons and aircraft, analyzed according to the method of Kalnay et al. (1996) and

using a general circulation model to improve consistency (NCEP�NCAR, 1998).

For the scenario, simple average pressure levels of 1000 mb and 925 mb were used

to represent the wind speeds at typical turbine hub heights of around 70 m.

However, as the data are monthly mean wind speeds ,v. constructed based on

zonal and meridional winds, we need a model of the relationship between ,v. 3

and ,v3. to go from wind speeds to power in the wind. Simple models imply a

rough proportionality between these two quantities, as used, for example, in the U.S.

wind atlas prepared by the Pacific NW Laboratory (Swisher, 1995) and also in the

Weibull distribution approach of the European wind atlas (Troen and Petersen, 1989).

Inspired by these sources, one may estimate the relation between the power in wind

Pw and the wind speed v (m s21) from the relation

Pw 5 0:625,v3. � 1:3,v.3 W m22:
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Figure 6.16 Potential power production from building-integrated

solar cells in the 2050 scenario after subtraction of transmission and

storage-cycle losses. The January estimates are shown above and the

July estimates are shown below.



The power in the wind obtained in this way is illustrated in Fig. 3.27 for the four

seasons. The results in the figure may be compared with the outcome of using the

new 6-hour data below, in which case no ad hoc approximation is needed to get

from wind speeds to power in the wind, because the data are not averages over

6 hours, but instantaneous values measured every 6 hours (well, actually every

12 hours, see the reason below).

Going from the power in the wind to the power that may be produced by a wind

turbine, the non-linear response of wind turbines has to be taken into consideration.

Turbines of modern design aim at a high annual production and typically start pro-

ducing only at around 5 m s21; they reach a fixed maximum production at around

12 m s21. Thus, there would not be any production for a monthly average wind

speed below 5 m s21, if it were made up of nearly constant values throughout the

time range. However, actual time-series of wind speeds reflect the passage of

weather fronts, typically oscillate with periods of about 2 weeks, and entail power

production from the above type of wind turbine at practically all monthly average

Figure 6.17 Potential annual average power production for the 2050 scenario

from centralized photovoltaic plants, placed on marginal land, after

subtraction of transmission and storage-cycle losses. Seasonal variations are

small.
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wind speeds, down to zero. The approach is then to parameterize the average power

production from wind turbines as

Wp 5Minimumð0:33Pw; 500ÞW m22;

representing contemporary wind turbine constructions through a power factor

slightly above current levels. Owing to the coarseness of the GIS� grids used in

1998 (for wind-speed data for approximately 300 km cells at the Equator, diminish-

ing by the cosine of the latitude toward the poles), the method does not at present

compete with wind atlas methods available in certain parts of the world. The 2008

scatterometer plus re-analysis data are better, but still with a grid size of 25 km,

which leads to an expected power production accuracy of around 100 km. This is,

however, sufficient for planning purposes. The use of general circulation models in

recalculating the data ensures that both surface roughness and general circulation

determinants are included.

It should be noted that the data from low-height meteorological stations (which

are often at sheltered locations at or under 10 m and are a substantial source of the

data underlying the NCEP-NCAR data), relative to elevated data at typical wind

turbine hub heights, may lead to a poor representation of actual wind conditions in

a given area. For this reason, the European wind atlas used only selected station

data believed to be more relevant for wind turbine exploitation. However, compari-

son with the Hadley model data, which have only a weak dependence on station

data because they are generated from a general circulation model using topological

features of wind roughness (friction), indicates that the method is quite reliable.

The reason for this is presumably that we use pressure-level data for both of the

two lowest model pressure levels, rather than the 10 m data also available in the

NCEP-NCAR database. Repeating the calculation for the 10 m data indeed gives a

considerably stronger dependence on the dubious ground-level measurements.

The final step in estimating potential production from wind turbines in the

scenario is to appraise the locations suited for erection of wind turbines. They are

divided into three categories: decentralized wind-power production on farmland,

and centralized production in wind parks, either onshore or offshore. For decentra-

lized production, we assume that a (vertical) turbine-swept area amounting to 0.1%

of cropland and rangeland areas may be used for wind production. Only the part of

cropland designated “open cropland” (cf. section 6.3.3) is used. This excludes

mixed forest and cropland, where trees are likely to impede wind flow. The

assumed density of turbines corresponds roughly to the current density of wind tur-

bines in many parts of Denmark, although the current turbines’ average size is

smaller than that of the turbines envisaged for the mid-21st century.

Currently, new turbines are typically of unit size above 2 MW and have a hub-

height of at least 50�60 m. Owing to the combination of swept area increasing as

the square of the linear dimension and wind speeds increasing with height, the

� GIS5 geographical information system.
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2�5 MW turbines envisaged in the 2050 scenario will not be conspicuously larger

than those of the current generation.

In terms of ownership, the density of decentralized turbines in the scenario would

correspond to 1 out of 5�10 farmers owning a wind turbine (with large variations

due to farm size variations between regions). Current wind-power utilization in the

country with highest per capita wind-power production, Denmark, still collects a

substantial amount of power from farm-situated wind turbines. In many other coun-

tries, the emphasis has been on centralized production from turbine clusters. The

amount of decentralized wind-power potentially available is shown in Figs. 6.18 and

6.19. Strong seasonality is evident, and repeating the evaluation using data for years

other than 1997 indicates that variation between years is also large.

Centralized wind-power is here understood as power not produced in connection

with individual farms. For land-based wind parks, only placement on marginal land

is accepted in the global scenario. In contrast to photovoltaic power, there is a fun-

damental limit to the fraction of land that can be used for wind-power extraction,

owing to shadowing and interference between wake flows that create turbulence

and reduce the power output.

This limit would be a vertical swept area of about 1% of the horizontal land area

(Sørensen, 1995). The scenario assumes that only 10% of the marginal land areas

are used for placement of wind turbines at such spacing, implying a maximum

swept area constituting 0.1% of the land area. This is small enough not to interfere

with other uses of the marginal land, such as the solar cell parks considered in

section 6.3.1. Figure 6.20 gives the annual production that potentially may be

derived from such wind parks.

Finally, the scenario considers offshore wind parks, meaning turbines placed in

shallow waters at a distance from the shore that minimizes visual impact. This

mode of wind utilization has become popular in recent years, as innovative low-

cost solutions to the offshore foundation problem have been found (Sørensen,

1995). In order to obtain an estimate for the potential, offshore water bodies with a

depth less than 20 m are first identified (Fig. 6.21). Of these, it is assumed that only

10% can be used for wind-power generation, owing to competing uses (fishing,

military, ship routes, etc.). Again taking into account the 1% maximum utilization

rate imposed by turbine interference, one arrives at a 0.1% maximum use of off-

shore locations for wind-power extraction. The average amount of power that can

be derived from these locations is shown in Fig. 6.22. There are an additional num-

ber of inland water bodies that could also be used for wind-power production, but

they are disregarded here due to their possible recreational value.

6.3.2.1 Industry development

The assumptions about future hub height, power characteristics, and capacity factors

made in the scenarios are based on the choices made by current manufacturers and

trends appearing in the history of the wind industry, with emphasis on recent behavior.

Wind turbines have been in substantial use for more than 1000 years, with early

text evidence in China and India and the earliest pictures being from Persia around
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Figure 6.18 (a,b) Potential wind-power production from

decentralized wind turbines placed near farms for January 1997 (a)

and for April 1997 (b). Transmission and storage-cycle losses

(estimated at 25%) have been subtracted.



Figure 6.18 (c,d) Potential wind-power production from

decentralized wind turbines placed near farms for July 1997 (c)

and for October 1997 (d). Transmission and storage-cycle losses

(estimated at 25%) have been subtracted.



Figure 6.19 Potential annual average power production from

decentralized wind turbines placed near cropland or rangeland. An

assumed 25% transmission and storage-cycle loss has been

subtracted.

Figure 6.20 Potential annual average power production from

centralized wind turbine clusters placed on marginal land. An

assumed 25% transmission and storage-cycle loss has been

subtracted.



1300. The earliest were all vertical axis machines, spreading to the Mediterranean

region of Europe, while horizontal axis machines were developed in England,

Holland, Denmark, the Baltic region, and Russia (cf. overview of wind history in

Sørensen, 1995). In the 16th century, cities like Copenhagen had about 100 turbines

with a hub height of greater than 10 m that were used for grinding flour just outside

the city walls, and, in Holland, some wind turbines were used to pump water as

part of the drainage system for lowlands. Around 1900, wind turbines played a sig-

nificant role in powering new settlements in the North American plains and

Australian outposts, and the first hydrogen- and electricity-producing wind turbines

were tested in Denmark (La Cour 1900; cf. Hansen, 1985). The DC electricity-

producing wind turbines kept competing with coal-based power during the first dec-

ades of the 20th century, but they were gradually used only on island sites and

eventually they lost there, too, as undersea cables became extended to most Danish

islands. By the end of the 1920s, Denmark had about 30 000 wind turbines, three

Figure 6.21 Land and ocean topography.

Based on data from Sandwell et al. (1998).
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times as many as today. Experiments with AC-generating wind turbines were made

before and after World War II, with a comeback in several European countries fol-

lowing the 1957 closure of the Suez Canal (blocking transport of the Middle East

oil then used in European power stations). The 200 kW Gedser turbine was techni-

cally successful (Juul, 1961), and it served as a model for the subsequent resurrec-

tion of wind turbine manufacture following the oil supply cuts in 1973/1974. Since

1974, development has experienced decreasing cost and rapidly increasing installed

capacity, as stated in section 1.1.

Figure 6.23 shows the development in turbine size (height and swept diameter)

of commercial wind turbines since 1980, and Fig. 6.24 shows corresponding trends

in rated capacity and specific power production at the locations of typical Danish

installations. Figure 6.23 also shows the capacity factor (average power produced

over rated power) averaged over all turbines operated in Denmark at a given time,

Figure 6.22 Potential net annual average power production from

offshore wind turbine parks (at water depths under 20 m), estimated

by the coarse model used in Figs. 6.18a�d for those grid cells

containing both land and sea. More refined data are presented and

used in the regional scenario calculations below.
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and the much higher capacity factor achieved by some new, offshore wind farms.

From 2010 and onwards, manufacturers have offered turbines of 5�8 MW rated

power. These large turbines make extraordinary demands on blade materials, caus-

ing the glass- or wood-fiber blades previously used to be replaced by advanced

fiber technologies. Also, advanced computerized control and generator technologies

have made it possible to use direct drives and variable-speed rotors, allowing the

variable wind speeds to initially generate AC of varying frequency, which is subse-

quently transformed to a fixed frequency, typically by way of DC as intermediary

power form.

The power curve (output as function of wind speed) for the currently newest

large wind turbines (7�8 MW) is shown in Fig. 6.25, along with the power curve

used in the regional scenario simulations in section 6.6, made to maximize annual

production at good wind sites. The fact that manufacturers in recent decades have

departed from the philosophy of aiming for the largest annual production is based

on the fact that many international customers are power utilities with weak power

transmission capacities to neighboring regions and no energy storage facilities

Figure 6.23 Development in average height and rotor diameter of successive generations of

Danish wind turbines. For the recent period 2000�15, new turbines catering to the offshore

market are used. The recently marketed 7�8 MW turbines that as yet have been tested for a

year or more as prototypes will be mentioned in Fig. 6.25. Also indicated is the development

of the average capacity factor (average energy production rate over generator rating) for all

turbines, i.e. both new and old ones, and finally the high capacity factors reached for some

new 21st century Danish offshore wind parks. The 48% capacity factor in 2010 is for the

Hornsrev-2 park of 91 Siemens 2.3 MW turbines, and the 48% capacity factor in 2015 is for

the Anholt-1 park of 111 Siemens 3.6 MW turbines.

Danish Wind Turbine Price Lists and Overviews, 1981�2002; Danish Energy Agency, 2015

(data reappearing with a year delay in IEA, 2015a); 4C Offshore Consultancy UK, 2016;

Energy Numbers, 2016; British Petroleum, 2016.
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capable of storing and regenerating electricity. In this situation, it seems better to

aim for as many operating hours during a year as possible (using a wing blade pro-

file that allows the turbine to produce power also at low wind speeds), even if such

blade profiles does not maximize the annual production. This remedy is very par-

tial, as there will still be substantial variations in output over the year, and having a

large fraction of power demands covered by wind still requires consideration of

techniques to deal with intermittency of supply (Sørensen, 2015).

During the late 1970s, efforts were directed at several wind technologies: vertical

axis machines in the United States and Canada, megawatt-size one- and two-bladed

horizontal axis machines in the United States and Germany, and rotors with tip-

vanes in the Netherlands. Yet, the winning technology was the Danish three-bladed,

horizontal axis machine, starting in 1975 at a small unit size of 25�50 kW. The

reason for this was primarily that the initial design was a scaled-down version of

the 1957 fixed-pitch 200 kW Gedser turbine with blade stall control, gearbox, and

asynchronous generator, i.e., an already proven design, and that further develop-

ment was for a long time taken in very small, safe enlargement steps, gradually

reaching megawatt size, rather than facing the problems of a totally new design in

one jump (cf. Figs. 6.23 and 6.24).

Figure 6.24 Development in rated power and average power production per square meter

swept by Danish wind turbines. As for the rotor diameters in Fig. 6.23, new turbines from

each epoch are used, and the average power produced corresponds to wind turbine placement

at prime locations, first on land but from about year 2000 offshore. The W/m2 production

trends do not follow that of the capacity factors in Fig. 6.23 but declines from 2005 to 2015.

The energy production of a wind turbine of a given size (rotor diameter) depends on location

(wind regime) but also on design choices such as blade profile and generator size.

Sources: Danish Windpower Industry Association, 2003; Danish Price Lists and Overviews,

1981�2002; 4C Offshore Consultancy UK, 2016; Energy Numbers, 2016.
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Scaling up means controlling the most critical components, such as the rotor

blades, which must be able to survive the forces on long pieces of suitable material,

experiencing wind loads with gust effects that can cause the blades to bend in dif-

ferent directions and exert large forces on the fastening point of the blades. In addi-

tion, pitch change of blade angles has been introduced and thereby new options for

operation or shutdown in high winds. Current production of megawatt units spreads

over a number of different design principles. Interesting questions are being asked

about whether there is a limit to the length of blades. Considerations should include

the blade operating life aimed for. Currently, it is designed to be equal to the life-

time of the entire turbine, in contrast to faster rotating helicopter rotor blades,

which have to be replaced at short intervals during the aircraft lifetime.

Figure 6.23 shows that a major technology shift, increased blade length, took

place around 1994. In Denmark, this reflects the transition from mainly individually

placed wind turbines to utility-owned wind parks or wind farms. Individual owners,

mainly farmers, had carried the development of wind-power technology to maturity

with essentially no help from established utility companies. This may be the chief

explanation for the early high penetration of wind energy in Denmark. Later

Figure 6.25 Power curves for typical wind turbines. The generic curve is used for the

scenario simulations in this book. It assumes a blade profile that maximizes annual power

production in a wind regime similar to that of Danish offshore or best onshore sites. Some

commercial machines instead chose blade profiles that aim at having many operating hours

during the year, at the expense of total annual production. A compromise between the two

strategies is chosen by the profiles shown for two new large (7 and 8 MW) turbines offered

for offshore installation. Made to start at wind speeds as low as 3.5 or 4 m/s and reach the

rated power at lower wind speeds (11 or 12 m/s) helps get many operating hours, but the

annual production for these blade shape are a little lower than the best obtainable one.

Data for the Vestas and Siemens turbines were found at 4C Offshore Consultancy UK

(2016).
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development has been dominated by utility wind parks, onshore or offshore. Utility

privatization has caused some political fluctuation in the further development.

Figure 6.24 indicates that a significant increase in turbine rated power has appeared

since 1998, but that the average production per meter swept has declined since

2005. Earlier machines, placed at favorable land sites, were most often optimized to

give the maximum energy production over the year, but the new ones at first had

lower annual production (because the wind conditions offshore were underesti-

mated) and then on purpose lowered annual output in order to get more operating

hours over the year (due in part to economically unfavorable power exchange

conditions set by the Norwegian hydro storage operators).

Design optimization is not a trivial matter, as it involves considerations of aver-

age energy produced, number of hours operating, and maximum loads exerted upon

the structure. Figure 6.26 shows the calculated power output at onshore and off-

shore locations in the inner Danish region, indicating that the imposed power ceil-

ing is reached more often offshore. This situation would occur more frequently at

offshore locations in the North Sea, such as that of the Hornsrev wind farms, and

new turbine designs have therefore increased the generator capacity relative to the

area swept by the turbine. The choice of blade profiles, the sizing of the power gen-

erator, and the regulation strategies used in current megawatt-size machines have

been improved to obtain better performance at Danish offshore sites as well as at

many markets that have opened for offshore wind around the world. Danish wind

technology has been transferred to companies in other parts of the world, such as

the currently largest market in China, or the Danish company that has been sold to

foreign investors (such as Siemens). Much easier to deal with is the advantage of a

lower hub height (entailing lower cost) in the offshore locations with rapidly rising

wind profiles, relative to the land sites where a high tower can diminish the nega-

tive effect of surface roughness (trees, buildings, etc.). Today, turbines are offered

with a broad choice of hub height.

The model calculation assumes a constant Cp at high wind speeds, up to a maxi-

mum wind speed of 25 m s21, where the turbine is brought to a stop. This can pro-

duce an inconvenient stop-go effect for large wind parks, where a large chunk of

capacity can appear or disappear over very short time intervals. This is remedied by

introducing a softer shutdown at high wind speeds, in such a way that some turbines

in a wind farm are allowed to produce power at higher wind speeds for a while

(Siemens, 2016). Another issue is that wind turbine manufacturers like to offer the

same set of turbines for use throughout the global markets, rather than accepting

that different wind-speed regimes invite the use of turbines tailored to the site-

specific conditions (cf. the example given in Figs. 6.27 and 6.28, for the 2 MW

turbine considered below). This is not easy to accomplish, as the optimization

would involve using different wind blade profiles in different locations.

Table 6.6 shows an economic breakdown for a year-2000 vintage 2 MW turbine.

There are, of course, variations of grid connection costs depending on location, and

variations in the cost of the electric energy produced depending on financing

conditions and the actual average power production at the location of the turbines.

Theoretical details of payments occurring at different times and of interest rates are
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discussed in Chapter 7. Current costs are sometimes difficult to assess, as the price

information furnished by the wind turbine manufacturers until about 2002 has been

discontinued and sales revenues and conditions are often confidential. Some inde-

pendent consultants try to obtain such information and sell it (to competitor
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Figure 6.26 Comparison of onshore and offshore wind production. The panel (a) shows

power output calculated for a wind turbine placed at Stigsnæs (near Næstved on inner-Baltic

coast of Denmark). The panel (b) shows power output from a wind turbine placed at Vindeby

(offshore North of Lolland, in the inner-Baltic coast of Denmark slightly South of Stigsnæs).

Both curves are based on wind speeds measured during 1995 (Risø, 1997) and a turbine

power curve rising from 0 to 400 W m22 between wind speeds of 5 and 12.27 m s21, and

then staying at 400 W m22 until 25 m s21 (typical behavior of actual 2 MW Danish turbines

1995�2000; cf. Petersen, 2001).
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companies) at high prices, and the remaining sources of information are primarily

government-owned power utilities, although even they often give only summary

information. Recent Chinese purchases of wind farms have been quoted as involv-

ing average capital costs of 1.6 (2015-)h/Wrated, giving a power cost of 0.094

(2015-)h/kWh when assuming an interest rate of 8% per year and a depreciation

time (“lifetime”) of about 20 years (Tang and Popp, 2016). The capacity factor of

0.50000
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Figure 6.27 Efficiency as a function of wind speed for commercial 2 MW wind turbine (cf.

Petersen, 2001; Bonefeld et al., 2002).
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Figure 6.28 The efficiency curve of the commercial wind turbine shown in Fig. 6.27 has

here been folded with the wind-speed frequency distribution at Hornsrev, site of a 160 MW

Danish offshore wind farm.

Based on data from Bonefeld et al. (2002).
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Chinese wind farms is around 25%. For a recent Danish offshore wind farm with

over a year’s operating experience (“Anholt-1”), the average capacity factor of 48%

leads to a power price under standard assumptions of around 0.08 (2015-)h/kWh,

despite a higher capital cost of 3.5 (2015-)h/Wrated (4C Offshore Consultancy UK,

2016). As it is uncertain that if the grid connection costs at sea and on land are

included in the project cost estimate, it has been increased by 20%. The assumed

lifetime used in the power price estimate is 20 years (conservative as the manufac-

turer, Siemens, claims 25 years), operation and maintenance costs are taken as 20%

of the stated capital cost, and the depreciation rate used is 3% per year, which is the

Installed cost (2015 h/Wrated) Onshore Offshore

Danish wind power installations around year 2000

Turbines 1.04 1.04

Foundations 0.08 0.47

Grid connectiona 0.20 0.36

Engineering & administration 0.05 0.05

Land rights, access roads, facilities 0.12 0.09

Operation and maintenance (present value of 20 years’ cost) 0.34 0.49

Total capital cost including O&M (2015 h/Wrated) 1.83 2.51

Assumed power production 2.6b 3.8

Cost of power produced (2015 h/kWh) 0.047 0.045

Chinese wind farms 2010�2015 (on- and offshore)

Project capital cost (2015 h/Wrated) 1.6

Cost of power produced (2015 h/kWh) 0.09

Danish offshore wind farms (2013�2016)

Project capital cost, Anholt-1 (2015 h/Wrated) 3.5

Cost of power produced, Anholt-1 (2015 h/kWh) 0.08

Project capital cost, Hornsrev 3 (2015 h/Wrated) 2.5

IEA worldwide project cost examples (2015 h/Wrated) 1 to 2

TABLE 6.6 Installation price and cost of energy produced (in year-2015 prices), for wind parks on land

or offshore.

The detailed estimates with component breakdown have been made for Danish installations around year 2000,
on the basis of price lists for 2 MW turbines, tender data and trend analysis (Danish wind turbine Price Lists and
Overviews (1981�2002); Danish Energy Agency, 1999; European Commission, 2001). A depreciation time of 20
years and a real interest rate of 3% per year (8% for China) have been assumed, and prices are converted to year
2015 by use of deflators from OECD (2016). Thereafter follows total system cost and power production cost for
recent installations in China (mainly onshore) and in Denmark (offshore), see text for sources and methods of
estimation.
aThe Danish onshore grid connection costs are relatively low because of fairly short distances to grids of
sufficient strength for most onshore Danish wind parks, but considerably higher for the offshore parks considered.
bOn the very best Danish inland locations, power production may approach 3.5 kWh/y/Wrated.
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actual long-time interest rate in fixed prices in Europe for such projects.� The one

project bidder (government-owned DONG) demanded a power delivery price of

0.14 h/kWh, clearly incorporating other costs such a premium for insurance against

the contract’s penalty for cost and delivery time overruns (Danish Energy Agency,

2010), but it was accepted by a government in the process of fattening DONG for

privatization sale. The bidding price for the newest Danish offshore wind park

(“Hornsrev-3”) is closer to the estimate made here (0.10 h/kWh; Vattenfall, 2016).

The park has forty-nine 8 MW Vestas turbines and a project capital cost of 2.5

(2015-) h/Wrated (4C Offshore Consultancy UK, 2016). The International Energy

Agency quotes project costs for land-based wind farms across the world as being in

the range of 1 to 2 (2014-)h/Wrated (IEA, 2015b).

6.3.2.2 A new method for estimating offshore wind-power
production

Because meteorological measuring stations are mostly placed on land, estimation of

potential production from offshore sites is more difficult and has been unreliable in

predicting the precise advantage of the more consistent and higher wind speeds

known to prevail over the oceans. The new method for offshore wind-power predic-

tion presented here (Sørensen, 2008a) is based on sweeping microwave radar (scat-

terometer) measurements by satellite, which provide radar wind data from

reflections by the sea surface or airborne water particles over the sea surface. The

original purpose of these satellite missions was quite different: to explore

sea�atmosphere interactions important for climate modeling (Chelton et al., 2004).

Current offshore wind-power extraction typically involves propeller-type tur-

bines with hub heights up to about 100 m above sea level and placed on foundations

at a water depth of up to 50 m. During the last decade, satellite-based microwave

scatterometer measurements of the effects of wind stresses on ocean surfaces have

reached continuous, global coverage and improved accuracy in deriving near-

surface wind speeds and directions from the radar reflection signals received at the

satellite. The Seawinds instrument on the QuickSCAT satellite has provided such

data since mid-1999 (NCAR, 2006). The sweeping pencil beams of microwave

radiation emitted from the satellite have a frequency of 13.43 109 s21, correspond-

ing to a wavelength of 0.022 m. This frequency lies in a band known for the small-

ness of atmospheric attenuation, allowing a simplified subtraction of such effects en

route from, and back to, the satellite (Freilich, 1997).

The footprint of each pencil beam from the spinning parabolic antenna of the

Seawinds system has an approximately 30 km3 35 km elliptical area at the ocean

surface. From a volume with this area and a certain height, the satellite receives a

reflected radar signal. In fact, there are two transmitters and receivers operating at

different azimuth angles, offering two looks at the same ocean area at short time

� As explained in Chapter 7, the interest rate for securing public project money reflects a ranking of the

projects according to needs and political preferences. It is therefore natural that the Chinese interest rate

is taken as higher than the Danish one, simply because China currently experiences a high growth in

welfare-creating public projects.
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intervals, thereby allowing an over-determination of wind velocities that is used to

eliminate ambiguities in the directional solutions inherent in the algorithms used

and to improve accuracy.

Conventionally, the reflections from the ocean surfaces are considered to arise from

wind-generated capillary ripples on top of wave patterns, as well as from the wave sur-

face and ocean surfaces in general. Capillary waves may be defined (see section 2.5.3)

as those with wavelengths under some 0.02 m, i.e., with wavelength lower than, or

similar to, that of the microwave beam used. However, additional sources of reflection

may be whitecaps and water spray particles, which are often fairly abundant at heights

up to around 20 m above the sea surface, but radiation at the beam frequency used

would be fairly insensitive (Ulaby et al., 1981) to water particles much smaller than

0.01 m. Of the sources mentioned, the capillary waves are most directly linked to

instantaneous wind stress, whereas gravity waves represent accumulated wind influ-

ence over periods that may involve many hours or even days, as evidenced by waves

persisting long after the wind has quieted down. Like all moving sources, ocean cur-

rents induce a Doppler shift, unrelated to wind, in the microwave radar reflections.

Rain will, depending on its intensity, blur the radar signal en route to or from the satel-

lite, and it is customary to eliminate, or use models to correct, wind measurements

affected by strong rain (Marzano et al., 2000; Milliff et al., 2004).

Because the backscattered signal averages over all of the mentioned processes

within a volume equal to the kilometer-sized footprint times a height of some

meters, one cannot identify a single type of reflection process as the source, but one

does note a high sensitivity to the combined expressions of near-surface winds,

implying that the wind vector extracted by use of the radar equation may have

interesting applications.

Going from the wind speeds near the ocean surface to the productivity of mega-

watt wind turbines involves two additional calculations. One is to determine the

height profile of the wind speeds and the other is to fold the wind-speed data with

the conversion characteristics of a typical wind turbine. The height profile is that

of a flow over a surface of a certain level of roughness. It may be described by the

Monin-Obukhov relations (cf. section 3.2.1), which are derived from classical fluid

dynamics and contain two parameters: the friction velocity of the air (which has as

its dimension length, the square of which equals the surface wind stress over the

air density) and a second parameter describing the stability of the air. The air-

stability parameter more precisely describes the transport of heat across a unit area

in the atmosphere. If this transport is zero, the atmosphere is said to be stable and,

in that case, the height dependence of wind speeds is a simple logarithmic scaling

law.

To estimate power production from wind turbines, it is customary to scale wind

speeds to the turbine hub height by using the scaling law for a stable atmosphere,

because the error is considered low due to insensitivity at both low and high wind

speeds. The output from a typical propeller-type horizontal-axis wind turbine is

zero for wind speeds below a threshold (say 5 ms21), then rises to a maximum (at

about 12 ms21 wind speed), and stays there at higher wind speeds, until the turbine

is shut down for safety reasons at high wind speeds (say above 25 ms21).
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Monthly year-2000 6-hour satellite scatterometer data downloaded from NCAR

(2006) were uniformly scaled (by 1.3 for the illustrations presented here) and con-

verted to wind turbine outputs by a power curve linearly rising from 0 to

450 Wm22 between 5 ms21 and 12 ms21, staying at 450 Wm21 until 25 ms21 and

then dropping to zero again. The roughness parameter used in the scaling law for

the Dutch offshore site (see Fig. 6.29) is 0.0001 m. Monthly and annual average

values were placed on a geographical grid of 0.5�-resolution on both axes and dis-

played using the Mollweide projection of the Earth in order that the areas with a

given wind potential are faithfully represented (at the expense of a variable
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Figure 6.29 Measured time-series of wind-power output at the offshore Dutch location

Station 252 K3 during January 2000 (upper panel, Royal Dutch Meteorological Institute,

2006) and corresponding 6-hour wind turbine power calculated from scatterometer blended

data for (lower panel). The average power for the month is 336 W m22 (measured) and

346 W m22 (calculated).
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vertical-line distortion), and thus can be simply added or integrated. For the plots

including wind direction (such as Fig. 6.31), a Mercator projection was used in

order to achieve some similarity to conventional wind rose plots. Wind directions

are not used in the potential power production calculations, assuming wind turbines

with perfect yaw. This assumption is fulfilled in praxis, as any yawing adjustment

to a new wind direction can be achieved in at most a few minutes by present-

generation, large wind turbines.

Figure 6.29 compares a January 2000 time-series of wind turbine outputs calcu-

lated from the scatterometer satellite data by the methods described above with out-

puts calculated from measured wind speeds for the same sequence of 6-hour

intervals (Royal Dutch Meteorological Institute, 2006). The location is about

100 km offshore from the Dutch coast, at one of the few offshore locations where

data are available at a height suitable for wind- power exploitation (74 m above the

sea). The wind-speed scaling factor that makes the satellite data reproduce the total

power production over the period derived from the measured wind speeds is 1.3.

The 6-hour variations are reproduced very well by the proposed methodology.

While no other publicly available data that would allow similar direct compari-

son were found, the 1995 data from measurements performed as a prelude to the

installation of Danish offshore wind farms are shown in Fig. 6.26. They have been

compared to the predictions calculated from the year-2000 satellite data (Sørensen,

2008a). There is, of course, no detailed similarity between passages of weather

fronts during a given calendar period in different years, but the overall picture of

variability is similar, and the wind-speed scaling factor of 1.3 again reproduces the

accumulated power production with an accuracy that suggests that satellite-based

predictions using this scaling factor may be used generally for the identification of

suitable sites for offshore wind installations.

The spatial resolution of the primary extracted scatterometer winds (Freilich,

1997) is roughly 25 km. Due to the intermittent passage of the satellite over a given

location, these data have been blended with calculated wind speeds from general

circulation models adapted to measured wind data on land (Kalnay et al., 1996;

Milliff et al., 1999), in such a way that high-frequency variability from the scatte-

rometer data is retained, while circulation model data are used for interpolation

between satellite sweeps over a given location (the 1800-km-wide QuickSCAT

sweeps take 101 minutes and a given location is measured at about 12-hour inter-

vals). The resulting 6-hour data thus have high-quality input at each second time

step, but only over water. For land sites, the radar reflections may come from a

multitude of sources and the satellite data cannot easily be used to estimate wind

speeds.

The blended data are presented on a grid of 0.5� 3 0.5�, combining the scatte-

rometer swath resolution approaching 25 km with the results from the general circu-

lation model, which, if used alone, would have an output resolution of the order of

250 km (for an input integration-step grid with 0.5� 5 56 km latitude grid-sides and

for longitudinal grid-sides multiplied by the cosine of the latitude). For locations on

land, the circulation model data are clearly unsuited for specific placement of wind

turbines, but may give a fair indication of the wind potential of an extended region
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(cf. preceding section). The ocean and near-shore (from the sea side) blended data,

on the other hand, offer a clear improvement over any existing method of estimat-

ing wind-power potential at these locations. Because of the finite grid size used in

presenting the blended data, some blended data points along a given shoreline (on

both land and water sides) could represent circulation-model calculations of low

resolution rather than the high-resolution scatterometer readings. The offshore loca-

tion used in Fig. 6.29 is sufficiently far from land to exclude any such problems.

Having established a scaling factor close to 1.3 in going from the primary scatte-

rometer data to a height of 74 m over the sea surface, one can use the Monin-

Obukhov relations to determine the average effective height z1 associated with the

scatterometer data, a quantity that is otherwise not easy to assess, because the wind

extraction method used in analyzing scatterometer data involves a search for the

best solution under assumptions of simple stochastic distributions for the backscat-

tered rays and without considering a particular height (Freilich, 1997). To estimate

z1, one may use the logarithmic scaling law describing stable atmospheric

situations,

v2=v1 5 logððz2 1 z0Þ=z0Þ=logððz1 1 z0Þ=z0Þ;

where v1 and v2 are wind speeds at heights z1 and z2, log is the natural logarithm,

and z0 the roughness length for the ocean surface, (3.24), related to the friction

velocity and, as stated, being about 0.0001 m for the Dutch site (Royal Dutch

Meteorological Institute, 2006). Because the Dutch measurements include this esti-

mate of the roughness length z0 at the particular offshore location, the scaling law

for a neutral atmosphere given above contains just one remaining unknown quan-

tity, the reference height, which is then found to be 3 m (representing the height

over the average sea surface that the scatterometer winds on average pertain to).

This estimate is considered more accurate than one based upon speculations about

the particular scattering objects involved, because it is based on long-term averages

of a power calculation sensitive only to the most common mid-size wind speeds.

The 6-hour time-series constructed from the satellite data may be used to assess

the variability of wind-power with time and location, and hence, for example, any

need for inter-regional power trading or for establishing energy stores (Sørensen,

2008c). Short-term fluctuations (under 1 hour) are immediately smoothed by dis-

persing wind turbine locations over a few hundred kilometers, but smoothing over

longer periods requires power transmission between regions of different weather

(and hence wind) regimes, implying distances of some 500 km or more. In addition

to determining full time-series, averages over time are taken, because they can be

used to assess wind-power production potentials over periods deemed important,

from weeks to years.

Decisions to build wind turbine parks are often taken based on expected average

annual production, and a global map of production potentials is shown in Fig. 6.30.

As stated above, the accuracy over land is low and values shown should be taken as

indicative only for large regions. One would expect scaling factors for translating

the scatterometer data to potential wind speeds at turbine hub heights to vary
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rapidly with location. Comparing the new blended data with the 1998 re-analysis

data, one finds no compelling reasons to alter the 1.3 scaling-factor value over land

in estimating regional wind-power. One might have suspected that larger roughness

would lead to a larger scaling factor, but the blended data for continental locations

are dominated by the circulation-model data, and the “effective height” associated

with them (for the lowest model level) is likely to be considerably larger than the

3 m found for the ocean data.

For offshore locations, the spatial resolution is quite acceptable due to the

absence of abrupt roughness variations. Variations in power production over the

year are considered in planning offshore wind parks. Averages similar to Fig. 6.30,

Figure 6.30 Global map of wind resources expressed as average potential power production

during two months in year 2000, based on blended scatterometer data model with a scaling

factor of 1.3 and a power conversion curve typical of current wind turbines. The unit is

average watts per m2 of swept turbine area (Sørensen, 2008d, 2011).
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but for the wind speeds rather than turbine output power, have been published (Jet

Propulsion Laboratory, 2007; Risien and Chelton, 2006), but they are not suited for

wind turbine power estimates, due to the non-linear power curve that excludes

deriving accurate average power levels from average wind speeds.

Figure 6.30 emphasizes, first, the huge advantage of producing wind-power over

water, not only in mid-ocean locations but also at shore-regions of several conti-

nents. However, it also indicates that a number of coastal sites are less suitable,

notably sites on the western side of continents near the Equator and on both sides

of Equatorial sites south and southeast of the Asian continent. Closer inspection of

shorelines farther away from the Equator shows notable differences in the generally

large wind potentials, with a number of very-high-potential coastlines existing

on all continents, but some of them not yet considered for energy exploitation.

Of course, additional factors may influence suitability for constructing power

facilities, such as whether the water depth increases more or less rapidly away

from the shore. Further, a number of inland water systems stand out as highly

suitable for wind-power, including the Great Lakes in North America, the Baltic

Sea and parts of the Mediterranean Sea in Europe, the Caspian and Aral Seas near

the Europe-Asia border, and Lake Victoria in Africa.

To address wind turbine operational issues, such as the need for power exchange

between regions or storage (Sørensen, 2008c, 2015), the blended data offer 6-hour

calculations of both the expected power output and the direction from which the

turbine must accept winds. Figure 6.31 shows an example of such a sequence of

6-hour data, for a region in the North Atlantic Ocean. The data are for January 26.

There is a storm blowing from the southwest at the Florida coast and turning to the

west as it reaches the British Isles and Scandinavia. These countries and Germany

are seen to be capable of producing large amounts of power, while France, Central

Europe, and the Mediterranean countries (except for a few south-facing coasts)

need to import power or use alternative solutions. Such examples indicate some

modes of application made possible by the quality of data derived from the scatte-

rometer satellite measurements.

6.3.3 Food production

The general model used in the scenario model to describe the biomass sector is

shown in Fig. 6.32. It is a refinement of a model developed earlier (Sørensen et al.,

1994; Sørensen, 1994). Each part of the model is discussed below, and numerical

assumptions are stated.

In the 2050 scenario, the land area used for food crops is considered the same

as now. This includes the cropland area fraction (Fig. 6.33; AF in Fig. 6.32) and,

for grazing, rangeland as well (Fig. 6.34). Forest (Fig. 6.35) and marginal land

(Fig. 6.36) is not used for food crops. Some marginal land is used today for graz-

ing in a less-intensive way, in contrast to the use of cropland in rotation for occa-

sional grazing. In some areas (e.g., Africa), crop cultivation on the cropland

fraction is little intensive, and present yields strongly reflect the agricultural prac-

tices of each region. As an indication of the potential biomass production in these
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Figure 6.31 Plot of wind directions (a) and calculated power production (b) (W m22 of

turbine-swept area) based on satellite data for the North Atlantic Ocean and adjacent land

areas, on January 26, 2000, at 18 h GMT. The abrupt changes from maximum to zero power

output (white squares) are due to the assumption that, for safety reasons, wind turbines are

shut down if the wind speed exceeds 25 m s21.
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Figure 6.32 Overview of model used for describing the agricultural and silvicultural sectors in a scenario for future integrated food and energy

production.



Figure 6.33 The fraction of area used as cropland and cropland in

rotation (taken as a fraction of each 0.5� 3 0.5� grid cell used for these

purposes, on the basis of the classification of land cover in the U.S.

Geological Survey (1997). See also Loveland et al. (2000).

Figure 6.34 The fraction of area used as rangeland (cf. Fig. 6.33).



Figure 6.35 The fraction of area occupied by forest (cf. Fig. 6.33).

Figure 6.36 The fraction of area considered marginal land (cf.

Fig. 6.33).



areas, the model shown in Fig. 6.32 uses calculated net primary production data

from the Terrestrial Ecosystem Model (TEM) of the Woods Hole group (Melillo

and Helfrich, 1998; model evolution and description in Raich et al., 1991;

Melillo et al., 1993; McGuire et al., 1997; Sellers et al., 1997), shown in

Fig. 3.99. Global warming may induce increased primary production in a fairly

complex pattern and the borders of natural vegetation zones are expected to

change, sometimes by several hundred kilometers (IPCC, 1996).

Global warming�induced changes in area fractions are not included in the

model, assuming that farming practice is able to gradually change and replace the

crops cultivated in response to altered conditions, which are, in any case, long-term

changes compared to the lifespans of annual crops. The model does not specify

which crops will be cultivated at a given location, but simply assumes productivity

consistent with growing crops suited for the conditions. The TEM data are for a

mature ecosystem, taking into account natural water, humidity, and nutrient con-

straints, along with solar radiation and temperature conditions. Annual crops are

likely to have smaller yields because of only partial ground cover during part of

the year and the corresponding smaller capture of radiation. On the other hand, the

crops selected for cultivation may be favorably adapted to the conditions and there-

fore may give higher yields than the natural vegetation at the location. Furthermore,

irrigation may prevent yield losses in dry periods, and application of chemical ferti-

lizers may improve overall yields.

It is conceivable that ecological concern will dictate restricted use of these tech-

niques and will lead to increased use of organic agricultural principles, which are

currently used in about 10% of agricultural areas in Europe and a few other places.

The 2050 scenario assumes what is called integrated agriculture (Sørensen et al.,

1994), a concept that includes a ban on pesticide use and that encourages use of

recycled vegetable residues and animal manure for nutrient restoration, but that

does not exclude biological pest control and limited use of chemical fertilizers. The

yield losses associated with integrated agriculture are under 10% of current

chemical-based agriculture yields, according to experience in Northern Europe.

On cultivated land (including grazing land and managed forests) in regions like

Denmark (modest solar radiation and good soil and water access), the average

annual biomass production is 0.62 W m22 (of which 0.3 W m22 are cereal crops;

Sørensen et al., 1994). This equals the value for a grid cell in Denmark given in the

TEM database for mature natural productivity. In Southern Europe, current produc-

tion is about half (Nielsen and Sørensen, 1998), while the TEM database gives a

slightly higher value than for Denmark. The reasons for this are less intensive agri-

cultural practice and water limitations for the growth pattern of the crops cultivated

(limitations that would be less severe for a mature ecosystem). Therefore, it seems

reasonable to use the TEM in the scenario as a proxy for cultivation yields, pro-

vided that one assumes improved farming techniques by the year 2050 and assumes

that irrigation and chemical fertilizers are used when necessary. This is precisely

the assumption stated above as the basis for the scenario. The model then uses the

net natural primary production data of the TEM globally, but without adding further

increases on the basis of irrigation (which in dry regions can double agricultural
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output) and use of chemical fertilizers (which can provide a further doubling, if the

soil is poor in nutrients or nutrients are not returned to the fields). In other words,

the disadvantage of going from mature vegetation to annual crops is offset by the

advantage of reduced limiting factors related to water and nutrients. In Fig. 6.32,

this means disregarding the irrigation and fertilizer parameters IF and FI and

proceeding with the potential production PP taken from the TEM database.

The TEM global biomass production estimates for PP shown in Fig. 3.99 are

expressed in energy units (1 g carbon per year is equal to a rate of energy produc-

tion of 0.00133 W).

Currently, in Denmark only about 10% of this energy is contained in food con-

sumed domestically, which indicates that there is room for altered management of

the system, by diverting residues to energy extraction and later returning nutrients

to the fields. One may also note that the current system is based on high meat con-

sumption and the associated emphasis on raising livestock and, in the Danish case,

export. Even the modest change in the vegetable to animal food consumption ratio

that is assumed in the demand scenario shown in Figs. 6.5 and 6.6 shows that it is

possible globally to divert substantial amounts of biomass to energy purposes with-

out jeopardizing the ability to provide food for a growing world population.

It is not assumed that the intensive agricultural practices of Northern Europe will

have been adopted globally by year the 2050. The agricultural efficiency factor AE

in Fig. 6.32 is taken as unity only for regions 1 and 2 (cf. Table 6.3). For Africa

(region 6) it is taken as 0.4, and for the remaining regions it is taken as 0.7. The

fraction of the biomass production actually harvested is taken globally as HF5 0.4.

The remaining fraction consists of roots and residues plowed under in order to pro-

vide natural fertilization for the following growth season.

For land areas classified as cropland, the assumed distribution of uses is given in

Table 6.7, based on considerations of cropland scarcity and traditional practices in live-

stock raising. The low animal fodder value in Africa reflects the fact that the African

tradition is to raise livestock on rangeland, not to use cropland to provide fodder.

Region AE

(Cropland)

HF UF

(Vegetable Food)

UF (Fodder) UF

(Energy Crops)

1 1 0.4 0.4 0.5 0.1

2 1 0.4 0.4 0.5 0.1

3 0.7 0.4 0.5 0.5 0

4 0.7 0.4 0.4 0.5 0.1

5 0.7 0.4 0.7 0.3 0

6 0.4 0.4 0.8 0.2 0

TABLE 6.7 Parameters used for cropland biomass production in the 2050 scenario (Regions are defined

in Table 6.2; see also Fig. 6.32 for explanation of abbreviations.)
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The amounts of vegetable-type food that can potentially be produced and deliv-

ered to end-users in this scenario can now be calculated on an area basis, assuming

the losses in going from vegetable food produced to vegetable food delivered as

25% [IE(veg. products)5 0.75 for vegetable food products in Fig. 6.23],

Delivered vegetable food5AFðcropl:Þ3PP½W m22�3AE3HF

3UFðveg: foodÞ3 IEðveg: productsÞ;

where AF and PP depend on the precise geographic location and the others only on

region. The calculated distribution of vegetable food delivered to consumers is

shown in Fig. 6.37.

For food from animals, such as meat, milk, and eggs, the average efficiency in trans-

forming biomass to delivered animal products is assumed to be IE(animal products)5
0.15, a value reflecting a typical average of a smaller efficiency for meat production

and a higher one for milk and eggs (Sørensen et al., 1994). The amount of animal-

based food using cropland-derived fodder and delivered to the consumer is thus

Delivered animal food ð1Þ5AFðcropl:Þ3PP½W m22�3AE3HF3UFðfodderÞ
3 IEðanimal productsÞ:

The distribution of potential animal food deliveries based on livestock being fed

fodder produced on cropland is shown in Fig. 6.38.

The other part of animal food is from animals grazing on rangeland, where we

shall assume that livestock grazes HF5 0.4 of the biomass production per unit of

area, and put AE5 1. The use of rangeland is assumed to be 50% for grazing and

50% for other purposes (such as energy crops or no commercial use). Thus, the

utilization factor is taken as UF(grazing)5 0.5:

Delivered animal food ð2Þ5AFðrangelandÞ3PP½W m22�3HF3UFðgrazingÞ
3 IEðanimal productionÞ:

The distribution of potential animal food deliveries to end-users based on rangeland

grazing is shown in Fig. 6.39. The ratio of the two contributions (crop feeding and

rangeland grazing) is determined by the area set aside for each. The resulting fraction

of animal food derived from rangeland grazing is 37%, in terms of energy content.

The efficiency of the end-user’s making use of delivered food, denoted EE in

Fig. 6.32, is for all bioenergy routes included in the definition of gross demand in

section 6.2.3.

6.3.4 Biofuel production

A number of fuels may be produced from biomass and residues derived from

vegetable and animal production or from forestry and dedicated energy crops. They
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Figure 6.37 Potential delivery to final consumer of vegetable-based

food from cropland production, expressed in units of energy flow (W

m22).

Figure 6.38 Potential delivery to final consumer of animal-based

food from livestock being fed with fodder grown on cropland, in

energy units.



range from fuels for direct combustion over biogas (mainly methane mixed with

carbon dioxide) to liquid biofuels, such as ethanol and methanol, or gaseous fuels,

such as synthesis gas (a mixture of mainly carbon monoxide and hydrogen, also

being an intermediate step in producing methanol) or pure hydrogen. The produc-

tion of biofuels by thermochemical processes is based on high-temperature gasifica-

tion and various cleaning and transformation processes (Jensen and Sørensen, 1984;

Nielsen and Sørensen, 1998).

Whether biofuel production is by thermal or biological processes, the expected

conversion efficiency is of the order of FE5 50% (cf. Fig. 6.32). This is to be com-

pounded with a factor describing the ability of the biofuel industry to collect the

necessary feedstock. This collection-efficiency factor, which we call CF, describes

the efficiency in collecting biomass for industrial uses. For vegetable foods, it is

assumed that CF(veg. waste)5 25% of the gross production is available for energy

production [some of this would come from food-industry losses of (12 IE(veg.

prod.))5 25%, and some from the subsequent household losses of 30%; cf. sections

6.2.3 and 6.3.3]. The overall yield of biofuels from vegetable crops is then

Biofuels from vegetable foodcrops5AFðcropl:Þ3PP½Wm22�3AE3HF

3UFðveg: foodÞ3CFðveg: wasteÞ3FE:

Of course, manure is available only when livestock are kept in stables or similar

areas that allow easy collection. The model assumes that grazing animals leave

manure in the fields and that it is not collected (although it could be in some cases),

but that animals being fed fodder from crops will be in situations where collection

of manure is feasible. Furthermore, although the 85% of animal biomass not ending

up in food products will be used both to maintain the metabolism of livestock and

the process of producing manure, it will also contain a fraction that may be used

directly for fuel production (e.g., slaughterhouse wastes). Combined with manure,

this is considered to amount to CF(anim.)5 0.6, giving, for the fodder-to-animal

route to biofuels:

Biofuels from manure and other animal residues5AFðcropl:Þ3PP½Wm22�
3AE3H3UFðfodderÞ3 ð12 IEðanim: prod:ÞÞ3CFðanim:Þ3FE

The possibility of producing biofuels from forestry residues (either scrap derived

from the wood industry or residues collected as part of forest management) may be

described by a factor CF(forestry)5 0.3, defined as a percentage of the total forest

biomass production. This is the fraction collected, expressed in energy units. For

managed forests, it depends on the fraction of wood suitable for the wood

manufacturing industry (furniture, etc.), which depends on the tree type. Adding

wood scrap from industry and discarded wooden items, as well as residue from for-

est management, would in many regions exceed 30%. However, starting from an

enumeration of all forests, including the rainforests and other preservation-worthy

forest areas that are not proposed to be touched, and considering only managed
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forests that deliver to wood industries, 30% is probably a maximum for the year

2050. The forest-residue-to-biofuel route is then

Biofuels from forest management5AFðforestlandÞ3PP½W m22�3HF

3CFðforestryÞ3FE:

The potential amounts of biofuels that could be derived from forestry are shown

in Fig. 6.40, and the sum of the three routes to biofuels described above are given

on an area basis in Fig. 6.41. This may be called decentralized fuel production,

although forestry may not be seen as entirely decentral in nature. However, forestry

is an ongoing activity that is distinct from producing biofuels from land used exclu-

sively for energy crops. Two energy-crop routes are considered.

While the biomass production on rangeland does not give rise to biofuel produc-

tion because manure from grazing livestock is not collected, some of the rangeland

may be suited for cultivation of dedicated energy crops. Because only 50% of

rangeland is assumed to be used for grazing, one may consider the remaining 50%

a potentially exploitable area for energy purposes, in the scenario versions where

centralized energy schemes are considered acceptable [i.e., UF(rangeland energy

crops)5 0.5]. For cropland, it is also assumed that a maximum of 10% is set aside

for energy crops in areas with generous resources, such as Western Europe and the

Americas [see the UF(cropland energy crops) values of 0.1 or 0 in Table 6.7]. The

potential biofuel production from these areas is

Biofuels from energy crops on cropland5AFðcropl:Þ3PP½W m22�
3AE3HF3UFðcropland energy cropsÞ3FE;

Biofuels from energy crops on rangeland5AFðrangelandÞ3PP½W m22�
3HF3UFðrangeland energy cropsÞ3FE:

The value of FE is 0.5. The area distribution for the two potential sources of bio-

fuels from energy crops is shown in Fig. 6.42.

With increasing pressure for food production for an increasing world population,

energy crops may well be considered unfeasible. On the other hand, increased food

production also implies an increasing amount of residues becoming available for

biofuel production. Furthermore, the currently rapid increase in aquaculture

(for fish, shellfish, and vegetables based, e.g., on kelp) offers additional residues for

energy production, and because the ocean areas are huge, the possibility of aquacul-

tural energy crops is also not excluded. In fact, aquacultural biofuels are included

in several of the scenarios constructed in section 6.6.

6.4 Implementation issues

Once demand has been determined and supply options mapped, there may still be

more than one intermediate conversion system that will join the supply-and-demand
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Figure 6.39 Potential delivery to final consumer of animal-based food

from livestock grazing on rangeland, expressed in units of energy flow

(W m22).

Figure 6.40 Potential delivery to final consumer of biofuels based on

forestry residues and wood waste, expressed in energy units.



Figure 6.41 Potential delivery to final consumer of all “decentralized”

biofuels based on forestry, agricultural residues, manure, and

household waste, in units of energy flow (W m22).

Figure 6.42 Potential delivery to final consumer of “centralized”

biofuels based on dedicated energy crops grown on part of rangeland

and minor parts of cropland, in energy units.



requirements. They could be selected according to the criterion of minimal

economic, environmental, and social impact (according to the evaluation methods

presented in Chapter 7). Assuming this is done, there is a complete system in the

hands of the planner, ready to be checked for consistency. Consistency is in part

internal consistency, meaning that the system functions smoothly at all times and

for all consumers, and in part consistency in the sense that the system condition can

be reached from the present situation. Implementation studies usually end up quan-

tifying a number of decisions that have to be made, at specified moments in time,

in order for the development from the current state to the scenario state to happen.

Implementation evaluations have been made by first checking the technical con-

sistency of the scenario system in the world assumed at the time envisaged for the

scenario to be realized and subsequently specifying the path that has to be taken to

get there (Sørensen, 1975 to 2008b and 2008c). An alternative method for an imple-

mentation study is backcasting, i.e., starting at the final scenario and working back-

ward to the present, making notes of the decisions needing to be taken along the

way (Robinson, 1982, 1988).

A few general remarks on intermediary system optimization and scenario consis-

tency checking are made below, followed by several sections of examples on smal-

ler and larger geographic scales.

6.4.1 System choice and optimization

A number of physical constraints are imposed on a given energy system, including

the availability of different renewable energy sources in the geographic regions of

interest; the characteristics of different system components, such as response time

for changing the level of energy delivery; the delivery energy form, which may not

be uniquely given by the nature of the load; and so on. Figure 6.43 provides some

possible components of energy systems based on renewable resources. More details

are in the scenarios presented in sections 6.5 to 6.7.

The rated capacity of each component of the energy supply system will generally

be determined by the maximum load expected to be demanded, with some adjust-

ments made if the system includes stores and energy-exchange facilities, adapting

system performance according to the expected time distribution of source fluxes

and loads. Situations may arise in which not all incident energy can be converted,

because the demand is already met and the stores (or those for a given energy

form) are full. In this case, as well as in situations where different parts of the sys-

tem would each be capable of satisfying the load, system operational problems

arise. Regulation procedures would then have to be defined that could determine

which converter to tune down or stop in cases of system overflow and which stores

should be depleted first when more than one is available to serve a given load at a

given time. Also strategies for exchange of energy between regions with different

load structures (or time zones) offer possibilities for avoiding over- or underflow

(Meibom et al., 1999). Because the system is non-linear, there is no simple way of

optimizing it, although relative minima in cost or other parameters may be sought

(Sørensen, 1996).
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6.4.2 Consistency of simulation

The consistency of a given scenario is checked by performing a simulation, typi-

cally with 1-hour time steps, through 1 or more years. Realistic variations in

demand are introduced, although the actual demands at a future scenario year are of

course not known. Typically, one would take the present data with temporal varia-

tions and scale it to the scenario assumption for the total energy demanded, using

the energy forms considered. More subtle extrapolations can be made if the sce-

nario contains prescriptions for normative changes in society, such as altered con-

sumption habits or work relations.

Taking note of the system performance at each step and allowing use of

storage reservoirs and import/export options, one checks that the are no misses in

supply�demand matching and adjusts the size of the system components downward

or adds more (when possible), if there is unused or insufficient capacity. This con-

stitutes the consistency check, and if system expansion beyond what can be

achieved with the sources designated as potentially available is not required, then

the system is labeled as realistic.

Ideally, the implementation study would also require consistency checks at least

at selected stages along the path of establishing the system, taking into account

phase-out of existing equipment (with consideration of the economic effects of too

early retirement).

There may be other things to keep track of than just the technical performance

of the system. If, for instance, the purpose of the scenario is to avoid greenhouse

warming, then the reduction of CO2 emissions along the timeline of implementation
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Figure 6.43 Example of the components of a supply�demand matching energy system

based on renewable sources, with primary and secondary conversion processes, storage, and

transmission.
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should be calculated. If a motivation for the scenario is to allow more energy-

related decisions to become decentralized or even to reach the level of individual

personal choice, then these are qualities to monitor. Decentralization may involve a

choice between large, centralized primary energy production plants (which are also

possible for renewable energy—think of desert photovoltaic systems or gigawatt

offshore wind farms, not to mention dammed hydro stations) or smaller units placed

closer to the users. At the extreme, every household may fully control its energy

supply, e.g., by reversible fuel-cell installations capable of producing vehicle fuel

and conversion of rooftop photovoltaic power to hydrogen or hydrogen to electric-

ity, as needed.

6.5 Local systems

Renewable energy conversion systems or combinations of systems for use in differ-

ent regions and in differently structured societies will very probably have to be dif-

ferent. The contribution of a single type of conversion in the system may depend on

local resource availability. In the early phase, co-existence of renewable and non-

renewable components is likely and it is important to make them work together.

Often this offers the advantage that fossil-fuel systems can alleviate the need for

dedicated energy stores for the renewable components, until the renewable energy

contribution grows large. Solar thermal collectors would work well in some regions

of the world, but, in other regions, it may be difficult to reach 100% coverage of

heat needs during winter. The examples given in this section deal with some

of these problems, which are of immediate interest for current implementations of

energy supply systems, by investigating the relation between fractional load cover-

age and various system parameters characterizing the size and complexity of the

system.

6.5.1 Solar heat or heat-and-electricity systems

The examples described in this subsection are based on flat-plate solar collector

devices (cf. section 4.4.3) in various configurations, and the system simulations

use the database for the Danish Reference Year, which is summarized in section

3.1.3 (e.g., in Fig. 3.17). It is clear that use of the same systems at latitudes with

higher levels of solar radiation will improve performance and makes it possible to

cover loads with smaller and less expensive systems. On the other hand, the sim-

ulation of solar energy systems at fairly high latitudes (56�N for the Danish refer-

ence data) raises a number of design problems, which may show up more clearly

than for latitudes with higher and more stable solar input and smaller heating

loads, but which may still be of general interest. In any case, the need for heating

is higher at higher latitudes, making the optimization of systems for such use par-

ticularly relevant.
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Systems involving solar thermal collection into a heat store (cf. Fig. 4.84) have a

complex dynamic behavior, due to the direct influence on absorber performance of

heat-storage temperature, collector fluid inlet temperature, and speed of circulation.

Indirectly, the collector circuit is influenced by heat-storage temperature of load

patterns governing the heat exchange between store and load circuits. If a photovol-

taic part is present (thus forming a hybrid photovoltaic-thermal—PVT—system), its

performance depends on the complex temperature behavior only through the tem-

perature dependence of power production efficiency (cf. Fig. 4.56), which in any

case is much weaker than that of the thermal collection part.

6.5.1.1 Model description

The system modeled (using the software package NSES, 2001) is a building with

solar collectors, heat stores (which could be communal, i.e., common for several

buildings or even part of a district heating system), and load patterns consisting of

time profiles of the use of electricity, space heating, and hot water. The design of

the building has to be specified in order to calculate heat losses and energy gains

through passive features (such as windows), as does the activities in the building

relevant for energy flows [occupancy, use of electric appliances and lighting, open-

ing and closing of shutters (if any) in front of windows, etc.]. The external para-

meters include ambient temperature, wind speed, and solar radiation.

In case both thermal and electric energy are produced, the thermal absorber

could be the back plate of a photovoltaic collector sheet, or the thermal collection

could be from the airflow over the PV panel but below a transparent cover. In the

first case, the heat-transfer fluid would typically be water, and, in the second, case

it would be air. Heat collection in front of the PV panel could have negative effects,

such as more hours with dew formation on the cover glass. Heat collection behind

the PV panel could be lowered, if reflective back layers are used in the PV cell

design to increase light capture probability by prolonging the radiation path-length

within the cell.

The simulations reported below use the model described in section 4.4.3 for solar

thermal collection and heat exchange in the collector�storage circuit. Details of the

radiation data used in the numerical examples and the load description entering the

modeling of the storage�load circuit are given in the following subsections.

Solar radiation data used
Radiation data are taken from a stream of reference year data for a position 56�N
and 10�E (cf. section 3.1.3). The data are collections of hourly global and diffuse

radiation covering a year and exhibiting variations typical of what is contained in

30-year meteorological time-series. A reference year (of which several have been

constructed, covering cities in Europe and the United States) is put together by

pieces of actual data from the 30-year data source (30 years is the selected time

span for defining a “climate”). Typical segment length is 14 days, in order to pre-

serve the short-term correlations in the data arising from continuity and the typical

passage time of weather fronts. Thus, the data are supposed to have both the typical
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short-term correlations and the long-term variability that can ensure realistic model-

ing of solar system performances over the lifetime of the system in question.

The most recent� Danish reference year data set employed is illustrated in

Figs. 6.44 and 6.45 and shows the hourly Danish 1996 reference year profiles for

ambient temperature and solar radiation incident on a south-facing plane tilted 45�.
The collection of short-wavelength radiation by the solar panel takes place in a

system comprising one or several cover layers followed by one or more absorbing

layers. If present, the photovoltaic modules constitute one layer. Part of the

absorbed radiation is transformed into an electric current, while the rest is trans-

formed into long-wavelength radiation, which is either converted into useful heat or

lost to the surroundings.

In contemporary thermal solar collectors, a heat-transfer fluid is passed over or

under the usually building-integrated solar collector. The connection with the rest

of the system (heat-store and building loads), illustrated in Fig. 4.84, usually

� The Danish reference year data set was first established in 1974 (Andersen et al., 1974). This set was

not based on a full 30-year underlying database and had some unrealistic features, including too much

solar radiation in spring. International projects launched by the International Energy Agency and the

European Commission’s R&D program tried to establish a common prescription for the reference year

sets of participating countries. A Danish reference year data set from this effort is included in the

European publication (Lund et al., 1985). However, not all problems were resolved, including the men-

tioned unrealistic feature of the data set, which reappeared in the 1985 data. In recent years, new efforts

have been made to obtain a more consistent tool for building calculations, and at least the 1996 Danish

part of this effort is now free from obvious inconsistencies (DTI, 2000). There are other objections that

could be made, as the new data sets are now primarily directed at small solar collector systems aimed

only at providing hot water during summer periods. For example, the snow cover present in early data

sets is now omitted, making it difficult to predict reflected light received by collectors with tilt angles

near 90�, which in Denmark would be very relevant for winter collection.
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contains two circuits, called the collector and the load circuit, both connected to the

heat store by heat exchangers.

The heat-transfer fluid is typically air or water. Use of water in PVT systems

entails a requirement for sealed paths and protection against corrosion, just as for

thermal solar collectors. Although the use of air as a transfer fluid is easier, the low

heat capacity of air and low energy transfer rates to and from air limit its

applicability.

Thermal collection in front of the solar cell (but below a cover glass) may alter

the efficiency of the PV conversion in a negative way, whereas collection behind

the solar cell should pose few problems once it has been ensured that the PV and

thermal plate layers are well connected, so that heat transfer (conduction) is high.

Incoming solar radiation is made useful for electricity production, is transformed

into heat taken up by components of the collector, or leaves the cell through front

or rear walls. A reflective rear layer may be used at the back of the PV module. It

causes the light to pass through the solar cell twice, with a greater overall chance of

capture. On the other hand, this excludes the possibility for light to pass through the

PV layers and only to be absorbed in an underlying thermal collector layer

(Sørensen, 2002).

6.5.1.2 Heat load of an individual house

The heat load of a building is fixed by specifying the indoor temperature of the

building and the hot-water need as a function of time. The indoor temperature may

need to be fixed, or it may be allowed to decrease during the night and when the

house is unoccupied. For the purpose of simulation, the hot-water needs may be
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considered to be identical on every day of the year and concentrated in certain

hours, such as a morning peak plus a period of moderate use in late afternoon and

throughout the evening (including clothes washing, dish washing, baths, etc.). The

amount of heat required to keep the indoor temperature at the prescribed value does

not, on the other hand, remain constant throughout the year, but equals the heat

losses through doors, windows, walls, floor, and roof, as well as losses associated

with air exchange, which may be regulated by a ventilation system or may be

entirely “natural,” i.e., associated with crevices and the like in building materials

and assembly sites.

The heat losses through building surfaces depend on the difference between

inside and outside temperature and may be approximated by a linear expression

h5 ðTL 2 TaÞ
X
i

AiUi; (6.2)

where TL is the indoor (“load-”) temperature, Ta is the outside temperature, and Ai

and Ui are corresponding areas and specific heat-loss rates for different parts of the

external building surface (walls, windows, roof, floor, etc.). The floor against the

ground may be poorly described by the expression with Ta, and the heat-loss

expression should perhaps contain a particular term describing the floor loss, being

proportional to the difference between the load and soil temperatures, rather than

the difference between the load and air temperatures. However, the heat-loss rates

Ui are in any case only approximately constant, and they may have a further

dependence on temperature (e.g., if radiative transfer is involved) and on outside

wind speed, moisture, etc., as discussed above in connection with the collecting

absorber.

An average contemporary one-family detached dwelling located in the temperate

climatic zone may be characterized by wall and ceiling losses amounting to around

57 W �C21 (Uwall in W m22 �C21 times wall and ceiling total area) and ground

floor losses of 18 W �C21 (Ufloor often slightly lower than Uwall). With 20 m2 win-

dow area and Uwindow5 2 W m22 �C21 (two layers of glazing; with intermediate

space filled with low-conduction gas, the value may be reduced to half), the total

“conduction” loss becomes 115 W �C21. If the house has 11/2 stories (cf. sketch in

Fig. 6.46), the ground floor area may be about 100 m2 and the combined floor area

above 150 m2 (depending on how low ceiling heights are accepted as contributing

to floor area for the upper floor). This corresponds to an inside volume of about

330 m3, and if the rate of air exchange is 0.75 per hour, then Vair5 250 m3 of air

per hour will have to be heated from Ta to TL (reduction is possible by letting the

outgoing air preheat the incoming air in a heat exchanger),

ðAiUiÞair exchange 5VairC
air
v � 87 W �C21;

since Cair
v 5 0.347 Wh m23 �C21. For the reference calculation, Vair is taken as

250 m3 h21 only during the period 16:00 to 08:00 and as 125 m3 h21 between
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08:00 and 16:00 (assuming lower occupancy during these hours and a programma-

ble ventilation system). Measurements have suggested that the air-exchange rate in

naturally ventilated Danish dwellings (individual houses as well as apartments) may

be lower than required for reasons of health (Collet et al., 1976). In a sample of 81
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dwellings, a range of air-exchange rates between 0.15 and 1.3 times per hour was

found, with the average value 0.62 times per hour.

The minimum ventilation requirement has been quoted as 8 m3 h21/cap (Ross

and Williams, 1975), but it may be more if the ventilation air is polluted by, for

example, automobile exhaust or if tobacco smoking, open-air cooking, fireplace

combustion, or similar practices take place on the premises. The value quoted

would roughly correspond to the smallest values encountered in the Danish mea-

surements, assuming that a family with 4�5 members occupies the dwelling.

Although this minimum air exchange generously provides the necessary oxygen

and removes CO2 from the air the family breathes, it may not be sufficient to

ensure health and well-being. Indeed, when “dust” or other particulate matter is

abundantly injected into the air (e.g., from carpets or from activities taking place in

the building), then increased ventilation is definitely required. Analyses of particu-

late matter from the air of private dwellings show the largest component is often

pieces of human skin tissue. It should also be kept in mind that many building

materials release gases (some of which have adverse effects on health) in substan-

tial quantities, for at least the first few years after installation.

The heat required to compensate for the building’s heat losses may be distributed

by a device (radiative and/or convective) with a heat-transfer area chosen in such a

way that any expected load can be met. In earlier individual or district heating fuel-

based systems, it was customary to work with high inlet temperatures (steam at

100�C, water at 80�C). This was lowered to about 60�C after the first oil crisis in

1973. The minimum working inlet temperature would be about 45�C for a water radi-

ator system, whereas distribution based on air circulation may employ heat supply of

temperature around 28�C. The latter choice is made in the present calculations, partly

because it is suitable for solar systems aiming at coverage during as large a fraction

of the year as possible and partly because efforts to decrease building heat losses

through better insulation will make the capital costs of a water distribution system

less appealing. For each of the heat exchangers, a temperature loss of 8�C is assumed.

Hot water is assumed to be required at a temperature 42�C above the inlet

(waterworks) temperature, which in Denmark is taken as 8�C.
The metabolism of persons present within the house releases heat, corresponding

to roughly 125 W per person as an average net heat transfer to the surroundings.

The changing occupancy of the house, as well as the lower rate of metabolism dur-

ing sleep and the higher one during periods of high activity, are modeled by a varia-

tion in the gains from persons, assumed to be of an identical pattern every day of

the year, as specified in Table 6.8. In addition, the use of appliances that convert

electricity or another form of energy (cookers, washing machines, dishwashers,

lights, amplifiers, and other electronic equipment, etc.) contributes to indirect heat

gains, since the various conversions in most cases result in the release of the entire

energy in the form of heat inside the house. The contribution from cooking is

reflected in the distribution of the heat releases from appliances over different hours

of the day, the assumed pattern being also given in Table 6.8. The gain from light-

ing, assumed to be dominated by highly efficient bulbs, is assumed to be 100 W

during 1 hour in the morning and 8 hours in the evening, except when the outside
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total solar radiation exceeds 50 W m22. Again, the use of more efficient equipment,

including low electricity-consuming light bulbs, does have the effect of diminishing

indirect contribution to space heating with time.

However, a potentially very large contribution to the gross indirect gains of the

house considered is due to solar radiation transmitted through the windows and

absorbed in the interior. The magnitude depends on the design of the building, which

1. Building heat losses

Loss rate through surface (except windows) 75 W�C21.

Loss rate through windows (no shutters) 40 W�C21.

Ventilation air 250 m3 h21 from 16:00 to 08:00, 125 m3 h21 from 08:00 to 16:00.

Minimum inlet temperature required for space heating load, 28�C.
Indoor temperature 20�C from 07:00 to 09:00 and from 16:00 to 24:00, 19�C from 09:00 to

16:00 and 16�C from 0:00 to 07:00.

Hot water usage: 50 kg from 07:00 to 08:00, 25 kg h21 from 16:00 to 18:00.

Required hot water temperature: 42�C above an assumed input temperature of 8�C.

2. Indirect heat gains

Persons: 100 W from 22:00 to 07:00, 200 W from 07:00 to 09:00 and from 16:00 to 22:00, and

0 W from 09:00 to 16:00.

Equipment: 60 W from 00:00 to 07:00, 600 W from 07:00 to 08:00 and from 23:00 to 24:00,

120 W from 08:00 to 16:00, 1200 W from 16:00 to 17:00 and from 18:00 to 21:00, 1800 W

from 17:00 to 18:00, and 900 W from 21:00 to 24:00.

Lighting: 100 W from 07:30 to 08:30 and from 15:30 to 00:30, unless global solar radiation

exceeds 50 W m22, zero during other hours.

Gains from 13 m2 vertically mounted windows, of which 8 m2 are facing south, the rest north.

Glazing: three layers of glass with refractive index 1.526, extinction co-efficient times glass

thickness (the product xL in Pt.a.) is 0.05. An absorptance αsw50.85 is used when working with

Pt.a to specify the rooms behind the windows.

3. Flat-plate solar collector

Area 2, 6 or 40 m2, tilt angle 45�, azimuth 0� and geographical latitude 55.69�N. Danish

Reference Year 1996 version used.

Albedo of ground in front of collectors, 0.2.

Absorbing plates: short-wavelength absorptance αsw5 0.9, reflection 0.1, long-wavelength

emittance εlw5 0.11, full transfer between PV and heat absorbing plates.

Efficiency of electricity production by PV layers: 0.1520.0005 (Tc220�C).
Cover system: one layer of glass (refractive index 1.526, xL in (4.81) equal to 0.05, emittance

εlw5 0.88).

Heat capacity of collector: 1.41 0.8 times number of glass layers (Wh m22 �C21).

Collector back heat loss coefficient: 0.2 W �C21 m22.

Collector circuit flow rate times fluid heat capacity, JmCp5 41.8 W �C21 per m2 of collector area.

4. Storage facility

Capacity of heat storage given in terms of sensible heat storage in a container holding 0.1, 0.2 or

40 m3 of water, the latter usually divided into 2 sections of 20 m3.

Storage loss coefficient, 0.2 or 1.2 W �C21 (surroundings at 8�C for larger stores).

Heat exchange rate between collector circuit and storage (100 W �C21 per m2 of collector).

TABLE 6.8 Reference data for simulation of solar system for a Danish one-family house.
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of course is often different in cold climates, as opposed to regions where shielding

against solar heat is desired. Here, most of the window area has been assumed to be

on the southern side of the building, and, on average, the gain through windows fac-

ing south far exceeds the heat losses due to the temperature difference between inside

and outside air. The gains are calculated as if the window glazing were the cover sys-

tem of a solar collector and as if the inside of the room were acting as an absorber

plate of short-wavelength absorptance αsw5 0.85 (due to the small fraction of trans-

mitted light that will be multiply reflected on indoor objects and will be retransmitted

to the outside through window areas). Indirect gains occurring at times when they are

not needed are assumed lost. Often, surplus gains (or parts of them) would be stored

as sensible heat in the wall materials, etc., thus potentially providing storage from

day to night, but if it is desirable to avoid temperatures higher than the stipulated

ones, surpluses may be disposed of by venting. Active storage by air heat exchangers

working with a heat store is not considered.

The solar system modeling passes through the steps described above, with the

temperature increase in the collector circuit and store being determined iteratively as

described, and assuming that the fluid in this circuit is pumped through the collector

only when the temperature of the collector has reached that of the energy storage

(the collected heat is used to achieve this during a “morning start-up” period) and

only if a positive amount of energy can be gained by operating the collector.

A number of simplifying assumptions have been made in formulating the model

used, which include the neglect of reduced transparency of the collector cover in

case of dirt or dust on the cover surface, the neglect of edge losses from the collec-

tor and heat losses associated with special geometry (e.g., where the piping enters

and leaves the collector sections) and also of the detailed temperature distribution

across the collector, from bottom to top, which may not be adequately described by

the averaging procedure used. Another set of complications not included in the sim-

ulation model are those associated with possible condensation of water on the outer

or inner surfaces of the collector’s cover system, icing conditions, and snow layers

accumulating on the top surface of the collector. It is assumed that water condensa-

tion conditions, which are expected to occur, especially on some mornings, simply

prolong the morning start-up time somewhat, while the collected solar energy pro-

vides the evaporation heat as well as the heat required for raising the temperature

of the collector. Sample runs of the model with different assumptions regarding the

amount of heat required for start-up have revealed that these amounts of heat are

anyway very small compared with the total gain, when averaged over the year.

For the purpose of the simulation, the year is divided into 12 identical months,

each 730 h long. The monthly averages given below are all based on these artificial

months, rather than on calendar months. The parameters for the solar heat system

are summarized in Table 6.8. Most of them are kept fixed, and the variations per-

formed primarily relate to collector size, storage volume, and types of operation.

6.5.1.3 Heat-pump systems

The model described above calculates the heat loads not covered by the solar system

and evaluates the auxiliary heat required, relative to heat of insufficient temperature
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from the solar heat stores. For a system with both electricity and heat outputs, it is

natural to consider adding a heat pump, using the solar heat store as its cold side.

Theoretically, a heat pump may be added to the solar energy system in different

ways. Two of these are illustrated in Fig. 6.47. In one, the heat pump is situated

between the storage and the collector, in order to increase the temperature differ-

ence between inlet and outlet fluid, Tc,out � Tc,in, and thereby improve the effi-

ciency of the collector. In the other mode, the heat pump is inserted between the

storage and the load areas, so that it can be used to “boost” the load circuit tempera-

ture difference, TL,in � TL,out, whenever the storage temperature is below the

required minimum value of TL,in. The heat pump could use as its low-temperature

reservoir the soil or air of the surroundings, rather than the solar storage facility,

and thus be an independent energy source only related to the solar heating system

by the controls, which determine the times of providing auxiliary heat. The merits

of such a system, comparing solar thermal collection with solar electric plus heat

pump, are discussed in Sørensen et al. (2000). The option of using the heat pump to

cool the collector fluid has been tested and found unsuitable, because it improves

efficiency of collection only when the storage temperature (which in the absence of

the heat pump would determine the collector inlet temperature) is high, and in this

case the collector output temperature is mostly lower than the store temperature,

leading to no heat transfer (although Tc,out � Tc,in is increased by lowering Tc,in, Tc,

out may not be high enough, i.e. above Ts).

For the mode 3 operation considered here as an option, the heat pump compres-

sor may be set into action on the condition that the heat store temperature is below
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Figure 6.47 Schematic solar heat system with heat pump that may be switched between

collector and load side. The main operational modes correspond to opening the following

switches indicated on the figure: mode 1: c1, i1, u1, and l1 (simple operation); mode 2: c2, e2,

k1, i2, u1, and l1 (collector cooling); mode 3: c1, i1, u2, e1, k2, and l2 (heat pumping to load)

(Sørensen, 1976a).
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a certain value (e.g. 50�C for hot water, 28�C for space heating). Additional heat

exchange losses occur between heat pump and storage (again assumed to entail a

temperature difference of 8�C, i.e. the heat pump effectively operates between

Tup=Tload+8
�C and Tlow=Ts�8�C). The coefficient of performance (COP5 heat

output over electricity input) is taken by the empirical relation (cf. Fig. 4.7, all tem-

peratures in K)

COP215 ð1:81 0:00025ðTup2Tlow250Þ21 1000=ðTup2TlowÞ3ÞðTup2TlowÞ=Tup:

Typical COP’s for the temperature lifts considered are in the range of 2 to 5.

6.5.1.4 Software validation and results of simulations

Three examples of hybrid PVT system simulations are presented in the following,

with 2, 6, and 40 m2 of solar collectors, and heat stores ranging from a very small

0.1 m3 water tank to one of 40 m3. For the largest system, the variant of communal

storage common for a number of buildings is considered. Finally, the possibility of

supplying auxiliary heat from a heat pump is discussed. However, first the software

must be validated.

The NSES software has been tested against an experimentally investigated sys-

tem similar to the one described in section 6.5.1 (Table 6.8), but making the store

so large (10 000 m3) in the calculation, that the collector inlet temperature could be

regarded as a constant 30�C. A special set of meteorological input data was used,

with ambient temperature constantly at 20�C and wind speed at 5 m s21, and with

solar radiation stepping through a range from zero to maximum magnitude (for-

mally, this was taken as diffuse radiation, because in that way the program would

not attempt to calculate incident angle variations for the sample hours). Parameters

deviating from the values of Table 6.8 are given in Table 6.9. The resulting solar

thermal efficiencies, parameterized in terms of T� 5 ðTc;in 2 TeÞ=Esw
c1, are shown in

Fig. 6.48 (Sørensen, 2002).

Solar collector area 1 m2

Short-wavelength absorption of PV panel 0.93

Reflectance of PV panel 0.07

Long-wavelength emittance of PV panel 1.00

Plate temperature 30�C

PV efficiency at plate temperature 20�C 0.08

Circuit flow times fluid heat capacity 83.6 W/m2/K

Back heat loss coefficient 1 W/m2/K

Albedo in front of collector 0

Capacity of heat store 10 000 m3

TABLE 6.9 Parameters changed from the values given in Table 6.8 for the test run of a Racell PVT

panel tested empirically.
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The most important parameters influencing the normalized efficiency given in

Fig. 6.48 are the plate absorptance, emittance, and back thermal loss. These para-

meters quoted in Table 6.9 are based on the manufacturer’s specifications rather than

measured (Bosanac et al., 2001). In cases where they can be compared, such as the

test shown in Fig. 6.48, NSES gives results similar but not identical to those of the

program TRNSYS, which has been in extensive use for many years (Duffie and

Beckman, 1991). The water-flow parameter indicated in Table 6.9 is fairly high, and

the resulting heat exchange is less perfect than that assumed in the simulations below,

in keeping with the experimental set-up and the temperature rise found. The back

thermal loss is also taken somewhat higher (a factor of 2) than what is indicated by

the type of and thickness of insulation. This is because Uback is supposed to describe

all thermal losses from the collector, including the edge losses, which may be sub-

stantial for a small collector like the one tested (actual area 2.2 m2). Finally, the plate

emittance would be expected to be lower than the absorptance (as they would be

equal for a blackbody and the emittance would be lower for a selectively coated

surface). The measurements also leave some doubt about the influence of electricity

co-production, as the panel’s quoted 8% electric efficiency does not match the ,5%

difference between measurements with and without electricity collection. In the

calculation shown in Fig. 6.48, the emittance is left at unity, but it should be said that

the slope of the curve diminishes rapidly with falling εlwp : Although the experimental

errors are not known, the agreement appears to be good, both between theory and

experiments and between the two software packages. The methodology used in both

software packages is highly dependent on ad hoc parametrizations derived from other

experiments, and they do not give exactly the same results for identical parameters.

6.5.1.5 Small PVT system simulation

The smallest system simulated is similar to the Racell prototype used for program

verification: the PV collecting panel is 2 m2, and thermal collection takes place
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under the PV panel by tubes attached to, or part of, a thermally conducting plate.

The thermal storage tank is a mere 100-liter water container, with heat exchangers

to collector and load circuits. The photovoltaic collection efficiency is taken as

15%, representing typical contemporary commercial silicon modules, and only a

linear term is included in the thermal performance degradation of the PV efficiency

(cf. Fig. 4.56). The only simulation parameter not discussed above is the initial tem-

perature, which for consistency has to be taken in such a way that it resembles the

temperature at the end of the simulation period, which here is an entire year. This is

not important for small stores, as they have no long-term memory.

The resulting monthly average behavior is shown in Fig. 6.49, and

Figs. 6.50�6.51 show the hour-by-hour behavior of storage temperature and the

requirement for auxiliary heat.

The top two panels in Fig. 6.49 show the monthly collection of heat and electric-

ity and compare it with demands. The heat diagram also shows the indirect heat

gains from persons, activities, and windows and the auxiliary heat needed in order

to cover the total hot water and heating needs. Evidently, the solar system contri-

butes little heat or electricity during winter months. During summer, solar electric-

ity production is still far below building demands, whereas solar heat production

covers up to two-thirds of demands. Percentages relative to loads are shown in the

middle line of panels; for heat, percentages relative to the load remaining after

application of auxiliary heat input are also shown.

The bottom line of diagrams shows the average temperatures of the water tank

and of the ambient air and the efficiencies of electric and thermal conversion, plus

first and second law thermodynamic efficiencies. The electric efficiency deviates a

little from 15% in a downward direction, due to the thermal effect during summer

months. The thermal efficiency remains .40% year-round; the first law efficiency

is the sum of electric and thermal efficiencies; and the second law efficiency is

only slightly greater than the electric efficiency, due to the modest temperature rises

accomplished by the solar system.

The simulated hourly course of storage temperatures given in Fig. 6.50 shows

that the solar system contributes to space heating during the period from April

through September (storage temperature above 28�C). The store temperature rarely

exceeds 50�C, so some auxiliary energy is needed for hot water year-round, as is

shown in Fig. 6.49. This could be partially avoided by lowering the flow rate of the

water passed through the collector circuit, with some associated decrease in thermal

efficiency. Figure 6.51 gives the temporal distribution of auxiliary heat added in

order to cover the demand at all times; there are some days even in winter where

the system is able to cover the space heating need.

6.5.1.6 Medium-size PVT system simulation

The medium system considered has 6 m2 of PVT collectors, but still a very modest

heat store (200 liters), because long-term storage is not intended, given the collector

size, solar radiation conditions at the location (Denmark), and load. As the middle

left entry in Fig. 6.53 indicates, it is now possible to cover .30% of the electricity
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load during the months of May, June, and July. Also for heat, the coverage in sum-

mer is high (roughly 100% in July), due to the higher summer storage temperature

(see Fig. 6.55) relative to the small system considered in the previous subsection.

From May to October 1, the storage temperature oscillates between 15�C and 80�C.
The 15% electricity production makes the heat-collection efficiency (bottom

line, Fig. 6.53) almost constantly 15% below that of a pure thermal system of the

same size, the monthly simulation results of which are shown in Fig. 6.52. During
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summer, the system without electricity production has a higher average store tem-

perature (in July, 60�C as compared to 50�C), whereas during winter months there

is no difference. The thermal efficiency of the PVT system is, on average, 35%,

with small variations: during spring and autumn, 40% is reached, whereas during

the summer, a minimum of 30% coincides with the peak store temperature.
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Figure 6.50 Hourly storage temperatures from NSES simulation of a small PVT system.
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Figure 6.54 shows the solar thermal gain for each hour of the year and the

energy gain by the heat store, which is a little less, due to incomplete transfer

through the heat exchangers (solar absorber to working fluid and working fluid to

store). Figure 6.55 gives the hourly store temperatures, which are more appropriate

for the heating applications than those of the small system considered in Fig. 6.50.

As a consequence, the need for auxiliary heat, shown in Fig. 6.57, is reduced, par-

ticularly during the summer. Figure 6.56 shows the net heat drawn from the store to

the load circuits (hot water and air duct heating), including heat losses through the

store insulation. During winter, the net heat drawn is seen to be often negative. This

is when auxiliary energy is used to satisfy the load. The auxiliary energy brings the

amount of hot water needed up to the required temperature and likewise the amount

of air circulated between the heat store and load areas. The return air and water

(after the load heat exchange) may in winter have temperatures above that of the

store and thus actually help to increase the store temperature. The implied “net solar

gain to store” is therefore negative, as non-solar heat is used to heat the store.

6.5.1.7 Large PVT system simulation

The large system considered has 40 m2 of PVT collectors and 40 m3 of water stor-

age. This may be divided into two hemispherical parts with a common interface, to
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Figure 6.52 Monthly simulation results for a medium-size, pure thermal solar system.
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simulate stratification. The input to the collector is from the lower store, and the

heat to load is extracted from the upper part, provided it has a temperature higher

than the lower one. The water passing through the solar collector is delivered at the

top of the upper store, where a heat-exchanger spiral is continuing down to the

lower store. This means that if the temperature of the water heated by the solar col-

lector exceeds that of the upper store, it delivers energy to that store and reaches

the lower store at a diminished temperature, possibly allowing it to pass further
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heat to the lower part. This is not meant as a substitute for a more detailed simula-

tion of stratification, which is not done here.

The input parameters are as in Table 6.8, but with two storage compartments of

20 m3 of water and heat-loss coefficients (U-values) of 0.55. The heat loss from the

stores is diminished to about a tenth of the value that would be proper for a single
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store with 20�30 cm of insulation, because it is supposed that some 100 buildings

share a common store, in which case the surface-to-volume advantage allows this

kind of reduction (cf. the simulations made in Sørensen, 1979, the first edition of

this book). The program has been instructed to perform a 1% mixing of the upper

and lower store for each iteration step (here 1 h), as a crude model of the
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stratification of a single storage volume. The resulting average store temperatures

are indicated in the lower line of Fig. 6.58 and in more detail in Fig. 6.60. It is seen

that the mixing does not allow temperature differences between top and bottom to

persist for very long.

The top diagrams of Fig. 6.58 show that electricity needs are covered from late

March to early September, but that solar heat is only able to satisfy demand without

assistance from late March to the end of August. There is a strong asymmetry
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Figure 6.58 Monthly NSES simulation results for a large PVT system. See text for details.
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between the behavior in spring and autumn, which is directly caused by the temper-

ature variations of the store and thus the collector circuit inlet temperature. The

store temperature remains high until November, which causes the thermal solar col-

lection to perform poorly, while, on the other hand, the store is capable of satisfying

heat demands from heat collected earlier, as shown in the middle, right-hand dia-

gram: there is no need for auxiliary heat from May to November. This proves that

the store is large enough to act as a seasonal store, but, on the other hand, there is a

very negative effect on solar thermal collection during the later months of the year.

This is borne out very clearly by the efficiency curves on the lower right.

The hourly solar gain shown in Fig. 6.59 supports this interpretation, showing a

clear asymmetry between spring and autumn, with a very poor performance toward

the end of the year. The hourly course of storage temperature (1 is lower store, 2 is

upper) is shown in Fig. 6.60. It peaks in August and has its minimum value in

February; that is, it is displaced by 1�2 months relative to the solar radiation. Due

to the size of the store, there are no rapid variations like those for the store tempera-

ture of the smaller systems shown in Figs. 6.50 and 6.55.

The net heat drawn from the (two) stores is given in Fig. 6.61. The negative

values explained above are now confined to a few weeks in January and February.

Finally, Fig. 6.62 gives the necessary auxiliary heat inputs, which are still substan-

tial during winter, although the solar heating system now satisfies all loads from

May to November.

6.5.1.8 PVT Systems with heat pump

The final set of calculations adds a heat pump operating in mode 3 (see the discus-

sion associated with Fig. 6.47) to the large PVT system. In mode 3, the heat pump
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Figure 6.59 Hourly solar gains from simulation of a large PVT system.

743Energy system planning



operates on the heat store as its lower temperature reservoir and delivers heat at

appropriate temperatures for covering space heating and hot water needs. Setting

the control temperature of the heat pump to 50�C, it is possible to deliver all auxil-

iary heat from the heat-pump system. The monthly system performance curves are
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shown in Fig. 6.63. In the electricity diagram (upper right), the electric energy

inputs to the heat pump are indicated. At the peak, they increase the electricity

demand by nearly 70%.

The store temperature curves (lower left) show that during February and March

the heat pump cools the store down to a temperature below the ambient one. As a

consequence, the apparent total efficiency (lower right) exceeds 100%, because

heat from the surroundings is drawn into the heat store. Figure 6.64 shows how the

net energy drawn from the store is now always positive, and, in order to make the

distinction between hot water and space heating coverage easier, the space heating

demand is shown separately in Fig. 6.65.

The store temperatures below 0�C are not quite realistic, partly because a water

store has been assumed, so that large quantities of antifreeze additives are required

(in addition to the small amounts used for the fluid in the collector circuit, due to

occasional operation of the collector in situations of solar radiation and low tem-

peratures), and partly because having a large cold store may increase the need for

electric energy to the heat pump (if the store is within the building) or it may make

district heating transmission more difficult (frost in pumps, etc.).

For these reasons, an alternative heat-pump run is made, where the control tem-

perature is set at 29�C. This means that the heat pump will take care of all auxiliary

energy for space heating, but not for hot water. The summary results are shown in

Fig. 6.66. The store temperature now stays above 7�C (also in the detailed hourly

output), and there is no longer any anomaly in the efficiency curves. The

figure shows (in the upper right diagram) that the electric energy to the heat pump

now is modest, but (in the upper left diagram) that some direct auxiliary heat has to

be provided during winter months.
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Figure 6.62 Hourly auxiliary heat requirements for the large PVT system.
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6.5.2 Wind electricity systems

Figures 6.67 and 6.68 give the variation in wind-power production for a large portion

of the currently installed wind turbines in Denmark. Such data can be used for system

simulation and inquiry into questions of surplus and deficit management through

import/export or through storage. It is seen that, for turbines on land, maximum

output peaks over four times the average are found during winter months, whereas
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for offshore plants, the maximum is only 2.3 times the average. This may indicate

greater resource stability over water, and it may be that the power curve of the tur-

bines used offshore is not approximating the power curve leading to maximum annual

production as well as the power curve for turbines used on land. This design choice

is illustrated in Fig. 6.70. Figure 6.69 shows the power duration curves for wind tur-

bines placed on land and offshore in Denmark, as well as a combined curve for the
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onshore/offshore mix of a particular scenario for future wind coverage (Sørensen

et al., 2001). The latter is seen to produce power during every hour of the year.

An example of how the power distribution of a propeller-type wind energy con-

verter depends on design is shown in Fig. 6.70. The highest annual power produc-

tion is obtained with design (a) and not design (c), which peaks at an average wind

speed of 10 m s21, due to the asymmetry of the curves. The assumed hub height is

56 m, and 1961 data from Risø are used (cf. Fig. 3.34). Several of the calculations
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Figure 6.67 Hourly variation in wind-power production during the year 2000 for some 3000

Danish wind turbines placed on land. The overall annual average power output is normalized

to one (Ravn, 2001; Eltra/Elkraft, 2001).
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Figure 6.68 Hourly variation in wind-power production during the year 2000,

normalized to annual average, for about 100 Danish wind turbines placed offshore

(Ravn, 2001; Eltra/Elkraft, 2001).
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described in this section (taken from Sørensen 1976b, 1977, 1978a,b) use these data

and agree remarkably with newer results, notably because hub heights of 50�60 m

are the actual standard for present-day commercial wind turbines.

6.5.2.1 Wind-power system without energy storage

Power duration curves (or “time duration curves for power”) can be constructed

using detailed hour-by-hour simulation, or even without it, provided that the wind-

speed data exist in the form of a frequency distribution (such as the dashed curves

in Fig. 3.38). Once a storage facility or an auxiliary conversion system has to be

operated together with wind energy converters, the system simulation requires the

retention of the time sequences of the meteorological data.

For a system without energy storage, there may be an advantage in choosing a

power coefficient curve that peaks well below the peak of the frequency distribution

of the power in the wind, rather than just maximizing annual production.

Figures 6.69 and 6.71 give examples of power duration curves that illustrate the

advantage of dispersing the locations of turbines. In Fig. 6.69, the substantial

smoothing obtained for the Danish sites currently in use, supplemented with contin-

ued build-up at offshore locations, is seen to significantly stretch the power duration

curve. A similar conclusion can be drawn from Fig. 6.71, in this case for 18 loca-

tions in Denmark, Ireland, and Germany. If the wind-speed frequency distribution

function is denoted h(u)5 df(u)/du, where u is the scalar wind speed and f(u) is the
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Figure 6.69 Power duration curves for wind-power produced at a single site on land or

offshore in Denmark and for a combined scenario for future generation on many sites, with

substantial expansion of the offshore wind contribution, but use of only onshore sites already

hosting a wind turbine today (Sørensen et al., 2001).
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accumulated frequency of wind speeds less than or equal to u, then the average

power production is given by

E5

ð
1

2
ρ CpðuÞu3hðuÞdu (6.3)

for a wind energy converter with sufficient yawing capability to make the cos θ
factor in (3.26) insignificantly different from unity during all (or nearly all) the

time covered by the integral in (6.3). The power duration curve is then

FðEÞ5
ð
δ

1

2
ρCpðuÞu3 $E

� �
hðuÞdu; (6.4)
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wind speed for four typical designs of wind energy generators (cf. Fig. 4.17), with the

corresponding power output (below). The 1961 average power production at Risø, Denmark

(height 56 m) is given in square brackets for each type of design (Sørensen, 1978a).
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where the δ function is unity if the inequality in its argument is fulfilled, and zero

otherwise. If the data are in the form of a time-series, the integration may be made

directly over dt (t is then time, in units of the total interval being integrated over)

rather than over h(u)du. F(E) gives the fraction of time [i.e., of the time period

being integrated over in (6.4)], during which the power generation from the wind

energy converter exceeds the value E.

The coupling of just three units, at different locations in Germany (typical

distances about 240 km), is seen in Fig. 6.71 to imply practically as much

improvement as the coupling of 18 units. The reason is that the maximum

distances within Germany are still not sufficient to involve the frequent occur-

rence of entirely different wind regimes within the area, and thus the general

meteorological conditions are often the same for all the converters except for

minor differences, which can be taken advantage of by selecting three different

locations. In order to take advantage of more different meteorological front

system patterns, distances of 1000 km or more are required. A study of the

synergy of 60 European sites made by Giebel (1999) still finds variations in wind-

power production substantially at variance with demand, indicating a fundamental

need for back-up or storage.
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Figure 6.71 Annual power duration curves for wind energy systems with converters at 1, 3,

or 18 different sites, based on 1973 data from West German weather stations, taken at the

height 10 m but extrapolated to 72 m. The assumed power coefficient curve is similar to

type (b) in Fig. 6.70.

Based on Molly (1977).

752 Renewable Energy



6.5.2.2 Regulation of a fuel-based back-up system

Consider now an existing fuel-based electricity-producing system, to which a num-

ber of wind energy converters are added with the purpose of saving fuel. It is con-

ceivable that this will increase the requirements for regulation of the fuel-based

units and lead to an increased number of starts and stops for the fuel-based units.

Since most of these units will not be able to start delivering power to the grid at

short notice, the decision to initiate the start-up procedure for a given unit must be

taken some time in advance, based on expectations concerning the load and the

fraction of load that the wind energy converters may be able to cover.

The time required for start-up of a conventional fuel-based unit is associated

with preheating the boiler and turbine materials and thus depends on the time

elapsed since the last usage. Traditionally, for start-up times less than 7 h, the start

is called a “warm start.” Start-up times are generally diminishing due to new tech-

nology, so variations between plants of different age is often large, with old ones

having start-up times of 20�60 min for coal-fired base and intermediate-load units,

1�7 h for pressurized-water fission reactors, and 5�6 h for boiling-water fission

reactors (Nordel (Nordic Electricity Supply Undertakings), 1975). For fission reac-

tors, “warm starts” assume start from an under-critical reactor with control rods in,

and operating pressure. If the fuel-based units have cooled completely since the last

usage, start-up times used to be 0.6�6 h for large coal plants, 18 h for a

pressurized-water reactor, and 14 h (to reach 90% of the rated power) to 48 h (full

power) for a boiling-water reactor. Modern coal-based plants using injection of pul-

verized coal dust have considerably lower start-up times, and many current power

systems have been augmented by natural gas fired turbines with very short start-up

times.

Now the question is to what extent the power production of the wind energy con-

verters can be predicted in advance by time intervals corresponding to the different

start-up times for the relevant fuel-based units. Two types of prediction may be

considered, one being actual forecasts based on (mental or mathematical) models of

the dynamics of general circulation and the other being associated with analysis of

the statistical behavior of wind patterns, possibly including correlations that make

simple methods of extrapolation permissible.

Standard meteorological forecasting, as practiced routinely by meteorological

services throughout the world, may be very useful in predicting storms and thus in

identifying periods of very high wind-power production, with advance notice usu-

ally the same as that required by the quoted start-up times for fuel-based units.

However, forecasts at present are usually unable to specify very precisely the

expected wind speed, if this is in the critical range of 5�10 m s21 covering the

very steep part of the converter performance curve from zero to quite high produc-

tion (cf. Fig. 6.70).

Therefore, it may be worth taking advantage of the correlations present in

sequences of wind production data and in wind-speed data, such as those implied

by the spectral decomposition (see, for example, Fig. 3.37). The continuity of the

general circulation and the nature of the equations describing the atmospheric
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motion (section 2.3.1) combine to produce sequences of wind energy production

figures that exhibit regularities of seasonal and diurnal scale as well as regularities

of 3�5 days’ duration, associated with the passage of mesoscale front systems over

a given geographical location. The following sections describe models based on

trend extrapolation of power production sequences, models adding elements of sto-

chastic fluctuations, and models using physical forecasting based on climate

modeling.

Simple extrapolation model
Figure 6.72 shows a sequence of hourly, sequential production data for a wind

energy converter [power coefficient (a) in Fig. 6.70] placed at the Risø turbine
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Figure 6.72 Hourly output from wind energy system without (top) and with short-term

storage (bottom) for a 10-day period in January 1961. The wind energy converters are

assumed to be of type (a) (Fig. 6.70), 56 m Risø data are used, and the 24 h energy storage is

assumed to be loss-free and operated in a base-load mode (Sørensen, 1978a).
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test site 56 m above the ground. After a period of insufficient wind (insufficient

to start the wind energy converter), the average production rises, goes through a

peak, and decreases again in a matter of about 4 days. It then follows a period

of small and fluctuating production. Also, during the 4 days of large production,

hourly fluctuations are superimposed on the general trend. However, it is evident

that a power prediction simply saying that the production will be high, modest,

or near zero on a given day, if the power production is high, modest, or low,

respectively, on the previous day, will be correct quite often, and, similarly, the

production during a given hour is strongly correlated with the production for the

previous hour.

An extrapolation model may then be tried that bases the decision to initiate start-

up procedures for fuel-based units on some (possibly weighted) average of the

known wind energy production data for the time period immediately before.

For simplicity, the fuel-based supply system is assumed to consist of a number

of identical units, each with a maximum power generation that is a tenth of the

average load, Eav, for the entire grid of the utility system considered. It is assumed

that the units can be regulated down to a third of their rated power, and that some

are operated as base-load plants (i.e., at maximum power whenever possible), while

others are operated as intermediate-load plants (i.e., at most times allowing for reg-

ulation in both upward and downward direction). The start-up time for the base-

load units is assumed to be 6 h, and, once such a unit has been started, it will not be

stopped for at least 24 h. The start-up time assumed for the intermediate-load units

is 1 h. For simplicity, the load is factorized in the form

Eload 5EavC1C2; (6.5)

where Eav is the annual average load, C1 is the seasonally varying monthly averages

(such as those shown in Fig. 6.13), and C2 is the average diurnal variations (such as

those shown in Fig. 6.15). Both C1 and C2 are normalized so that the annual aver-

age implied by (6.5) is Eav. The approximation involved in (6.5) implies neglect of

seasonal variations in diurnal load profiles, as well as weekday/holiday differences,

and is used only for the purpose of illustration. The actual hourly data are used in

the forecasting subsection below.

In the first set of calculations to be discussed, the extrapolation of wind-power

production is based on two averages of past production. One is the average produc-

tion of the preceding 24 h, A24, which is used once every 24 h in conjunction with

the minimum value of the expected load (6.5) for the following day to decide on

the number nbase of base-load fuel-fired units to start. If this number is different

from the number already in use, the change will become effective 6 h after the deci-

sion is made, according to the assumed base-load start-up time. Thus,

nbase 5
EavC1minðC2Þ2A24

0:1 Eav

� �
;

where the square bracket denotes integer truncation.
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The other wind-power average used in the regulation of the utility system is the

average wind energy production in the previous 4 h, A4, which is used every hour

in conjunction with the expected load for the following hour to make a trial esti-

mate of the required number of intermediate-load units, ntrialint ;

ntrialint 5 integer
EavC1C2ðt1 1hÞ2A4

0:1 Eav

� �
2 nbase 1 2;

where the operation “integer” rounds to the closest integer number. This trial value

is two units larger than the minimum value indicated by the predicted wind-power

production, in order to make room for regulation of the intermediate-load units in

both directions if the wind-power prediction should turn out to be inaccurate. The

value of additional units is chosen as 2, because this is the number that, for the

Danish power system, gives the smallest number of start-ups per year for the fuel-

based units, in the absence of wind energy contributions. If the trial value, ntrialint ; of
intermediate-load units for the following hour exceeds the number already in use, a

number of start-ups are so that the number of units actually operating 1 h later will

be nint 5 ntrialint : If the number indicated by ntrialint ; is smaller than the one already oper-

ating, it is not necessarily implemented; rather, the units already in operation are

regulated downward. If it can be calculated that the regulation of all operating units

down to the technical minimum level (assumed to be a third of the rated power) is

insufficient, then one unit is stopped. It has been found advantageous on an annual

basis not to stop more than one unit each consecutive hour, even if the difference

between the minimum power production of the operating units and the expected

demand will be lost. This is because of the uncertainty in the wind-power predic-

tions, which in any case leads to losses of energy from the fuel-based units every

time the wind-power production exceeds expectation by an amount that is too large

to be counterbalanced by regulating the fuel-based units down to their technical

minimum level (in this situation it is also permitted to regulate the base-load units).

Not stopping too many of the intermediate-load units makes it easier to cope with

an unexpected occurrence of a wind-power production below the predicted one

during the following hour.

If the wind-power deficit is so large that, for a given hour, it cannot be covered

even by regulating all fuel-based units in operation to maximum power level, then

peak-load units must be called in. They can be fuel-based units with very short

start-up times (some gas turbines and diesel units), hydropower units (with reser-

voirs), or “imports”, i.e., transfers from other utility systems through (eventually

international) grid connections. [The role of international exchange in regulating a

wind-power system has been investigated by Sørensen (1981), Meibom et al. (1997,

1999) and Sørensen (2015).] In a sufficiently large utility pool, there will always

be units somewhere in the system that can be regulated upward at short notice.

Another option is, of course, dedicated energy storage (including again hydro

reservoirs).

All of these peak-load possibilities are in use within currently operated utility

systems, and they are used to cover peaks in the expected load variation as well as
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unexpected load increases, and to make up for power production from suddenly dis-

abled units (“outage”).

Summary of simulation results
Based on the 1-year simulation of the fuel-based system described above, with an

installed capacity Iwind of wind energy converters added, a number of quantities are

calculated. The installed wind energy capacity Iwind is defined as the ratio between

annual wind energy production from the number of converters erected, E
prod
wind given

by (6.3), and the average load,

Iwind 5E
prod
wind=Eav: (6.6)

The quantities recorded include the number of starts of the base- and

intermediate-load units, the average and maximum number of such units in opera-

tion, and the average power delivered by each type of unit. For the peak-load facili-

ties, a record is kept of the number of hours per year in which peak units are called

and the average and the maximum power furnished by such units. Finally, the aver-

age power covered by wind is calculated. It may differ from the average production

Iwind by the wind energy converters because wind-produced power is lost if it

exceeds the load minus the minimum power delivered by the fuel-based units. If

the annual average power lost is denoted Elost, the fraction of the load actually cov-

ered by wind energy, Cwind, may be written as

Cwind 5
E
prod
wind 2Elost

Eav

: (6.7)

Figure 6.73 shows the average number of base- and intermediate-load unit

start-up operations per unit and per year, as a function of Iwind. Also shown is the

average number of base- and intermediate-load units in operation. The maximum

number of base-load units operating is six, and the maximum number of base- plus

intermediate-load units is 15.

Up to about Iwind5 0.3, the wind energy converters are seen to replace mainly

base-load units. The number of starts in the absence of wind energy converters is,

on average, 35 per unit, rising to 98 for Iwind5 0.3, and saturating at about 144.

In Fig. 6.74, the number of hours during which peak units are called is given,

together with the maximum power drawn from such units in any hour of the year.

In the simulation, both of these quantities are zero in the absence of wind energy

converters. This is an unrealistic feature of the model, since actual fuel-based utility

systems do use peak-load facilities for the purposes described in the previous sub-

section. However, it is believed that the additional peak-load usage excluded in this

way will be independent of whether the system comprises wind energy converters

or not.

The number of peak unit calls associated with inappropriate wind predictions

rises with installed wind capacity. For Iwind5 0.25, it amounts to about 140 h per
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Figure 6.73 Start-up requirements and average number of fuel-based units in operation, as a

function of installed wind capacity in a combined system without storage possibilities

(Sørensen, 1978b).
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electricity-producing system without storage possibilities (Sørensen, 1978b).
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year or 1.6% of the hours, with a maximum peak power requirement that is about

40% of Eav. The asymptotic values for large Iwind are 1000 h per year (11.4%) and

155% of Eav.

The total amount of energy delivered by the peak units is not very large, as seen

in Fig. 6.75. For Iwind up to about 0.4, it is completely negligible, and it never

exceeds a few percent of the total annual load for any Iwind. This is considered

important because the cost of fuels for peak-load units is typically much higher

than for base- or intermediate-load units.

In Fig. 6.75, the fractional coverage by wind, base, intermediate, and peak units

is shown as a function of Iwind, and the fraction of produced wind energy that is

lost, Iwind2Cwind, is indicated as a shaded area. Up to an installed wind energy

capacity of about Iwind5 0.1, the lost fraction is negligible, and up to Iwind around

0.25, it constitutes only a few percent. For larger Iwind, the lost fraction increases

rapidly, and the wind coverage, Cwind, actually approaches a maximum value of

about 60%. Figure 6.75 also indicates how the wind energy converters first replace

base-load units and affect the coverage by intermediate-load units only for larger

Iwind.

Stochastic model
The regulation procedures described are quite rigorous, and one may ask how much

the system performance will be altered if the prescriptions are changed. By modify-

ing the prescription for choosing nbase, the relative usage of base- and intermediate-

load units may be altered, and by modifying the prescription for choosing nint, the

relative usage of intermediate- and peak-load units can be changed. The prescrip-

tions chosen for nbase and nint give the smallest total number of starts of base plus

intermediate units for zero wind contribution (Iwind5 0).
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Figure 6.75 Fractional coverage of the annual average power required (total annual load) by

wind and three types of fuel-based units for a combined system without storage. The wind

energy production not used to cover loads is indicated by the shaded region “lost.”

From Sørensen (1978b).
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Also amenable to modification is the extrapolation procedure used to predict

future wind energy production. Rather than using plain averages over the preceding

4 and 24 h (A4 and A24), one may try using a weighted average, which would

emphasize the most recent hours more strongly. A number of such weighted

averages were tried, one of which is illustrated in Fig. 6.76. Here A24 was replaced

by (0.8A241 0.2A4) in the expression for nbase, and A4 was replaced by

(0.8A41 0.2A1), A1 being the wind energy production for the preceding hour, in the

expression for ntrialint : The resulting changes are very modest, for this as well as for

other combinations tried, and no clear improvements over the simple averages are

obtained in any of the cases.

One may then ask if knowing the recent history of wind-power production is at

all important for regulating the fuel-based back-up system. To demonstrate the non-

random nature of the hour-to-hour variation in wind-power production, the predic-

tive model based on previous average production was replaced by a stochastic

model, which used the power production at a randomly selected time of the year,

each time a prediction was required.
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Figure 6.76 Excerpts from Figs. 6.73�6.75 (curves labeled a), compared to two other

calculations of the performance of a combined fuel/wind energy system. Dashed curves (b)

represent a calculation where the extrapolation-type wind energy predictions are based on

previous average production data with a higher weighting of the most recent hours; heavy

lines (c) represent a calculation where the wind-power predictions are not extrapolated, but

randomly chosen within a stochastic model described in the text (Sørensen, 1978b).

760 Renewable Energy



The basis for this procedure is a power duration curve [such as the ones in

Fig. 6.69; however, for the present case, the Risø curve obtained by combining

Fig. 3.40 and Fig. 6.70(a) was used]. A random number in the interval from zero to

one (0%�100%) was generated, and the power-level prediction was taken as the

power E from the power duration curve, which corresponds to the time fraction

given by the random number. In this way, the stochastic model is consistent with

the correct power duration curve for the location considered and with the correct

annual average power. The procedure outlined was used to predict the power gener-

ation from the wind, to replace the averages A24 and A4 in the expressions for nbase
and ntrialint :

The results of the stochastic model (c) are compared to those of the extrapolation

type model (a) in Fig. 6.76. The most dramatic difference is in the number of start-

ups required for the fuel-based units, indicating that a substantial advantage is

achieved in regulating the fuel-based system by using a good predictive model for

the wind-power contribution and that the extrapolation model serves this purpose

much better than the model based on random predictions.

Some differences are also seen in the requirements for peak units, which are

smaller for the extrapolation type model up to Iwind5 0.3 and then larger. The latter

behavior is probably connected with the lowering of the total wind coverage (bot-

tom right in the figure) when using the stochastic model. This means that the num-

ber of fuel-based units started will more often be wrong, and when it is too high,

more of the wind-produced power will be lost, the wind coverage will be lower,

and the need for auxiliary peak power will be less frequent. The reason why these

situations outnumber those of too few fuel-based units started, and hence an

increased need for peak power, is associated with the form chosen for the nint regu-

lating procedure. If this is the explanation for the lowering of the number of peak

unit calls in the stochastic model for Iwind above 0.3 (upper right in Fig. 6.76), then

the fact that the number of peak unit calls is lower for the extrapolation-type model

than for the stochastic model in the region of Iwind below 0.3 implies that the

extrapolation model yields incorrect predictions less often.

Economic evaluation of the requirements for additional start-ups, increased utili-

zation of peak-load facilities, etc., of course, depends on the relative cost of such

operations in the total cost calculation. For a particular choice of all such para-

meters, as well as fuel costs and the capital cost of the wind energy converters, a

maximum installed wind capacity Iwind can be derived from the point of view of

economic viability (cf. Chapter 7).

Wind-forecasting model
For the reasons explained in Chapter 2, general weather forecasts are inaccurate for

periods longer than a few days, with the exact period depending on the strength of

coupling between large-scale and chaotic atmospheric motion. For short periods,

say under 12 h, the extrapolation methods described above in connection with time

delays in starting up back-up power plants are expected to perform as well as mete-

orological forecasts based on general circulation models. Thus, the role of wind

forecasting for power systems with wind-power is in the intermediate time range of

1�2 days. The interest in this interval has recently increased, due to establishment
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of power pools, where surpluses and deficits in power production are auctioned at a

pool comprising several international power producers interconnected by transmis-

sion lines of suitable capacity. The Nordic Power Pool currently functions with a

36 h delay between bidding and power delivery. Therefore, the possibility of prof-

itably selling surplus wind-power or buying power in case of insufficient wind

depends on the ability to predict wind-power production 36 h into the future.

The quality of wind-power predictions, even for as little as 12 h, using the circu-

lation models currently used in 1- to 5-day forecasts, is illustrated in Fig. 6.77.

It clearly reflects the problem caused by non-linearity, as explained above. Yet, for

the 36 h forecasts needed for bidding at the power pool, the average error of the

forecasts of wind-power production (at Danish wind farms) is only 60% of that of

extrapolation values (Meibom et al., 1997, 1999). The effect that this has on pool

bidding is illustrated in Figs. 6.78 and 6.79 for a model in which the Danish power

system is 100% based on wind-power, while the other Nordic countries primarily

use hydropower, as today. Figure 6.69 shows the amount of wind-power buying

and selling, after covering their own needs, for Eastern and Western Denmark.

Figure 6.79 similarly gives the power duration curve for deviations of actual

wind-power delivery from the bid submitted 36 h earlier. In terms of cost, using

current trading prices at the Nordic Pool, incorrect bids will imply a monetary pen-

alty amounting to 20% of the revenue from pool trade (this depends on a facility

called the adjustment market, where additional bids for short-notice “regulation

power” are used to avoid any mismatch between supply and demand). No other

energy storage systems could presently provide back-up for wind-power at such a

low cost.
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production at Danish wind turbine park.

Based on Landberg et al. (1999).
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6.5.2.3 Wind systems with short-term storage

All of the storage types mentioned in section 5.3 may be utilized as short-term

stores in connection with wind energy systems. The purpose of short-term stores

may be to smooth out the hourly fluctuations (the fluctuations on a minute or sub-

minute scale being smoothed simply by having the system consist of several units

of modest spacing). A back-up system must still be available if the extended peri-

ods of insufficient wind (typical duration one or a few weeks) are not to give rise to

uncovered demands.

If the inclusion of short-term stores is to be effective in reducing the use of fuel-

based peak-load facilities, it is important to choose storage types with short access
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times. It is also preferable for economic reasons to have high storage-cycle effi-

ciency. This may be achieved for flywheel storage, pumped hydro storage, and

superconducting storage (see Table 5.5).

A wind energy system including storage may be operated in different ways, such

as:

i. Base-load operation. The system attempts to produce a constant power E0. If the produc-

tion is above E0 and the storage is not full, the surplus is delivered to the storage. If the

production is below E0 and the storage is not empty, the complementary power is drawn

from the storage. If the production is above E0 and the storage is full, energy will be lost.

If the production is below E0 and the storage is empty, the deficit has to be covered by

auxiliary (e.g., fuel-based) generating systems.

ii. Load-following operation. The wind energy system attempts to follow the load (6.3), i.e.,

to produce power at a level E proportional to Eload,

E5E0C1C2:

If production by the wind energy converters is above the actual value of E and the

storage is not full, the surplus is delivered to the storage. If the production is below E

and the storage is not empty, the difference is drawn from the storage. Energy loss or

need for auxiliary energy may arise as in (i).

iii. Peak-load operation. Outside the (somehow defined) time periods of peak load, all

wind-produced energy is transferred to the storage facility. During the peak-load peri-

ods, a prescribed (e.g., constant) amount of power is drawn from the wind energy con-

verters and their storage. Surplus production (if the storage is full) during off-peak

hours may be transferred to the grid to be used to replace base or intermediate-load

energy, if the regulation of the corresponding (fuel-based) units allows. A deficit dur-

ing peak hours may, of course, occur. This system has two advantages. One is that the

power to be used in a given peak-load period (say, 2 h) can be collected during a lon-

ger period (say, 10 h), because the probability of having adequate wind during part of

this period is higher than the probability of having adequate wind during the peak

hour, when the energy is to be used. The other advantage is that the wind energy in

this mode of operation will be replacing fuel for peak-load units, i.e., usually the most

expensive type of fuel. With respect to the first claimed advantage, the weight of the

argument depends on the rating of the wind energy converters relative to their planned

contribution to covering the peak load. If the wind energy converters chosen are very

small, they would have to operate during most of the off-peak hours to provide the

storage with sufficient energy. If they are very large, the advantage mentioned will

probably arise, but, on the other hand, surplus energy that cannot be contained in the

storage will be produced more often. It all depends, then, on the relative costs of the

wind energy converters and the storage facilities. If the latter are low, a storage large

enough to hold the produced energy at any time may be added, but if the storage costs

are high relative to the costs of installing more converters, the particular advantage of

an extended accumulation period may be decreased.

iv. Other modes of operation. Depending, among other things, on the installed wind energy

capacity relative to the total load and on the load distribution, other schemes of operating

a wind energy system, including short-term storage, may be preferable. For example,

some fraction of the wind energy production may always be transferred to the storage,

with the rest going directly to the grid. This may increase the probability that the storage
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will not be empty when needed. Alternatively, wind energy production above a certain

fixed level may be transferred to the storage, but the system will still attempt to follow

the actual load. There is also the possibility of having a certain fraction of the wind

energy production in a load-following mode, but not all of it. Clearly, optimization pro-

blems of this type can be assessed by performing computer simulations.

6.5.3 Results of simulation studies

If short-term storage is added to a wind energy system in the base-load operation

mode, the hourly sequence of power deliveries from the system may change as indi-

cated in Fig. 6.72. On a yearly basis, the modifications may be summarized in the

form of a modified power duration curve (compare Fig. 6.80 with the single-turbine

curves in Fig. 6.69), where some of the “excess” power production occupying levels

above average has been moved over to the region below the average level to fill up

part of what would otherwise represent a power deficit.
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Figure 6.80 Annual power duration curves for a wind energy system with 10 h storage

capacity [tA(E0)], as a function of the storage-cycle efficiency. The average wind-power

production is E0. The calculation is for a wind energy converter of type (a) (Fig. 6.70),

operated in base-load mode, and using 1961 Risø data at the height 56 m (Sørensen, 1978a).
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The results of Fig. 6.80 have been calculated on the basis of the 1961 Risø data

(height 56 m), using the power coefficient curve (a) in Fig. 6.70, in an hour-by-hour

simulation of system performance. The storage size is kept fixed at 10 h in

Fig. 6.80 and is defined as the number of hours of average production (from the

wind energy converters) to which the maximum energy content of the storage facil-

ity is equivalent. Thus, the storage capacity Ws may be written as

Ws 5E0ts; (6.8)

where Ws is in energy units and ts is the storage capacity in hours. E0 is the power

level that the wind energy system in base-load operation mode aims at satisfying

(for other modes of operation, E0 is the average power aimed at).

Storage-cycle efficiencies lower than unity are considered in Fig. 6.80, assuming

for simplicity that the entire energy loss takes place when energy is drawn from

storage. Thus, an energy amount W/ηs must be removed from the storage in order

to deliver the energy amount W, where ηs is the storage-cycle efficiency.
The effect of the storage is to increase the fraction of time during which the

power level E0 (or power levels 0,E#E0) is available, causing the fractions of

time during which the power level exceeds E0 to decrease. The availability of a

given power level E is the time fraction tA(E), during which the power level

exceeds E, and Fig. 6.81 shows the availability of the base-load power level, tA(E0),

for the case of a loss-free storage (full line), as a function of storage capacity.

Thus, modest storage leads to a substantial improvement in availability, but

improvements above availabilities of 75%�80% come much more slowly and

require storage sizes that can no longer be characterized as short-term stores.

However, the availabilities that can be achieved with short-term stores would be
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Figure 6.81 Power availability as a function of storage capacity tA(E0) for a loss-free

storage, wind energy converters of type (a) (Fig. 6.70) with average power production E0 and

1961 Risø data. The system is operated in a base-load (solid line) or a load-following mode

(dashed line) (Sørensen, 1978a).
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considered acceptable by many utility systems presently operating, owing to system

structure and grid connections.

Another way to characterize the effect of adding a storage facility is to calculate

the decrease in the average fluctuation σ of the system output E away from E0,

σ5 N21
XN
i51

ðEðtiÞ2E0Þ2
 !1=2

; (6.9)

where ti is the time associated with the ith time interval in the data sequence of N

intervals. The annual fluctuation is given in Fig. 6.82 as a function of storage

capacity ts, again for a loss-free storage.

In the hourly simulation method, it is easy to keep track of the number of times

that the operation of the storage switches from receiving to delivering power, or

vice versa. This number is particularly relevant to those storage facilities whose

lifetimes are approximately proportional to the number of charge/discharge cycles.

Figure 6.83 gives the annual number of charge/discharge cycles, as a function of

storage capacity, for the same assumptions as those made in Fig. 6.82.
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Figure 6.82 Annual average power fluctuations as a function of storage capacity tA(E0) for a

loss-free storage, wind energy converters of type (a) (Fig. 6.70) and 1961 Risø 56 m data.

The system is operated in base-load mode (solid line) or in a load-following mode (dashed

curve) (Sørensen, 1978a).
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All these ways of illustrating the performance of a store indicate that the

improvement per unit of storage capacity is high at first, but that each additional

storage unit above ts� 70 h gives a very small return.

If the wind energy system including short-term storage is operated in a load-

following mode, the storage size may still be characterized by ts derived from (6.8),

but, in calculating fluctuations (called
P

for convenience of distinction), E0 in

(6.9) should be replaced by E0C1C2, and, in constructing a time duration curve, the

relevant question is whether the power delivered by the system exceeds E0C1C2.

Therefore, the power duration curve may be replaced by a curve plotting the per-

centage of time during which the difference E2E0C1C2 between the power pro-

duced at a given time, E, and the load-following power level aimed at, exceeds a

given value ΔE. Such curves are given in Fig. 6.84 for an “average load” E0 equal

to the annual average power production from the wind energy converters and

assuming a loss-free store. The effect of augmenting storage capacity ts is to pro-

long the fraction of time during which the power difference defined above exceeds

the value zero, i.e., the fraction of time during which the load aimed at can indeed

be covered.

The results of load-following operation are also indicated in Figs. 6.81�6.83

(dashed lines), which show that the wind energy system actually performs better in

the load-following mode than in the base-load mode, when a non-zero storage

capacity is added.

Finally, Fig. 6.85 gives some results of operating a wind energy system with

short-term storage in the peak-load mode, based on a simulation calculation per-

formed by Coste (1976). The storage facility is imagined as an advanced battery

type of cycle efficiency 70%. The system is aimed at delivering a constant
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Figure 6.83 Number of annual charge/discharge cycles of energy storage for the systems

considered in Fig. 6.82. Again, the system is operated in base-load mode (solid line) or in a

load-following mode (dashed curve) (Sørensen, 1978a).
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peak-load power level, Epeak, but only during certain hours of the day and only on

weekdays. The remaining time is used to accumulate energy in the storage when-

ever the wind energy converters are productive. If the storage units become filled,

surplus generation may be delivered to the grid as off-peak power (at reduced cred-

its). Figure 6.85 gives the storage capacity needed in this mode of operation in

order to achieve an availability of 80%, as a function of the peak-load time fraction,

i.e., the ratio between the accumulated time designed as peak-load periods and the

total time period considered (1 year). The lack of continuity in the calculated points

is due to dependence on the actual position of the peak-load hours during the day.
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Figure 6.84 Annual time duration curve of the difference between the power produced by a

wind energy system operated in the load-following mode and the actual load (or the fixed

fraction E0/Eav of it that it is aimed at covering) for a wind energy system with average

power production E0 and a loss-free storage of the capacity tA(E0) indicated. Wind energy

data from Risø (1961, 56 m) are used together with the power coefficient of type (a) in

Fig. 6.70 (Sørensen, 1978a).
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It is determined by the load variation (cf. Fig. 6.14) and represents an increasing

amount of “peak shaving” as the peak-load time fraction increases. This influences

the length of accumulation times between peak-load periods (of which there are

generally two, unevenly spaced over the day), which again is responsible for some

of the discontinuity. The rest is due to the correlation between wind-power produc-

tion and time of the day [cf. the spectrum shown in Fig. 3.37 or the average hourly

variation, of which an example is given in Sørensen (1978a)], again in conjunction

with the uneven distribution of the peak-load periods over the day.

If the storage size is measured in terms of hours of peak-load power Epeak, the

storage size required to reach an 80% availability increases with the peak-load time

fraction, but, relative to the capacity of the wind energy converters, the trend is

decreasing or constant. For small peak-load time fractions, the converter capacity is

“small” compared to the storage size, because the accumulation time is much longer

than the “delivery” time. In the opposite extreme, for a peak-load time fraction near

unity, the system performs as in the base-load operation mode, and the storage size

given as hours of Epeak coincides with those given in the previous figures in terms

of E0.
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Figure 6.85 Storage capacity needed in order to reach 80% availability for a wind energy

system in peak-load operational mode: tA(Epeak) and tA(E0) as a function of peak-load time

fraction. The assumed wind converter design has an average power production of 57 W m22

at Waterford, Connecticut (cf. Fig. 3.39), and the storage facility has a cycle efficiency of

70%. The average power production (related to the number of installed converters) is slightly

above the average power delivery E0 (which simply equals Epeak times the peak-load time

fraction).

Based on Coste (1976).
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6.5.3.1 Wind-power systems with long-term storage

Long-term storage is of interest in connection with wind energy systems aiming at

covering a high fraction of the actual load. In this case, it is not possible to rely

entirely on fuel-based back-up units to provide auxiliary power, and the wind

energy system itself has to approach autonomy (to a degree determined by grid con-

nections and the nature of the utility systems to which such connections exist).

The mode of operation used for wind energy systems that include long-term stor-

age is therefore usually the load-following mode. A simple system of this sort uses

pumped hydro storage (eventually sharing this storage system with a hydropower

system, as mentioned earlier), in which case high storage-cycle efficiency can be

obtained. The performance of such a system would be an extrapolation of the trends

shown in Fig. 6.81.

In many cases, storage options using pumped hydro would not be available and

other schemes would have to be considered (e.g., among those discussed in section

5.3). The best candidate for long-term storage and versatility in use is presently

thought to be hydrogen storage (Gregory and Pangborn, 1976; Lotker, 1974;

Bockris, 1975; Sørensen et al., 2004). The cycle efficiency is fairly low (cf.

Table 5.5) for electricity regeneration by means of fuel cells (and still lower for

combustion), but the fuel-cell units could be fairly small and could be placed in a

decentralized fashion, so that the “waste heat” could be utilized conveniently

(Sørensen, 1978a; Sørensen et al., 2004). The production of hydrogen would also

provide a fuel that could become important in the transportation sector. The use of

hydrogen for short-term storage has also been considered (Fernandes, 1974), but,

provided that other short-term stores of higher cycle efficiency are available, a

more viable system could be constructed by using storage types with high cycle

efficiency for short-term storage and hydrogen for long-term storage only.

An example of the performance of a wind energy system of this kind is given in

Fig. 6.86, using the simulation model described previously. A 10-hour storage (of

average production E0, which has to exceed average load Eav owing to the storage

losses) with 90% cycle efficiency is supplemented by long-term storage of assumed

efficiency 50% (e.g., electrolysis-hydrogen-fuel cells), and the capacity of the long-

term storage is varied until the minimum value that will enable the system to cover

the total load at any time of the year is found. This solution, characterized by a power-

minus-load duration curve that is positive 100% of the time, is seen to require a long-

term storage of capacity tA(Eav)5 1250 h. If the availability requirement is reduced to

97% of the time, the long-term storage size may be reduced to 730 h (1 month).

Hydrogen storage in underground caverns or aquifers, which satisfies these require-

ments, is available in many locations (Sørensen et al., 2001, 2004; Sørensen, 2004).

6.6 Regional systems

In this section, scenarios for use of renewable energy are assessed on a regional

basis. This means that the appraisal of energy demands and renewable energy sup-

ply options can be done on a regional basis, often with cultural similarities that
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make it easier to agree on the needs leading to energy demands. Furthermore, the

possibility of exchanging energy between countries in the same region will alter the

options for optimizing the system, as collaborative management of the system can

reduce the need for each country in the region to install enough renewable energy

to satisfy the highest demand. Generally, it will be cheaper to rely on the largest

renewable energy sources in each country and to trade energy, either because a sur-

plus capacity is fortuitously located in a country different from the one needing the

energy or because the load peaks occur at different times, so that collaboration

smoothes the necessary production in time.

Several examples are given: the Northern European region, which is special due

to its high availability of (existing) hydro power, the Mediterranean region, the

North American region, Japan-Korea, and China. For all these regions, a detailed

assessment of available renewable energy supply options is made, with more fine-

meshed methods than the ones used for the global models of section 6.7. For sev-

eral of these regions, complete energy system scenarios are constructed, showing in

detail the advantages of cooperating, with shared use of energy stores and exchange
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Figure 6.86 Annual power duration curve for a system comprising both short- and long-term

storage facilities (with cycle efficiencies 0.9 and 0.5, respectively). Type (a) converters

(Fig. 6.59) and 1961 Risø 56-meter data are used, and the average wind energy production

(i.e., the number of converters installed) is 36% above the average load Eav (Sørensen, 1978a).
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of power or fuels (biofuels or renewably produced hydrogen), whenever time-

related performance can benefit from imports or exports. The importance of the

trade options is illustrated by first designing an energy system for each country as if

it were an island that has to solve all its energy-system problems by itself, and then

see how trade can help. Today, exchange of power and fuels takes place regularly

between countries, but in most cases it has to increase in magnitude to accommo-

date large inputs of renewable energy.

6.6.1 Regional scenario construction

Section 6.2 presented considerations for the construction of demand scenarios for

use in scenarios for the future. This general category is termed precursor scenarios.

To simplify the variety of scenario combinations, here it is assumed that the

highest-efficiency intermediary-conversion scenario goes together with the highest-

efficiency end-use scenario, and similarly that the lowest-efficiency choice applies

both to intermediate and end-use conversion. Below is an outline of three such sce-

narios, corresponding to the range of behaviors anticipated in the precursor scenar-

ios. The single load-scenario described in section 6.2.3 is used in the global

scenarios discussed in Chapter 6.7. The regional scenarios discussed below in

sections 6.6.2 to 6.6.4 choose the middle of the three end-use scenario alternatives

made explicit below. It is interesting that, in some cases, new developments have

made the middle-efficiency scenario closer to what 10 years ago would have been

considered the highest-efficiency assumption.

6.6.1.1 The efficiency scenarios

Biologically acceptable surroundings
The fixed relationship between indoor temperature T and space heating or cooling

requirement P (for power) assumed in section 6.2.3 for 60 m2 floor space per

person (in work, home, and leisure heated or cooled spaces) was

P5 c3ΔT with c5 36 W=cap=�C:

This assumption corresponds to use of the best technology available in 1980. For

the 2050�2060 scenarios, this is taken as the lowest, unregulated-efficiency sce-

nario, realized by leaving the development to builders. Using instead the best tech-

nology available in Denmark by 2005, as a result of repeated but modest tightening

of building codes, gives c5 24 W/cap/�C. This lightly regulated development con-

stitutes the middle-efficiency scenario, actually used in the examples of sections

6.6.2 to 6.6.5. The highest-efficiency scenario assumes a further technology

improvement to take place and to be employed between now and the scenario year,

yielding c5 18 W/cap/�C.
Using the middle scenario requires delivery of space heating and cooling on an

area base (for GIS calculations) at the rates of
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Pheating 5 243 d3 ð16�C2 TÞ;
Pcooling 5 243 d3 ðT 2 24�CÞ;

as it is assumed that the dependence of the comfort temperature zone on outdoor

temperature exhibits a 64�C interval due to the flexible influence of indoor activi-

ties, as affected by body heat and clothing. The factor d is the population density,

people per unit area (cap m22), and P is thus expressed in W m22.

Food, health, and security
In accord with section 6.2.3, an average end-user energy requirement of 120 W

cap21 for food, 18 W cap21 for food storage, and small contributions for water sup-

ply, institutions, and security (police, military), are assumed to be included here or

in the building and production energy figures. Only hot water for hygiene and

clothes washing is different in the scenarios, amounting to an average of 100 W

cap21 in the high-efficiency scenario, 142 W cap21 in the intermediate scenario

used below (which is the same as used in the 1998 study; Sørensen et al., 2001),

and 200 W cap21 in the unregulated-efficiency scenario.

Human relations
Energy use for human relations and leisure activities at the end-user translated in

the 1998 study to an average 100 W cap21 and is chiefly electricity for lighting, tel-

ecommunications, electronic entertainment, and computing. Not anticipated at the

time was the magnitude of demand increase: for instance, CRT computer and tele-

vision screens were phased out and were replaced by flat screens of similar size

that use less than 10% of the energy CRTs used. In reality, much of the energy gain

was diminished by a perceived demand for larger screens (25-inch TV screens were

replaced by 50-inch flat screens, greatly affecting the reduction in energy use) and

more screens (most dwellings already approach one screen per room). One positive

development is reduced equipment energy use when idling (in stand-by mode):

sensors can switch off equipment (to stand-by) whenever there are no people in a

particular room. That would return the energy use to one screen per capita.

For computers (which have already replaced music and video players) this might

also be the case, except for those that perform special services while unattended

(burglary surveillance, satellite recording, and possibly plain computing, at least in

the case of scientists). Furthermore, one screen may serve several inputs (switching

between say a couple of computers and video inputs).

Consequently, the three demand scenarios used here have electricity use for rela-

tions set at 100, 200, and 300 W cap21, typically derived from people’s three times

higher rates of energy use during the 8 hours a day when they are not at work, com-

muting, or sleeping. Again, the middle-efficiency scenario is used in the regional

scenarios. Currently, in affluent countries, such average end-use is a little above

100 W cap21.

Heat energy for leisure-activities venues is assumed to be incorporated into the

building’s heat use, while indirect uses for equipment, freight, and services are

incorporated into the human activities energy use.
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Transportation for human relations includes visits to family and friends, theaters,

and concert venues, as well as vacations. When shopping is included, annual use

today averages a total of about 10 000 km y21 cap21 (Sørensen, 2008b), with both

short and long trips included. There is a large spread, and the scenarios assume

8000, 16 000, and 24 000 km y21 cap21 for non-work-related travel. Distances

traveled are translated into energy units by using 0.04 W/(km y21) for personal

transport and 0.1 W/(ton-km y21) for freight transport. These values correspond to

state-of-the-art vehicles used at present.

Human activities
Non-leisure activities are what humans do in exchange for food and leisure provi-

sion. They include the devices involved (vehicles, washing machines, and compu-

ters, and so on), which have to be manufactured. Furthermore, manufacturing

requires a range of raw materials that have to be obtained (e.g., by mining). Energy

is one such requirement. Section 6.2.3 lists a range of such indirect demands.

Because there are many ways to arrive at a particular product, the manufacturing

techniques and inputs change with time. Innovation can follow different directions

and is at times very rapid and thus difficult to predict in a scenario context.

Technological change also has a non-technical component: for example, when we

change our behavior to avoid diminishing animal diversity, or to avoid pesticides in

our food intake and skin care products by choosing ecological (organic) produce or

products. The negative effects of certain energy systems can also induce altered

preferences, such as selecting “green electricity” rather than nuclear or coal electric-

ity (a choice given by several power utilities). All these considerations should be

reflected in the range of human activity scenarios offered.

Indirect activities for food and leisure equipment production, for distribution

and sale of products, as well as for building and infrastructure construction and

consequently materials provision, are estimated in section 6.2.3 to comprise some

60 W cap21 of mainly high-quality energy (electric or mechanical energy), plus

3000 ton-km y21 cap21 of goods transportation plus 10 000 km y21 cap21 of work-

related passenger transportation (e.g., in the service sector). These are all to be included

in the activities energy use. The transportation figures translate into 400 W cap21 aver-

age power use for person-transport and 300 W cap21 for freight transportation. These

numbers are taken as describing the highest-efficiency scenario.

The middle-efficiency scenario assumes 120 W cap21 for agriculture and

industry (for countries concentrating on information technologies, cf. Fig. 6.1),

600 W cap21 for work-related transport (commuting included), and 400 W cap21

for freight transportation, and the unregulated-efficiency scenario, 180 W cap21,

1000 W cap21, and 500 W cap21, respectively. The high values for business-related

personal transportation are caused by insistence on personal-contact meetings

instead of videoconferences. The high values for transportation in the unregulated

scenario imply a similar high use of time, which may be undesirable to business

and industry unless travel time can be used productively (e.g., in trains and planes).

People already complain about time wasted in personal car travel (such as commut-

ing to and from work). One solution could be to make the employer responsible for
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transporting employees to and from work (presumably leading to selection of

energy-efficient solutions) and including commuting time as work hours (because

otherwise the employer could impose on employees’ leisure time by choosing slow

but cheap transportation solutions).

6.6.2 Northern Europe

A very detailed study, mapping energy supply and demand on a geographical grid of

0.5 km3 0.5 km, has been made for Denmark for an energy-efficient 2050 scenario. It

is described in Sørensen (2005). Here an update of that study is looked at, expanding

the region considered to the Nordic countries (except Iceland) and Germany. The new

study uses the methodology described in section 6.6.1, choosing the middle-efficiency

scenario as in section 6.6.2. The region is interesting because of the large amount of

hydro with seasonal reservoirs present in Norway and Sweden, and because of the

much higher population and energy-use density in Germany and Denmark, compared

to the other three countries. Denmark has generous supplies of wind and agricultural

energy, Sweden and Finland have similar supplies of forestry energy, and Norway and

Finland have particularly good supplies of wind energy. Germany has reasonable agri-

cultural assets, but its wind resources are only on the northern shores. Some solar

energy can be derived, particularly in the south, but there remains a large deficit in

electricity provision. However, as the study concludes, the surplus of energy in the

Nordic countries is more than twice as large as the deficit in Germany, implying that

German supply and demand can be balanced either by importing electricity from wind

or hydro, or by importing less electricity and more biofuels, eventually with some final

conversions (e.g., to hydrogen) in Germany.

One purpose of the new study (Sørensen et al., 2008; Sørensen, 2008c) was to

compare the alternative supply scenarios based on hydrogen and fuel cells, or on

biofuels, as described in Sørensen (2008b). Here, the variant assuming that, in the

transportation sector, liquid biofuels will be successful and hydrogen-fueled fuel

cells will not is illustrated. Figure 6.87a�e show the 2060 energy demands for the

five countries, according to the middle-efficiency scenario. Differences in the

demand profiles reflect different climatic conditions and different industry struc-

tures in the countries.

In contrast to Denmark, other countries have substantial heavy industry demand-

ing high-temperature heat and electricity, particularly in Norway. Despite its small

size, Denmark has relatively higher transportation demands than the other countries,

possibly reflecting the different industry structure. Space-heating needs show the

expected dependence on degree-days of required heating of buildings.

Generally speaking, the Northern European renewable energy supply options

contain a very high percentage of electricity provision. This implies that high-

temperature heat for industry would most conveniently be supplied by electricity,

that low-temperature heat not derived from waste heat from other conversion pro-

cesses would be supplied by electric heat pumps, and that electric vehicles are seen

as an attractive option, if prices can be brought sufficiently down. Figure 6.88

(Nordel, 2005) indicates the options available in a system with hydropower based
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Figure 6.87 (a) Danish energy demands in 2060 scenario (PJ y21). “Electricity” is dedicated

electricity loads and the transportation fuels are 50% liquid, 50% gaseous. Swedish (b) and

Norwegian (c) energy demands in 2060 scenario (PJ y21). Finnish (d) and German (e) energy

demands in 2060 scenario (PJ y21) (Sørensen, 2008c).



on large amounts of seasonal storage in the form of elevated water, which are

predictable at the start of the season.

Wind conditions are excellent at nearly all locations near the Atlantic or Baltic

coastlines. Figure 6.89 shows annual averages on a per capita basis. Relative to its

size, the Danish wind potential is impressive, but the other Nordic countries, espe-

cially Norway, have large wind resources, notably offshore. On the other hand, sev-

eral Norwegian offshore locations may be difficult to exploit (the criterion for

inclusion in this study was a distance from the coast of less than 20 km, rather than

a water-depth limit), primarily due to difficult conditions for transmission ashore

and further to load centers. On the other hand, Norwegian winds are much more
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Figure 6.88 (a,b,c) Weekly filling (GWh stored) of Nordic hydro reservoirs aggregated on a

country basis: a: Norway; b: Sweden; c: Finland. Data for 2005 are shown, together with

maximum and minimum over 20 years.



consistent than those of Sweden and Finland, and these are again more consistent

than those in Denmark, as shown by the annual power duration curves in Fig. 6.90.

The evaluation of the power duration curves assumes that the identified potential is

fully used. It places turbines on 0.1% of the offshore areas closer than 20 km to the

coast and on 0.01% of the inland areas (0.02% for Denmark, due to its lower frac-

tion of inaccessible mountainous areas). In Norway, half the average power output

is available more than 95% of the time, in Sweden and Finland, 85% of the time,

and in Denmark and Germany, just under 80% of the time.

The Nordic countries can handle any remaining mismatch between supply and

demand by using small amounts of the energy stored in the hydro reservoirs.
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Denmark could avoid using hydro stores situated in neighboring countries, should it

wish to: The existing underground storage in caverns, presently used for natural

gas, could store hydrogen produced from excess wind, and electricity could be

regenerated when needed, using fuel cells or Carnot cycle power plants. As shown

in Fig. 6.91, only a small store is required (less than the existing ones). Table 6.10

summarizes the renewable energy sources available in Northern Europe, for the

assumed level of use. It should be noted that the biofuel potential is estimated on

the basis of the Melillo model (see Fig. 3.99), which assumes that an optimum

selection of trees and crops is planted, and that food, energy, and industrial uses of
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Figure 6.91 Filling variations through year in a small (1.37 PJ) Danish hydrogen store.

Country: DK N S SF D

Wind onshore 64 167 201 147 157

Wind offshore 358 974 579 391 177

Biofuels from agriculture 241 51 111 49 1993

Biofuels from forestry 58 523 1670 1180 892

Biofuels from aquaculture 153 223 320 205 108

Hydro � 510 263 49 27

Solar PVT electricity � � � � 129

Solar PVT heat � � � � 275

TABLE 6.10 Summary of potential renewable energy supply available for use in the Northern European

countries considered (in PJ y2 1). PVT is combined photovoltaic and thermal collectors.
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biomass is made sustainable by proper exploitation of grain, timber, and residues,

including nutrient recycling considerations. For these reasons, the forestry estimate,

for example, is about twice that of current productivity data for Sweden (Nilsson,

2006), estimated as concrete data for timber (updated in Swedish Forest Agency,

2012) supplemented with rough estimates for residues, but rather close to overall

productivity data for Denmark, where agriculture plays a large role and forestry a

small one.

The year-2060 Nordic energy scenario first examines demand coverage in each

country by indigenous resources, and then examines what potential remains for

export. For all countries except Germany, full coverage of demands is possible

without import (this does not say that economic optimization would not make it

advantageous to trade more than strictly necessary).

The import options available for Germany are depicted in the rather messy

Fig. 6.92. There are total import options corresponding to more than twice the

German requirement, so the mix of sources to import can be selected freely. A likely

outcome would be to import any electricity needed for direct or industrial heat use

and to let the transport sector import be determined by the relative success in devel-

oping second-generation biofuel vehicles, electric or hydrogen fuel-cell vehicles, or

some hybrid between them. Figure 6.93 shows the German biofuel deficit as function

of time. Of course, actual import need not follow this time pattern, because biofuels

can be stored (e.g., at filling stations). Indigenously produced German biofuels suffice

to satisfy heating needs in boilers, if this is the scenario chosen (Fig. 6.94). If the

alternative high electricity import were selected, heating not provided by solar ther-

mal collectors would be provided by heat pumps (details in Sørensen, 2008c).
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6.6.3 Mediterranean region

The Mediterranean energy supply model presented here has been discussed in

Sørensen (2011). Solar energy resources for the Northern Hemisphere are presented
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in Figs. 3.14 and 3.15, using 6-hour data for the year 2000. Based on the full

6-hour data, solar energy potentials for the Mediterranean region can be con-

structed, making the conversion process modeling described in section 4.4. In the

Southern Hemisphere, appropriate tilt angles for solar collectors would be North-

facing rather than South-facing. For those locations where measurements have been

performed, the model seems to agree with data at mid-latitudes (i.e., the regions

of interest here) and the variations in radiation seem to be generally of an

acceptable magnitude. However, deviations could be expected at other latitudes

or at locations with particular meteorological circumstances, due to the simplistic

tilt-angle transformations.

Figures 6.87�6.95 gives an estimate of practical available solar energy poten-

tials for the countries on the northern Mediterranean coast, and Fig. 6.96a and b

gives similar estimates for the southern coast. For building-integrated use, it is

assumed that an average of 4 m2 of collectors placed on roofs or facades of

suitable orientation (close to South-facing and without other shadowing structures)

would be available per capita. This area can provide solar power at an assumed

photovoltaic panel efficiency of 15% and heat at an assumed 40% efficiency, allow-

ing the same 4 m2 to serve both purposes. For centralized solar power plants, the

available area is taken as 1% of the marginal land in the country. Population densi-

ties and land area uses are given in Figs. 6.1, 6.2, and 6.33�6.36. The centralized

solar cell panels are placed in fixed horizontal arrays, which, according to

the distributions underlying Figs. 3.14 and 3.15, work as well as tilted panels.

However, if concentrators are used, it is necessary to add some amount of tracking.

Figure 6.95 Country totals (in MW) for annual average solar electricity and heat-production

rates from building-integrated collectors and stand-alone panels on marginal land in north-

shore Mediterranean countries (year-2000 names used).
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Furthermore, desert areas contained in several African Mediterranean countries

provide such high levels of potential solar power that it is shown on a separate

scale in Fig. 6.96b. This clearly constitutes a potential source for power export,

if suitable transmission can be established.

Figure 6.96 (a,b) Country totals (in MW) for annual average solar electricity and heat-

production rates from building-integrated collectors and stand-alone panels on marginal land

in southern- and eastern-shore Mediterranean countries. Panel (b) is on a scale suited for

central PV production potentials.
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For comparison, Figs. 6.97 and 6.98 show the scenario heating and cooling

demands in the same countries, using the methodology of section 6.2 and middle

scenarios for consumption development (see further discussion below about the

northern European scenario).

Figure 6.97 Country totals (in MW) for annual average solar heating and cooling demands

(in middle-efficiency scenario), for northern-shore Mediterranean countries.

Figure 6.98 Country totals (in MW) for annual average solar heating and cooling demands

(in middle-efficiency scenario), for southern- and eastern-shore Mediterranean countries.
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The temporal behavior of the 6-h time-series is illustrated in Figs. 6.99 and

6.100. In Fig. 6.99, the potential power production from building-integrated solar

panels in Spain is compared to the demand for space cooling in properly designed

Figure 6.99 Time-series comparison of space-cooling demand and rooftop PV electricity

supply (MW) for Spain (annual totals given in Figs. 6.87 and 6.89).

Figure 6.100 Time-series comparison of space-heating demand and rooftop solar-panel heat

production (MW) for France (annual totals given in Figs. 6.87 and 6.89).
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buildings. Space cooling is assumed to be required if the temperature exceeds 24�C,
as described in section 6.6.1. This fairly low energy expenditure for space cooling

is valid for energy-efficient buildings (high insulation, controlled ventilation). Solar

energy is well correlated with space cooling and the rooftop collection is more than

sufficient for keeping the temperature below the limit selected.

In Fig. 6.100, the thermal energy yield of 4 m2 cap21 solar collectors in France

is compared to the demands for space heating, again for energy-efficient buildings.

The assumption is that space heating is required if the temperature is below 16�C,
again with details given in section 6.6.1. Here there is an anti-correlation between

solar energy collection and demand, and although the annually collectable solar

energy is adequate, heat stores of several months of capacity must be added to

make a solar heating system able to cover demand year-round. It should also be

mentioned that the functioning of solar heat collectors depends sensitively on the

temperature of the inlet fluid, and therefore there is an expected decreased effi-

ciency in late summer and possibly a deficiency in temperature of the outlet fluid

during winter, relative to the requirement of the heat-distribution system (worst for

radiator heating, best for floor or air heating). During the summer months, addi-

tional heat collection for other uses than space heating is possible. Since the elec-

tricity production from the building-integrated solar PVT cells is assumed to be

15/40 of the heat production, it is clear that the rooftop solar collectors are far from

capable of satisfying total power needs. The electricity that may be derived from

solar panels on marginal land (Fig. 6.95) is insignificant in France, but in Spain, it

could contribute to general electricity demands.

Wind resources could be used by decentralized placement of wind turbines on

agricultural land, or more centralized placement on marginal land or offshore in fairly

shallow waters that allow conventional foundation work (section 6.3.2). Figure 6.30

shows the potential wind-power production globally. The Mediterranean results are

shown on a larger scale in Fig. 6.101. There are several areas of high potential,

particularly in the eastern part of the region. Figure 6.102 shows the totals for each

country along the northern Mediterranean shores, and Fig. 6.103 shows totals for the

southern and eastern shores. It is assumed that 0.01% of the land area is suitable for

wind production (representing the rotor-swept area and giving generous room

for placing the turbines so that production is not lowered by interference between

individual turbines), and that 0.1% of the sea area may be used without interference

with other uses, such as fishing, shipping routes, or military training. Only areas with

water depth below 20 m are considered.

Countries near the Atlantic Ocean have substantial potentials, also inland, but in

the eastern Mediterranean, Greece and the Turkish west coast are characterized by

very large offshore potentials but little mainland onshore wind. This is illustrated

by the time-series shown in Figs. 6.104a and b for Portugal and Greece. The com-

bined wind potential for the total region is large enough to offer coverage of a sub-

stantial part of the electricity demand, together with smaller additions by

photovoltaic power. The potential wind-power estimates are generally larger than

the rooftop PV estimates, which should not be surprising, since wind farms on agri-

cultural and marginal land are included. These locations also make the solar
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potential large, but it is restricted to areas without other uses, because solar cells

cover the area while wind turbines have small footprints and allow agriculture on

the same area.

The total renewable electricity production in the European Mediterranean coun-

tries (with the restricted assumptions on PV areas and number of wind sites, 0.01%

Figure 6.101 Annual average potential wind-power production (W per m2 swept), for the

Mediterranean region.

Based on Fig. 6.30.

Figure 6.102 Country totals (in MW) of average wind-power production potentials for

northern Mediterranean region. The ratios of swept and ground areas are given.
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of land area being actually less dense than the present penetration in Denmark) is

not sufficient to cover the power demands of the middle scenario. However, the

African Mediterranean countries have a huge surplus due to the potential of desert-

located solar farms on just 1% of the land. This has caused several investigators to

propose power exchange through one of the three cost-effective routes (Fig. 6.105).

Political issues in some of the countries involved have so far prevented these ideas

from being seriously pursued.

Biomass resources may be divided into resources associated with agricultural

activity, with forestry, and with aquaculture. In each case, the primary products,

such as food and timber, should get first priority. However, residues not used for

these purposes can be used for a variety of other purposes, including energy.

This has long been the case for simple combustion of biomass, but considerations

of recycling nutrients to the soil or using biomass as industrial feedstock for a range

of products may make it preferable to avoid simple burning, which has associated

negative impacts from emissions to the atmosphere.

Biomass resources are estimated from the model of plant growth described in

section 3.5.2, expressed as net primary production (NPP). The maximum amount of

biomass that can be used sustainably for energy (as harvested crops, wood, etc., but

recycling nutrients when possible), considering variations in solar radiation, precipi-

tation, and nutrients as function of geographic location, is shown in Fig. 3.99.

Figure 6.106 shows a variant where water is freely available and thus no longer a

limiting factor. This gives the biomass production that would be possible with suffi-

cient irrigation. Of course, it cannot be globally realized because many regions

have water limitations that preclude full irrigation.

Figure 6.103 Country totals (in MW) of average wind-power production potentials for the

southern and eastern Mediterranean regions. The ratios of swept and ground areas are given.
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Based on the global models shown in Figs. 3.99 and 6.106, the annual biofuel

potential in energy units is given in Figs. 6.107 and 6.108 for the Mediterranean

region, with the following assumptions: Irrigation is not included, although some

regions in the area considered presently use artificial addition of water, but nutrient

recycling has been assumed, although it is not now fully practiced in the

Figure 6.104 (a,b) Time-series comparison of potential on- and offshore wind-power

production (MW) for Portugal (a) and Greece (b).
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Mediterranean region (and administration of chemical fertilizer is used in some

regions). Of the total primary production modeled, only half is taken as available

for energy production. This means that, in the agricultural sector, considerably

more than food is left to other uses (under 10% of the biomass energy yield ends

Figure 6.105 Vision of Mediterranean power grid connections enabling export of Saharan

solar energy to Europe (Nielsen and Sørensen, 1996).

Figure 6.106 Net primary production (W m22) for model used in Fig. 3.99, but without

constraints on water access, i.e., admitting irrigation as needed, disregarding issues of water

availability, lowering of ground water table, and possible desertification.
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Figure 6.107 Northern Mediterranean countries’ annual averages of biofuel production

(MW) based on feedstock of residues from agriculture, silviculture, and aquaculture (25% of

total biomass yields).

Figure 6.108 Southern-and eastern-shore Mediterranean countries’ annual averages of

biofuel production (MW) based on feedstock of residues from agriculture, silviculture, and

aquaculture (25% of total biomass yields).
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up used as food, the rest being residues, such as straw or waste from processing and

final use in households, all of which could theoretically be recycled to the fields).

In forestry, 50% of NPP used for energy means that uses for timber, paper, and

pulp are not affected, although sustainable wood usage would produce a similar

amount of discarded wood products that could be recycled. The biofuel production

efficiency is assumed to be 50% (of the raw material, hence 25% of the primary

biomass produced), which is consistent with the 30%�50% efficiency expected for

upcoming plants producing ethanol, methanol, biodiesel, or other fuels from bio-

mass residues (the existing unsustainable use of food grains for producing biofuels

in many cases has an efficiency greater than 50%).

As shown in Fig. 6.107, France, particularly with its large food production (par-

tially for export), has a similarly large energy potential for biofuels produced from

agricultural waste, and Spain and Italy have a considerable potential as well. Some

potential is also available in the Balkan region, and the same countries have an

important potential derived from forestry residues. There is an amount of potential

energy production from aquaculture, the largest being in Italy. The future will show

how much of the potential water sites will be used for additional food production

and how much for other aquaculture applications. The time variations in biomass

supply are not particularly relevant, as biomass can be stored before or after conver-

sion to fuels. As Fig. 6.108 shows, the soil is not amenable to large crop yields on

the African side of the Mediterranean. Turkey, however, has substantial agricultural

output.

It is likely that the future use of biomass residues for energy purposes will

mainly be for fuels in the transportation sector. Here, biomass appears to be a con-

siderably less expensive solution than battery- or fuel-cell-driven vehicles.

However, combustion of biofuels still contributes to air pollution.

Other renewable energy sources that may play some role are geothermal energy;

ocean currents, waves, and gradients in temperature or salinity; and, of course,

hydro power, for which no more large installations are expected to achieve environ-

mental acceptability, but for which there may still be a potential for smaller instal-

lations. The results can be used to construct full scenarios matching the renewable

energy supply with expected future demands, and to identify the opportunities for

trade of energy between the regions or countries. Such trade is very important

because it can eliminate the need for energy storage to deal with the intermittency

of some renewable energy sources, and because, as the preliminaries above show,

there are areas in Europe that do not seem to have sufficient renewable energy

sources domestically to support the level of population envisaged and their energy

demands. An example of trade solutions (in the north of Europe) is treated in

section 6.6.4. Here, basic supply�demand matching is carried out for one of the

Mediterranean countries, Greece. The time-series of assumed demands, distributed

on energy qualities, are depicted in Fig. 6.109.

Figure 6.110 shows that a substantial part of the low-temperature heat demand

can be covered by rooftop solar thermal collectors. The balance would be covered

by heat pumps or by waste heat from building-size fuel cells, if they become viable

by the scenario time, about 2050.
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Figure 6.111 shows the scenario disposition of electricity produced by wind or

photovoltaic cells. A fluctuating but quite large amount of power is available for

export. Finally, Fig. 6.112 shows the coverage of transportation energy demand.

Roughly half is covered by biofuels and the remaining by hydrogen in fuel-cell

Figure 6.109 Greece: Scenario for energy demands around 2050 (in PJ21).

Figure 6.110 Greece: Time-series of rooftop solar thermal coverage of low-temperature heat

demands around 2050 (in PJ21).
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Figure 6.111 Greece: Time-series of the disposition of PV/wind power production on

demands around 2050 (in PJ21). From the bottom one finds electricity to heap pumps and

furnaces (hidden), direct electricity loads, and electricity to fuel cells for hydrogen

production, and, at top, surplus electricity that may be exported.

Figure 6.112 Greece: Time-series of biofuel and hydrogen coverage of transportation

demands around 2050 (in PJ21). Dips signal insufficient power for hydrogen production by

PV/wind (which could be handled by imports or larger hydrogen stores).
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vehicles (more efficiency, hence lower energy demand). Only nominal hydrogen

stores have been included in the model. They would have to be increased to avoid

occasionally insufficient hydrogen production. The surplus power to feed the stores

is available, as seen in Fig. 6.111.

6.6.4 North America

Major North American renewable energy resources can be derived from the mate-

rial discussed in Chapters 3 and 6 (cf. Sørensen, 2007). Figure 6.113 shows the dis-

tribution of annual average solar radiation reaching a horizontal unit area,

Fig. 6.114 similarly shows the potential average output per unit area of wind power

produced by large turbines placed at safe separations in order to avoid interference.

Figure 6.115 indicates possible average hydropower production, by combining run-

off data with elevation above sea level. If the fall height between upper and lower

reservoirs for practical reasons is only part of this, the available power estimate

should be similarly reduced. Hydro utilization is largely assumed to stay at current

level, and smaller sources, such as geothermal, wave, and tidal, are not included.

Finally, Fig. 6.116 gives a measure of potential net average biomass production,

using optimal crops and organic cultivation methods, but avoiding large-scale irri-

gation. If artificial irrigation is added, as it is to an extent today, the Midwest US

potential is considerably increased. The potential for biomass utilization is largest

Figure 6.113 Annual North American average solar radiation on a horizontal plane (W/m2).

Based on ECMWF (2008), used with generic permission. This and the following pictures use

the Behrmann Equal Area Earth projection, which avoids the angular distortion characteristic

of the previously used Mollweide projection when going away from the central longitude,

but instead preserves areas at the expense of having compressed high latitude intervals. This

is considered convenient for North Americas and East Asia, as an alternative to moving the

center longitude away from zero.

797Energy system planning



in southern Mexico, the eastern United States, and a narrow coastal strip along the

West Coast. An example of the time-development of onshore and offshore wind

power production is shown in Fig. 6.117, for the contiguous United States, showing

the common reduction of wind during the summer period. Figures 6.118�6.121

shows the parts of the total resources available for each of the four regions consid-

ered in North America (contiguous USA, Alaska and island communities such as

Hawaii and Puerto Rico, Canada, Mexico, and Greenland) that is actually used in

the 2060 energy scenario constructed. As expected, solar energy resources increase

Figure 6.114 Potential annual average wind-power production in North America (W m22;

Sørensen, 2008a).

Based on data from NCAR (2006); used with permission.

Figure 6.115 Maximum annual average hydropower production for North America

estimated from runoff multiplied by elevation above sea level (W m22).

Using data from NOAA (2013), with permission.
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toward the south, biomass too with a similar but weaker latitude dependence and

additional determinants such as precipitation and soil quality, hydro is largest in the

North and confined to mountainous regions, and wind power largest in coastal

regions or offshore. Some of the renewable resources could be utilized in much

larger amounts than those suggested in Figs. 6.118�6.121, by assigning larger areas

for solar collectors of wind farms, as the physical limit dictated, e.g., by shadowing

effects of wind turbines placed too close to each other is still not close. The levels

of renewable energy utilization suggested are rather determined by concerns of

alternative area uses.

Figure 6.116 Potential annual average biomass production in North America, in the absence

of artificial irrigation (W m22).

From Melillo et al. (1993, 1998) model used in Fig. 3.99, with permission.

Figure 6.117 Time-development over a typical year of on-and offshore wind power

production in contiguous United States, used in the 2060 scenario (GW).
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The aim is to explore the possibilities for a 100% renewable energy supply sys-

tem in North America. It is suggested to look some years into the future, such as

creating energy scenarios for 2060, in order that all current systems can be phased

out at end-of-life rather than prematurely. Traditionally, North America has been

characterized by low efficiency of energy conversion compared to, e.g., Western

Europe, and it is generously assumed that even by 2060, the energy demands will

still be about twice those indicated by the middle efficiency scenario of section 6.6.1.

Figure 6.118 Country/region annual average flows of produced solar heat and electricity

used in the 2060 North American scenarios (MW).

Figure 6.119 Country/region annual average flows of produced on- and offshore wind

power used in the 2060 North American scenarios (MW).
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These demands are shown in Fig. 6.122, considering for simplicity only four energy

qualities: electricity (assumed to be used for both dedicated demands and for high-

temperature heat, as well as possibly for some lower-temperature heat by use of

heat pumps), low-temperature heat (under 100�C), and gaseous and liquid fuels

(such as hydrogen and biofuels). Figure 6.122 gives the annual averages of total

demands, Fig. 6.123 gives the assumed time development of electricity demand,

and Fig. 6.124 gives that of low-temperature heat demand with its substantial

Figure 6.120 Country/region annual average flows of produced biofuels derived from

agricultural or forestry residues and from aquaculture, as used in the 2060 North American

scenarios (MW).

Figure 6.121 Country/region annual average flows of produced hydropower used in the

2060 North American scenarios (MW).
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geographical dependence. The demands for gaseous and liquid transportation fuels

depend on the detailed mix of technologies assumed used in the scenario for

each region. For instance, the Mexico used more electric vehicles than the other

regions (reflected in the otherwise similar electricity demand across regions), while

the United States uses more liquid biofuels and Canada more gaseous (hydrogen)

fuel cells than the United States and Mexico. The heat demand is based on tempera-

tures for a particular year and is constructed using the assumptions regarding ther-

mal building standards discussed above in section 6.6.1. Scenarios without doubling

Figure 6.122 Country/region values of annual average energy demands (W/cap) assumed in

the 2060 North American scenarios and divided into electricity, low-temperature heat,

gaseous and liquid fuels. The assumed 2060 populations are: Greenland 72000; Canada

36.352 million; Mexico 154.12 million.; Alaska etc. 0.78 million; Contiguous USA:347.543

million.

Figure 6.123 Time-development over a typical year of electricity demands used throughout

North America in the 2060 scenario (W/cap).
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the demands have been explored by Sørensen (2015). Two scenarios have been

constructed, using software simulation similar to that in the preceding sections, by

either considering each of the four North American regions defined above as auton-

omous, or to allow trade and interchange of power and fuels between the countries/

regions.

The overall results of the autonomous simulations are shown in

Figs. 6.125�6.129, showing any supply-demand mismatch and an import

Figure 6.124 Time-development over a typical year of country/regional low-temperature

heat demands used in the 2060 North American scenario (W/cap).

Figure 6.125 Greenland summary of the 2060 North American scenario simulation (MW).

The magnitudes of direct production and use of each energy form follow from

Figs. 6.118�6.122.
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requirement or an export option for each of the four energy forms considered. Due

to the intermittency of some of the renewable source flows, energy stores are

included as well as conversion between energy forms needed both for storage and

retrieval, and for providing the demanded energy form from the running harvests of

different renewable energy types. The United States is unable to produce enough

Figure 6.126 Canada summary of the 2060 North American scenario simulation (GW). The

magnitudes of direct production and use of each energy form follow from Figs. 6.118�6.122.

Figure 6.127 Mexico summary of the 2060 North American scenario simulation (GW). The

magnitudes of direct production and use of each energy form follow from Figs. 6.118�6.122.
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hydrogen for its transportation sector (despite the shift of demands to biofuels

assumed) and thus has an import requirement. In this high-demand scenario,

Mexico needs to import both electricity and hydrogen, but since electricity may be

converted to hydrogen before or after transmission to Mexico, the choice depends

Figure 6.128 Alaska and US islands summary of the 2060 North American scenario

simulation (GW). The magnitudes of direct production and use of each energy form follow

from Figs. 6.118�6.122.

Figure 6.129 Contiguous US summary of the 2060 North American scenario simulation

(GW). The magnitudes of direct production and use of each energy form follow from

Figs. 6.118�6.122.
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on the relative cost of electric transmission lines and hydrogen pipelines. It is seen

that Alaska and Canada have large export potentials for both electricity and bio-

fuels, while Greenland has only electricity to offer. However, all of these opportu-

nities can be realized only by establishing power line connections or fuel transport

routes, and depending on demand structures, a need for conversions between energy

forms may also be required. In the concrete scenarios described below that are con-

sidering interchange between the regions, the fuel exchange may be of pipeline

hydrogen, which is a clean fuel, or of liquid biofuels, if the transportation sector

can be made to use these in an environmentally acceptable way. If not, the biomass

residues should be used for hydrogen production rather than for production of liquid

biofuels. As regards coverage of low-temperature heating needs, the thermal energy

co-produced with electricity in PVT building-integrated solar panels or produced in

communal solar arrays, with local storage options, suffices at lower latitudes, but at

higher latitudes only during a period in summer, as seen from the Canadian simula-

tion results shown in Fig. 6.130. During spring and autumn, there is some solar con-

tribution, but most heating is provided by electricity through heat pumps. In winter,

the solar panel thermal circulation is shut down due to risk of frost damage, and

the heat pumps deliver all heat required. Any required cooling is provided

by electricity-powered devices. The scenario has additional PV installations on

marginal land, but using at most about 1% of such areas (Fig. 6.36).

A second set of simulations was carried through with consideration of energy

import and export between the North American regions considered, again using a

computer model (called NESO) with 6-hourly time-steps (conforming with the

available spacing of wind data) and some rules for the priority of indirect ways of

satisfying a given energy demand with the renewable energy production available

Figure 6.130 Time development over a typical year of Canadian disposition of low-

temperature heat in the 2060 North American scenarios (GW). Solar heat suffices during

summer, but has to be supplemented by heat from heat pumps during spring and autumn.

During winter, circulation through solar panels is stopped due to risk of frost damage, so

during this period the heat pumps deliver all low-temperature heating.

806 Renewable Energy



in that given hour, through conversions, drawing on stores or imports. Because of

the time variations in need for import and surplus for export can be quite substan-

tial, the addition of exchange options may to an extent change the behavior of the

supply systems, relative to the outcome of the simulation treating each region as

autonomous. The simulation of the connected regions will determine the amount of

transfer capacity required, in interplay with the amount of energy storage in the sys-

tem. Thus, there will not be a single “best” solution, but a choice between reliance

on storage and transmission technologies, the cost of which have quite many com-

ponents depending on local conditions and the precise technologies employed. For

example, if conversion to and from hydrogen is used to store electricity, the cheap-

est hydrogen storage facilities are in cavities established in aquifers or salt domes

(the cost estimated as 2.4 M$ per PJ storage capacity; Sørensen, 2012), but these

are not necessarily available everywhere, and in case regeneration of electric power

from hydrogen is required, the power plants doing this should preferably be placed

near the hydrogen stores. There are also competing transmission technologies, both

for power and hydrogen gas transport. Overhead lines may not be acceptable for

environmental reasons (in populated or recreational areas), so the more expensive

underground cables would have to be used.

Electricity import is required for Mexico� and the closest location of sufficient

surplus is Canada. Rather than transmitting power between these distant locations,

there would be exchange between Canada and the United States and between the

United States and Mexico, finding the shortest transmission distance with consider-

ation of the management of other loads in the regions passed through. Since both

the United States and Mexico also has a need for hydrogen import (despite the

emphasis on liquid fuels in the transportation sector chosen), additional electric

power from Canada may be invoked for transformation to hydrogen. This conver-

sion would take place at the end-point after transmission, if hydrogen pipeline

transport remains more expensive than power line transmission. The simulation

results (Sørensen, 2015) for the time-dependence of the maximum Canadian export

opportunities and for the actual Canada-to-United States and the United States-to-

Mexico power transmissions used in the scenario are shown in Figs. 6.131�6.133.

The availability of power for southward transmission varies substantially and some-

times it is negative, signaling a need to transmit power in the northward direction.

This is due to occasional lack of surplus in the Canadian system, typically at times

of low wind, while high wind is the main cause of the occasional large surpluses.

The variations could be diminished if more Canadian hydro was used for domestic

supply during low-wind periods and correspondingly less hydro in periods of wind

energy surplus. In this way, the overall functioning of the hydro reservoirs would

not be affected (similar to the situation for Norway in the North-European model

described above). Further control of fluctuations can be achieved at the receiving

end, by varying US and Mexican hydrogen production according to the availability

of power import rather than being constant over the year. Making use of Canadian

� In the scenario without doubling demands Mexico would have a surplus of wind power for export

(Sørensen, 2015).
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hydro to smooth the import requirement would further allow the transmission

capacity to be lowered, both from Canada to the United States and from the United

States to Mexico. The Canadian hydro production assumed in the model (37 GW

on average) is not expanded relative to the current one and is insufficient for totally

flattening the power export over time.

Figure 6.132 Time-wise exchange of electric power between Canadian and the contiguous

United States in the 2060 scenario with energy trade (GW). Despite the overall southward

trade, there are periods of a reversed transfer direction (negative values). Some of the US

imports are used to generate hydrogen, the rest to balance exports to Mexico or to mend

temporal inability to satisfy demands by indigenous production.

Figure 6.131 Time-wise availability of Canadian surplus production in the 2060 scenario for

export to other countries/regions (GW). Fuel and hydropower export options is not given a

time-wise variation, as they can be varied at will due to the presence of stores/reservoirs, but

the surplus of wind-based electricity shows both seasonal (winter-peaking) and short-term

fluctuations.
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Figure 6.134 shows how the Mexican electricity demand is met by a mixture of

indigenously produced and imported power, and how the additional hydrogen

required by the transportation sector is produced with a rapid time variations, dic-

tated by the availability of wind and photovoltaic power and the demand variations

(such as day-to-night, weekday-to-weekend). Figure 6.135 shows the dramatic time

variations in the amounts of hydrogen stored in Mexico, due to the variability in

production. A storage capacity of at least 1000 GWh is included in the scenario, in

order not to fail to meet vehicle hydrogen demands. The liquid fuel use also shown

Figure 6.133 Time-development of Mexican imports of electric power from the contiguous

US in the 2060 scenario with energy trade (GW). Despite the overall southward trade, there

are periods of a reversed transfer direction (negative values). Some of the Mexican power

imports are used to generate hydrogen for the transportation sector (see Fig. 6.134).

Figure 6.134 Time-development of the use of electric power in Mexico for either hydrogen

production or coverage of power demands, in the 2060 scenario with energy trade (GW).
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is taken as constant, because storage of liquid biofuels is inexpensive and similar to

the setup at current gasoline stations.

Quoted costs of large-scale electric transmission vary from around 0.5 M

US$/km for a 700 MW landline to 1.4 M US$/km for a 3 GW landline (Niederprüm

and Pickhardt, 2002; Silverstein, 2011). For the European 500 km sea cables

between Norway and the Netherlands or Germany, quoted costs are from 0.5 to

1.0 Mh/km for a capacity of 700 MW, and some 1.2�2.7 Mh/km for 1400 MW

capacity (Alegrı́a et al., 2009; Chatzivasileiadis et al., 2013). Overhead landlines

used to be at least five times less expensive than sea cables, but increasing environ-

mental and popular concerns has in many regions banned overhead lines in popu-

lated or recreational areas, using buried coaxial cables instead, which has made the

onshore and offshore costs more similar. The undersea cables are typically carrying

high-voltage direct current with transformers at each end. Current losses are mostly

under 4% and losses below 2% are possible for new lines (Pickard, 2013). The sce-

narios considered here in several cases have a choice between electricity and hydro-

gen transport. Hydrogen pipelines have to be built to higher standards than most of

the natural gas pipelines currently in operation, which is estimated to add some

25% to cost (Sørensen et al., 2001; Beaufumé et al., 2013). This makes the current

estimated cost of GW hydrogen pipelines lie somewhere between the cost of land-

line and sea cable electricity transmission costs, at 1.0�1.5 M US$/km (Gondal and

Sahir, 2012; Johnson and Ogden, 2012).

Figure 6.136 shows the overall picture of the North American 2060 scenario

with electricity transmission used to eliminate supply-demand mismatches in con-

junction with local electricity-to-hydrogen conversion and hydrogen stores, typi-

cally located close to the conversion facilities. It follows from Figs. 6.132 and

Figure 6.135 Time-development of the filling of Mexican hydrogen stores in the 2060

scenario with energy trade (GW). The maximum storage capacity is used only during a few

hours a year, so the stores could be substantially reduced in capacity, entailing much lower

cost, and still be able to fulfill their function.
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6.133 that the capacity of power transmission lines between Canada and the United

States should be near 400 GW and that between the United States and Mexico near

350 GW, due to the high requirements in the last part of the year. These lines carry

quite substantial costs, especially for those segments that may require underground

cables.

6.6.5 Japan and South Korea

For Japan, South Korea, and China, the high population densities pose severe chal-

lenges to an all-renewable energy system. For this reason, a more detailed and

hopefully more accurate model has been used in simulating scenario behavior simi-

lar to the ones for Europe and North America. For estimating the very important

offshore wind potential, the simple model of just including model grid units with

both land and ocean fractions was replaced by a more refined model, considering

the actual depth to the sea floor and calculating the potential for turbines accepting

up to 20 m and up to 50 m foundation depths (20 m being characteristic of most

existing offshore wind parks and 50 m being the maximum considered feasible with

current technology). Also the solar model was improved, by replacing the sine-

variation-with-stochastic-overlays model used for Europe (Sørensen, 2008c) and

North America (above) by the model based on actual horizontal radiation data

described in connection with Figs. 3.14 and 3.15. Here, about two-thirds of the radi-

ation is considered to come from the direction to the Sun or close to it (and thus

easy by geometrical means to transform to the inclined surfaces assumed for solar

collectors), and the remaining scattered radiation is assumed to be more evenly dis-

tributed, either isotropic or according to the Kondratyev and Fedorova (1976) model

Figure 6.136 Summary of the 2060 North American scenario with energy trade (annual

average flows in GW; based on Sørensen, 2015; used with permission). The Canada-US

transmission capacity in 2010 was about 17.3 GW and the US-Mexico transmission capacity

1.6 GW (EIA, 2011; Mexican DoE, 2010; Silverstein, 2011).
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described in Chapter 3. For Japan and South Korea, the smaller physical size of the

countries allows the fairly coarse 2.5� 3 2.5� satellite data resolution for solar

energy used for North America (Fig. 6.113) to be refined to a grid size of

0.125� 3 0.125�, even better than that of the scatterometer wind data (0.5� 3 0.5�,
cf. section 6.3.2).

The main renewable energy resources available in the East Asian region are

shown in Figs. 6.137�6.140, as time averages over a typical year or for a summer

and a winter month in the case of solar radiation. The scenarios described below for

Japan, South Korea, and China uses only a part of these resources, for a variety of

reasons that will be discussed. Scenarios for Japan and South Korea, with the possi-

bility of energy trade between them, have been explored by simulation in Sørensen

(2015, 2017), and these calculations form the basis of the overview given here. The

scenario in the 2015 book is characterized by high wind power usage, while that in

the 2017 article has a high solar energy contribution and fewer onshore wind

turbines.

Due to high frequency of cloudiness, Japan receives less solar energy per square

meter than South Korea (see Fig. 6.137b), but still amounts quite adequate for

photovoltaics and preferably co-produced solar heat. However, the marginal land

areas where centralized solar arrays could be placed are rather scarce in both Japan

and South Korea, and building surfaces or roofs also offer less opportunities than in

Europe or the United States, due to a lower dwelling area per capita and due to

many high-rise buildings or buildings shadowing each other. It is therefore a very

aggressive use of solar energy when the recent 2050 scenario (Sørensen, 2017)

derives an average 25 GW of electric power and 18 GW of low-temperature heat

from solar devices in Japan and 12 GW power and 5 GW thermal energy in South

Korea. Even at a PV panel conversion efficiency of 20%, this would require some

5.7 m2 of collector area per capita in both Japan and South Korea (assumed 2050

population 110 M and 52 M), somehow divided between building-integrated and

freestanding collectors.

Wind conditions in Japan and South Korea are excellent for power production,

both onshore and offshore, although the Japanese sea floor drops rather quickly,

making the 50 m foundation limit assumed here restricts the resource to a rather

narrow band near the cost, as shown in Fig. 6.141. For Japan, the scenario uses

22.4 GW wind power offshore and 50 GW onshore, where the latter could be

increased by some 30% without impacting on recreational land areas. For South

Korea, the scenario uses 20 GW wind power offshore and 14 GW onshore, taking

advantage of the larger distance of the 50-m depth line from the shore at the coun-

try’s west coast to spare some of the very few marginal land areas onshore.

There is some hydropower currently produced in Japan but little in South Korea.

These plants are continued without expansion. Biofuels are available in both coun-

tries, from agricultural residues and from aquaculture, while residues from forestry

are substantially large in South Korea than in Japan. The aim is to satisfy a substan-

tial part of the transportation energy demands by biofuels, but in Japan, hydrogen

produced by excess electricity needs to cover as much as 50% of the transportation

energy demand.
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Figure 6.137 (a,b) Annual average solar radiation for January and July on a horizontal plane

in East Asia (W/m2). Based on ECMWF (2008), used with generic permission. The radiation

levels are influenced by factors other than latitude: High July solar input in July is found in

South Korea and in northwestern China. In January, solar radiation in southwestern China is

higher than in July, due to the effect of the monsoon weather pattern.
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Figure 6.138 Potential annual average wind-power production in East Asia (W m22; Sørensen,

2008a, based on data from NCAR, 2006; used with permission). Very large wind resources are

found at the southern Chinese shore and near the South Korean and Japanese coasts.

Figure 6.139 Maximum annual average hydropower production for East Asia estimated from

runoff multiplied by elevation above sea level (W m22; using data from NOAA, 2013, with

permission). It may not be feasible to establish potential energy differences all the way from the

actual elevation of an area and the sea level, but only to exploit some of the height difference.

This is relevant for some of the hydro-potential in southwestern China and most of the current

hydro power stations are indeed located in the southern and southeastern part of the country.



Energy demands assumed for Japan and South Korea include service demands

2.5 times higher than the present ones for electricity, folded with a factor four

increase in efficiency, in line with the remarks made in section 6.2 regarding the

relative cost of efficiency improvements relative to supply-system expansions

(Fig. 6.142). No further doubling of power demands like in the North American

Figure 6.140 (a,b) Potential annual average biomass production in East Asia, in the absence

of artificial irrigation (upper panel) or with irrigation (lower panel) (W m22)

Based on the Melillo et al. (1993, 1998) model used in Fig. 3.99, with permission.



Figure 6.141 Potential offshore wind power production available at the Japanese, Korean

and Chinese coasts, based on data from Fig. 6.138. The resources for foundation depths to

20 m and 50 m are shown, as are the “Exclusive Economic Zones” defined by FAO (2014)

for regulating fisheries.

Picture layout based on Sørensen (2015); used with permission.

Figure 6.142 Annual average energy demands (W/cap) assumed in the 2050 Japan and

South Korea scenarios, divided into electricity, low-temperature heat, gaseous and liquid

fuels.



scenarios is made, because efficiency is an established virtue in the South-East Asia

region. Heating and cooling needs are modest with the assumption that the building

stock by 2050 is reflecting the best energy-efficiency standards known today.

Public transportation already today plays a large role and helps to satisfy mobility

needs in an energy-efficient way, and the assumed transportation energy demand of

600 W per capita (based on more than doubling activity, folded with over two times

current average efficiency) may well be too high, considering the likely efficiency

development of battery, hydrogen, and biofuel vehicles and the economic limit to

how much time can profitably be spent on relocating goods and people. While the

scenario considers large quantities of energy converted from electricity to hydrogen

for use in the transportation sector, the actual pattern may as well be a mixture of

fuel cell vehicles and electric vehicles, or rather hybrids between the two. No

attempt has been made to guess the relative shares of fuel cell and battery traction,

as it makes little difference for the overall scenario, because the energy in both

cases comes from electricity and at fairly similar conversion efficiencies. At pres-

ent, the efficiency of charging batteries and delivering traction energy to wheels by

an electric motor is higher than the efficiency of hydrogen production by electroly-

sis and subsequent fuel cell operation, but the gap may narrow with time.

Therefore, the scenario assumptions are in this case reflecting a “worst case.” A

serious obstacle to both electric and hydrogen vehicles is the short lifetime (typi-

cally under 5 years) of both batteries and fuel cells, as compared with increasing

vehicle lifetimes (currently approaching 20 years). Three replacements of these cur-

rently very expensive parts of the vehicle will make a large negative economic

impact, relative to biofuel vehicles, even if environmental externalities are included

for the biofuel combustion.

Figures 6.143 and 6.144 give an overview of the amounts of renewable energy

actually used in the 2050 scenarios, and Figs. 6.145 and 6.146 show the outcome of

the simulation calculations for Japan and South Korea. The heat provided by solar

thermal collectors must be supplemented with electricity-driven heat pumps and by

use of waste heat from the hydrogen production and stationary use processes.

Because the temporal variation in wind power is extremely seasonal, particularly

for Japan (Fig. 6.147), with a four month low during summer, there is a quite large

requirement for storing hydrogen produced during the winter period for use during

the summer wind lull (Fig. 6.148), despite using reservoir-based Japanese hydro as

much as possible during the summer period (Sørensen, 2017). This is a reason for

preferring fuel cell vehicles over battery-operated electric vehicles, as long-time

storage of energy in batteries is far more expensive than hydrogen storage in under-

ground cavities (aquifers or cavities washed out in salt dome intrusions, cf.

Fig. 5.19). Because the seasonal peculiarities are similar for Japan and South Korea,

little is gained by trading electricity or fuels between the two countries. In the North

America scenario, the shorter-term variations in renewable energy production and

the large differences in resource sizes made trade very attractive. For South

Korea�Japan, the first can easily be accommodated in the operation of the large

stores already needed for dealing with the large seasonal variations, and the resource

sizes are similar. Only in April, where the for later use required maximum filling
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of the hydrogen stores is reached, would there be a modest export opportunity

for Japan, contingent on establishing undersea transmission cables to South Korea.

Still, adding transmission facilities will in any case augment supply security, as

evidenced by the lack of adequate transmission options even within Japan at the time

of the Fukushima nuclear power plant accident in 2011.

6.6.6 China

China is rich in renewable energy resources, as evident from Figs. 6.137 to 6.140.

Solar radiation is very seasonal except for the most southern part of the country.

Wind power is large in the western high country, in a belt from Mongolia and

southward to the sea, and along the entire coast. Very spectacular are the offshore

wind resources (Fig. 6.141), where the shallow waters toward the China Sea offer

much larger areas of offshore wind parks at reasonable foundation depths than the

steeper ocean floor descent found in section 6.6.5 near the southeastern shores of

Japan. Run-off, shown in Fig. 6.139, is a proxy for hydro power, but in the Chinese

case, the high values in the western plains (associated with precipitation from wet

air blown across the Himalayas to colder areas) do not benefit hydro in those same

Figure 6.143 Annual average flows of produced electricity from photovoltaic panels, wind

and hydro turbines used in the 2050 scenarios for Japan and South Korea (MW). The areas

used for building-integrated solar collectors are 6 and 4 W/cap for Japan and South Korea,

and those for centralized photovoltaic collectors are 1% and 10% of marginal land in Japan

and South Korea. The area swept by onshore wind turbines are 0.06% and 0.08% of the land

surface area, for Japan and South Korea, while those for off-shore wind turbines are 0.1%

and 0.15% of the ocean area with depth under 50 m, for Japan and South Korea. Hydropower

is unchanged from the present level.
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areas, because there is no lower outlet to reflect the full height difference to sea

level. However, some of the runoff is collected by rivers like the Yangtse, giving

rise to a multitude of existing and planned Chinese hydro installations further

downstream, particularly in Yunnan and Sichuan. Regarding biomass production

(Fig. 6.140), the western high plains are very low, while the eastern part of China

except for an area near Mongolia is quite fertile. Irrigation can increase the produc-

tivity in both the western and eastern parts of the country, and it might be possible

to use some of the surplus run-off in the western region without disturbing ground-

water flows. However, care should be taken only to create artificial irrigation in a

way that does not diminish the feeding of water into the rivers used for hydro

downstream. The pattern of renewable energy distribution over the Chinese land

area is poorly correlated with the population distribution, which is highest in some

of the eastern provinces (cf. Figs. 6.1 and 6.2). Therefore, electricity transmission

and biofuel transport will play an important role in the construction of energy sce-

narios. For this reason, the country is, in the scenarios presented here, divided into

four regions, not with regard to administrative divisions but just to better illustrate

Figure 6.144 Annual average flows of produced biofuels from different sources and solar

low-temperature heat used in the 2050 scenarios for Japan and South Korea (MW). For

biofuels, incomplete collection of residues and a 50% biomass-to-biofuel conversion

efficiency has been assumed. The low-temperature heat used comes primarily from building-

integrated PVT (combined photovoltaic and heat collecting panels), with additional

contributions from solar thermal arrays connected to district heating systems.
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Figure 6.145 Summary of the 2050 scenario simulation for Japan (GW). The magnitudes of

direct production and use of each energy form follow from Figs. 6.142�6.144. Imports are

not found needed and exports not attractive.

Figure 6.146 Summary of the 2050 scenario simulation for South Korea (GW). The

magnitudes of direct production and use of each energy form follow from Figs. 6.142�6.144.

Imports are not found needed and exports not attractive.
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the energy planning and transfer requirements. The four regions are defined in

Fig. 6.149, and their respective populations assumed for the 2050 scenario are

given. A precursor scenario for China without considering regional differences and

transfers was modeled in Sørensen (2015).

The overall Chinese energy demands in the four regions considered are presented

in Fig. 6.150 for the scenario year 2050. As expected, the space heating variations

Figure 6.147 Distribution over time of the on- and offshore wind power production in the

2050 scenario for Japan (PJ/y). Note the long summer dip in both curves.

From Sørensen (2017); used with permission.

Figure 6.148 Development of the filling of hydrogen underground stores in the 2050

scenario for Japan (PJ). The flat part in spring reflects the maximum storage capacity

assumed installed.

From Sørensen (2017); used with permission.

821Energy system planning



make the low-temperature heat demand varies between regions, while the other

energy forms are demanded similarly, per capita. The time-distribution of heat

demands is shown in Fig. 6.151, including process heat used for hygiene and indus-

trial processes below 100�C. The sparsely populated Region 1 has a transportation

need similar to the other regions, because although the smaller number of industrial

enterprises reduces need for transport of goods, the transport distances for all kinds

Figure 6.149 Division of China into regions, made for the 2050 scenario in order to

highlight the uneven access to renewable energy sources and the need for (often long-

distance) energy exchange between regions. The assumed 2050 population of each region is

shown, using the Sørensen and Meibom (2000) urban-rural model and the United Nations

(2013) projection. The base map indicates height over sea level (NOAA, 2004).

Figure 6.150 Average 2050 energy demands assumed in the four Chinese regions (W/cap),

for the energy forms considered.

822 Renewable Energy



of mobility are larger. For electricity, the time-distribution of European demands

are used, due to the absence of guidance by data for current use in China.

Figures 6.152 and 6.153 shows the renewable energy that can be produced in

each of the Chinese regions, using conditions similar to those of the scenarios

described above (wind turbine swept area 0.075% of the land surface plus 0.15% of

offshore areas with water depth under 50 m, 1 m2/cap. of rooftop PV plus solar

farms on 2.4% of marginal land, 40% of agricultural residues used for fuel produc-

tion, 45% of forestry residues, and 50% of aquacultural biomass). Only the

Figure 6.151 Time variations of the 2050 low-temperature heat demands in the four Chinese

regions (W/cap).

Figure 6.152 Electricity production available for the 2050 regional Chinese scenarios (GW).

The values refer to assumed (maximum sustainable) levels of exploiting the resources (wind

areas swept, fraction of marginal land used, etc.) and the actual uses that match demand and

supply may be (and in fact are) smaller.
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southwestern regions have offshore wind power, but Regions 1 and 2 have large

onshore wind surpluses, and Region 1 could further produce large amounts of

power from solar photovoltaic farms. As Fig. 6.153 shows, forestry residues are

fairly modest, but agricultural residues are abundant in the three regions with exten-

sive farming, needed of course for the large populations. Figure 6.154 shows the

time-variations over a year of the surplus wind and solar power in Region 1, with a

seasonality induced by the solar part, as the fluctuations in wind power is on a

Figure 6.153 Production of biofuels and thermal energy available for the 2050 regional

Chinese scenarios (GW). Also here, the values are maximum levels considered sustainable,

and the actual usage may be less.

Figure 6.154 Temporal variation in the large 2050 Chinese Region 1 potential surplus of

electricity for export to other regions (GW). The seasonality comes from the PV part, as

neither hydro nor wind power have systematic seasonal variations.
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smaller scale (up to a week or two), with no overall seasonality, as also seen in

Fig. 6.155 for the wind production in Region 3, onshore or offshore.

Matching demand and supply requires transfer of energy between the regions,

and due to the short-term variations in wind and solar power (that is not sufficiently

smoothed by combining output from different regions), there is a need for storage

of electricity. As mentioned earlier, the cheapest way of accomplishing this is by

underground hydrogen caverns. Figure 6.156 gives the variations in the degree of

filling of these reservoirs in the largest consumption Region, number 3, derived

from the overall simulation of the scenarios for each region. The storage capacity

Figure 6.156 Temporal variations in the 2050 Chinese Region 3 filling of the hydrogen

stores included in the scenario. 400 PJ of storage capacity is seen to be enough to smooth all

supply-demand mismatch during the year.

Figure 6.155 Temporal variations in 2050 Chinese Region 3 production of on- and offshore

wind power (GW).
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needed is relatively small compared to that of the Japan and South Korea scenarios,

where large seasonal variations in wind power production had to be dealt with by

energy storage. The introduction of hydrogen makes it reasonable to cover some of

the transportation needs by hydrogen-fueled vehicles, in addition to using hydrogen

for regeneration of electricity. All the hydrogen in the scenarios is in the first place

produced by electrolysis. This also solves the problem of making surplus wind and

solar power production useful, which in the absence of energy stores could be as

difficult as covering the deficits.

Figures 6.157�6.160 summarize the Chinese regional scenarios. Only Region 3

has a need for importing energy from the three other regions, but this need is sub-

stantial and is present for all the energy forma. However, the imports need only be

of electricity and biofuels, as heat can be derived from waste heat generated at each

conversion (e.g. to and from hydrogen) or from electricity-driven heat pumps, and

hydrogen is generated from the imported electricity. It is seen that surplus electric-

ity from Regions 1, 2, and 4 is more than sufficient to cover the import needs for

power, heat, and gaseous fuel in Region 3, while the Region 3 import need for bio-

fuels just matches the surpluses from Regions 2 and 4. Should more be required,

the share of hydrogen-fueled (fuel cell or hybrid) vehicles can be increased. In con-

clusion, China is endowed with sufficient renewable energy to allow the establish-

ment of a stable and unstressed supply system, covering a demand as high as that

of the most developed nations, say in Europe.

Figure 6.157 Summary of the 2050 scenario simulation for Chinese Region 1 (GW). The

magnitudes of direct production and use of each energy form follow from Figs. 6.150, 6.152,

and 6.153. A very large surplus from wind and PV installations are available for transmission

to other regions.
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Figure 6.158 Summary of the 2050 scenario simulation for Chinese Region 2 (GW). The

magnitudes of direct production and use of each energy form follow from Figs. 6.150, 6.152,

and 6.153. A large surplus from wind, PV and biofuel production installations are available

for transmission to other regions.

Figure 6.159 Summary of the 2050 scenario simulation for Chinese Region 3 (GW). The

magnitudes of direct production and use of each energy form follow from Figs. 6.150, 6.152,

and 6.153. Deficits of all energy forms, heat, electricity, gaseous and liquid fuels, are

covered by import of electricity and biofuels from other regions. Electricity is used to

produce heat (by heat pumps) and hydrogen for vehicles or stored and, in several cases, later

used to regenerate electric power in periods of high demand. Also the waste heat from such

conversion is made useful for covering low-temperature heat demands. The capacity of

power transmission lines into Region 3 is determined by peak local supply-demand mismatch

cases and hydrogen storage management. This implies that there are other periods where

electricity could be exported, or the import could be lowered relative to the capacity for

transmission. The implication is that Regions 3 as well as the other Chinese regions could all

export considerable amounts of electricity of other parts of Asia.



6.7 Global energy scenarios

The global scenarios presented in this section are from an early calculation

(Sørensen & Meibom, 1998, 2000), using a much simpler model than those used in

the regional scenarios above. Geographical resource data were available only as

monthly means, and simplistic models had to be used for providing them with

realistic short-term behavior (explained in the references; for wind also in the early

part of section 6.3.2). The results thus only give a taste of the development of sce-

nario techniques and yet results that in many ways resemble the more detailed

calculations.

The global energy demand scenario for the year 2050 described in section 6.3 is

used together with the simplified resource estimates to produce the results illus-

trated in the following. The supply�demand matching first uses only the renewable

energy that is estimated to be available locally; subsequently, if necessary, more

centralized production, such as offshore wind farms or photovoltaic farms on mar-

ginal land, are used. The study was probably the first to accept energy in food as

part of the renewable energy concept. The reason is of course that some renewable

energy sources have a double role, in both energy and nutrition, a possibility not

applicable to fossil fuels.

The vegetable part of food production is shown in Fig. 6.161, which contains

comparisons of local supply and demand, with Fig. 6.161a showing the amount of

Figure 6.160 Summary of the 2050 scenario simulation for Chinese Region 4 (GW). The

magnitudes of direct production and use of each energy form follow from Figs. 6.150, 6.152,

and 6.153. A small amount of power and a considerable surplus from biofuel production are

available for transmission to other regions.
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Figure 6.161 (a,b) Vegetable-based food

supply relative to demand, on an area basis,

for 2050 global scenario. Local surplus (a,

scale left: annual average supply minus

demand in W m22 is shown if positive) and

deficit (b, scale right: annual average

demand minus supply in W m22 is shown if

positive).

From Sørensen and Meibom (1998, 2000).



surplus for the geographical grid cells where supply exceeds demand, and

Fig. 6.161b the amount of deficit for the local cells where demand exceeds supply.

Regional sums are given in Table 6.11. It follows that, on average, year-2050

worldwide supply exceeds demand by 35%. This gives room for variations in crop

harvests and thus variations in food production from year to year, as well as for

differences in eating habits.

Like today, in year 2050 there is surplus vegetable food production in the

Americas and Western Europe (Regions 1, 2, and 4, cf. Table 6.5) and by the year

2050 also in region 3 (including Russia), owing to proposed substantial improve-

ments in agricultural practices assumed for this region. Region 5 (including China

and India) will be barely self-sufficient by the year 2050, whereas Africa (Region 6)

will have a deficit that must be covered by imports. In the scenario, Africa is the

only region that by 2050 is in a development situation, where it may offer labor

at lower expense than the other regions, and, thus, there will be the possibility of

paying for food imports by industrial revenues, provided that an education policy

is pursued that will give the workforce the necessary skills. In addition to interre-

gional exchange, upon closer inspection, Fig. 6.161 allows a deduction of the

requirements for transport of vegetable food within regions, e.g., from farming

areas to cities.

The scenario assumptions for interregional trade in food are summarized in

Fig. 6.172, where the regional exports have been selected from the surpluses

available.

For animal-based food from either rangeland or fodder-fed animals, the surpluses

and deficits are shown in Fig. 6.162. In Regions 1�4, the picture is similar to that

for vegetable foods, with surpluses, but in Regions 5 and 6 there are deficits. This

is due to the increase in the meat and milk fractions of diets assumed for Asia

(Table 6.5), but the amounts are easily covered by imports from other regions, as

indicated in Figs. 6.169 and 6.170. Overall, the animal food supply exceeds demand

by 27%, which again is considered adequate in view of additional losses. Variations

between years are smaller than for primary crops (because of the storage functions

performed by livestock), but a reserve is required due to epidemics of animal

diseases.

The regional energy sources employed to satisfy energy demands beyond food

energy are listed in Table 6.12. For hydropower, existing plants and those already

under construction are kept, but no additional plants are allowed to be built, in

Region (cf. Table 6.5): 1 2 3 4 5 6 Total Unit

Vegetable food 108 113 91 192 40 2140 402 GW

Animal food 43 31 16 91 263 227 91 GW

TABLE 6.11 Balance of potential regional food supply and demand in 2050 scenario.
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Figure 6.162 (a,b) Animal-based food

supply relative to demand, on an area

basis, for the 2050 global scenario. Local

surplus (a, scale left: annual average

supply minus demand in W m22 is shown

if positive) and deficit (b, scale right:

annual average demand minus supply in

W m22 is shown if positive).

From Sørensen and Meibom (1998,

2000).



consideration of their environmental impacts. Untapped hydro resources are primar-

ily in South America (cf. Fig. 3.49).

The sources proposed to be exploited in Table 6.12 are shown in Table 6.13 as

fractions of the potential resources that they constitute. For region 4, current rain-

forest areas are not exploited but are left as preservation areas.

The resulting energy system is very robust because there are additional renew-

able resources to use if the assumptions behind the scenario should turn out not to

be right. This modesty is of course necessary, owing to the variations between sea-

sons and years of renewable energy production, neither of which are, or can be,

modeled precisely. Table 6.12 indicates substantial variations in supply�demand

balances between seasons. Stores will have to handle the mismatch, and a detailed

simulation is needed to ensure that it works, as was done for the regional scenarios

of sections 6.5 and 6.6.

The area-based distributions of supply�demand balancing corresponding to the

totals given in Table 6.12 are given in Fig. 6.163 for transportation biofuels and in

Region (cf. Table 6.5) 1 2 3 4 5 6 Total Unit

Total food balance
(as in Table 6.10)

151 144 107 283 223 2167 493 GW

Total biofuels used 250 190 300 640 327 192 1899 GW

Of which decentralized biofuels 250 166 236 640 295 192 1779 GW

Balance: total biofuels minus use for
transportation

136 158 146 277 392 61 1170 GW

Hydropower 80 70 50 120 110 10 440 GW

Decentralized solar power 27 50 67 109 189 23 465 GW

Centralized solar power 40 20 114 19 400 100 693 GW

Decentralized wind power 20 37 80 100 100 10 347 GW

Onshore wind parks 12 10 20 38 46 0 126 GW

Offshore wind power 0 40 0 0 13 0 53 GW

Balance: other energy,
annual average

100 263 139 288 2660 217 22 GW

Balance: other energy, Jan. 74 2120 169 306 2890 214 2250 GW

Balance: other energy, Apr. 87 251 72 243 2710 200 2160 GW

Balance: other energy, July 129 217 180 352 2410 233 461 GW

Balance: other energy, Oct. 110 264 129 252 2610 220 35 GW

TABLE 6.12 Assumed energy supply (after storage conversion cycles and transmission but before inter-

regional imports/exports) in the 2050 scenario, and corresponding supply�demand balances.
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Figs. 6.164 for stationary use of high-quality renewable energy sources.

Figures 6.165�6.171 show block diagrams of the regional and global flows through

the energy system from source to end-use.

The main routes of import and export are depicted in Fig. 6.172. The amount of

centralized energy used in the scenario is still modest compared to the potential

listed in section 6.3, even when new large hydro installations or rainforest conver-

sion are renounced. The PV and wind energy export options arising for desert land

give such areas new opportunities for development and, in some cases, make up for

current oil-export revenues lost. Also the large biofuel exports considered for South

America give credibility to the assumed substantial economic development of this

continent.

While it is not surprising that the most densely populated regions should have

difficulty being self-sufficient in energy provision from renewable energy

(Fig. 6.172), just as they usually are with the energy sources presently used, it is a

little surprising to see how large a surplus of energy is offered for purchase by the

regions with surplus renewable energy sources. This has implications for economic

development (to be discussed in Chapter 7). The magnitude of these surpluses is

illustrated in Table 6.13, which gives the percentages of estimated available

resources actually used in the scenario.

This global scenario was made some time ago, and it is certainly not the only

one possible. For example, the need in China for a large biofuel import can be

avoided if transportation is based on electric or fuel cell vehicles instead of on

internal combustion engines. This is precisely what the new Chinese scenario dis-

cussed in section 6.6 proposes to do. China gains independence from import of stra-

tegic energy commodities, but the new transportation modes presently looks

considerably more expensive than biofuels, although this may not continue to be so.

The Chinese scenario in section 6.6 also differs from the Chinese part of the global

scenario by using more wind power, prompted by an improved technique for

estimating particularly offshore potentials.

Region (cf. Table 6.5) 1 2 3 4 5 6 Total

Decentralized biofuels 0.91 0.98 0.96 0.93 1.00 0.92 0.94

Centralized biofuels 0 0.12 0.64 0 0 0 0.21

Hydropower 0.88 0.82 0.95 0.48 0.90 0.67 0.71

Decentralized solar power 0.54 0.93 0.71 0.76 0.99 0.20 0.72

Centralized solar power 0.013 0.003 0.014 0.004 0.041 0.005 0.013

Decentralized wind power 0.56 0.85 0.45 0.75 1.00 0.21 0.64

Onshore wind parks 0.75 0.068 0.27 0.66 1.00 0 0.21

Offshore wind power 0 0.52 0 0 0.70 0 0.16

TABLE 6.13 Fraction of potential resources used in the 2050 scenario.
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Figure 6.163 (a,b) Transportation biofuel

supply (such as ethanol, methanol or

biodiesel) relative to transportation

demand, on an area basis, according to the

2050 global scenario. Local surplus

(a, scale left: annual average supply minus

demand in W m22 is shown if positive)

and deficit (b, scale right: annual average

demand minus supply in W m22 is shown

if positive).



Figure 6.164 (a,b) Electricity and biofuels

(such as biogas or hydrogen) for stationary

use relative to demand, on an area basis,

according to the 2050 global scenario.

Annual average local surplus (a, scale left:

average supply minus demand in W m22 is

shown if positive) and deficit (b, scale

right: average demand minus supply in W

m22 is shown if positive).
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Tåstrup).

Duffie, J., Beckman, W. (1991). Solar energy thermal processes (2nd ed.). New York:

Wiley.

ECMWF (2008). European Centre for medium-range weather forecasts 40 years reanalysis

(ERA40). Downloaded 2008 from ,http://data-portal.ecmwf.int.. The current web

location is at ,https://apps.ecmwf.int..

EIA (2011). Today in Energy. 12 December. US Energy Information Administration, down-

loaded August 2013 from ,https://www.eia.gov..

Eltra/Elkraft. (2001). Time series of Danish wind power production 2000. ,http://www.eltra.

dk. and ,http://www.elkraft-system.dk. (previous concessioned utility companies,

websites accessed 2001).

Energy Numbers. (2016). An anonymous news aggregator. ,http://energynumbers.info..

FAO (2014). Fishery zones. Food and Agriculture Organization of the United Nations, down-

loaded from Claus et al. (2014).

Fernandes, R. (1974). In Proceedings of the 9th intersociety energy conversion engineering

conference, US, Paper No. 749032.

Freilich, M. (probably 1997). SeaWinds algorithm theoretical basis document (undated).

Available as atbd-sws-01.pdf from the Jet Propulsion Laboratory website. Retrieved

2006, from ,podaac.jpl.nasa.gov/quicksat/qscat-doc/html..

Giebel, G. (1999). Effects of distributing wind energy generation over Europe. In European

wind energy conference, Nice 1999 (pp. 417�420). London: James & James.

Gondal, I., Sahir, M. (2012). Prospects of natural gas pipeline infrastructure in hydrogen

transportation. International Journal of Energy Research, 36, 1338�1345.

Gregory, D., Pangborn, J. (1976). Annual Review of Energy, 1, 279�310.

Hansen, H. (1985). Poul la Cour (biography) (p. 516). Askov Højskoles Forlag.

IEA (2015a). Renewables information 2015. Statistics for 2013. Paris.

844 Renewable Energy

http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref7
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref7
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref7
http://www.ciesin.org/datasets/gpw/globdem.doc.html
http://www.ciesin.org/datasets/gpw/globdem.doc.html
http://www.marineregions.org/downloads.php
http://www.marineregions.org/downloads.php
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref9
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref9
http://www.ens.dk
http://www.ens.dk
http://www.windpower.dk
http://www.emd.dk
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref10
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref10
http://data-portal.ecmwf.int
https://apps.ecmwf.int
https://www.eia.gov
http://www.eltra.dk
http://www.eltra.dk
http://www.elkraft-system.dk
http://energynumbers.info
http://www.podaac.jpl.nasa.gov/quicksat/qscat-doc/html
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref11
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref11
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref11
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref12
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref12
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref12
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref13
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref13
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref14


IEA (2015b). IEA wind. 2014 Annual Report, Paris.

IPCC (1996). Climate Change 1995: Impacts, adaptation and mitigation of climate change:

scientific-technical analysis. In R. T. Watson, M. C. Zinyowera, R. H. Moss, D. J.

Dokken (Eds.), Contribution of working group II to the second assessment report

of the intergovernmental panel on climate change. Cambridge: Cambridge University

Press.

IPCC (2007a). Climate change 2007. The Physical Science Basis. In S. Solomon, et al.

(Eds.), Contribution of Working Group I to the Fourth assessment report of the inter-

governmental panel on climate change. Cambridge, MA: Cambridge University Press.

,www.ipcc.ch/publications_and_data..

IPCC (2007b). Climate change 2007. Mitigation. In B. Metz, et al. (Eds.), Contribution of

Working Group III to the Fourth assessment report of the intergovernmental panel on

climate change. Cambridge, MA: Cambridge University Press. ,www.ipcc.ch/

publications_and_data..

IPCC (2007c). Climate change 2007. Impacts, adaptation and vulnerability. In M. Parry,

et al. (Eds.), Contribution of Working Group II to the Fourth assessment report of the

intergovernmental panel on climate change. Cambridge, MA: Cambridge University

Press. ,www.ipcc.ch/publications_and_data..

Jensen, J., Sørensen, B. (1984). Fundamentals of energy storage (p. 345). New York: Wiley.

Jet Propulsion Laboratory. (2007). SeaWinds on QuickSCAT Products. Retrieved 2007, from

,podaac.jpl.nasa.gov/cgi-bin/dcatalog/..

Johnson, N., Ogden, J. (2012). A spatially-explicit optimization model for long-term hydro-

gen pipeline planning. International Journal of Hydrogen Energy, 37, 5421�5433.

Juul, J. (1961). In Proceedings of the UN conference on new and renewable energy sources

of energy, Rome, Vol. 7, paper W/21 (Published 1964 as paper E/Conf. 35 by UN

Printing Office, New York).

Kalnay, E., Kanamitsu, M., Kistler, R., Collins, W., Deaven, D., Gandin, L., et al. (1996).

The NCEP/NCAR 40-year reanalysis project. Bulletin of the American Meteorological

Society.

Kondratyev, K., Fedorova, M. (1976). Paper ENG.S/Doc.2 in Proceedings of the UNESCO/

WMO solar energy symposium, Geneva, 1976.

Kuemmel, B., Nielsen, S. K., Sørensen, B. (1997). Life-cycle analysis of energy systems

(p. 216). Copenhagen: Roskilde University Press.

La Cour, P. (1900). The experimental mill (Vol. 1) (Vols. 2�4, pp. 1901�1903).

Copenhagen: Nordiske Forlag.

Landberg, L., Joensen, A., Giebel, G., Watson, S., Madsen, H., Nielsen, T., et al. (1999).

Implementing short-term prediction at utilities. Final report of EC JOULE project

JOR3�CT95�0008; a preliminary report dated 1996 was used by Meibom, P.,

Svendsen, T., Sørensen, B. (1997; 1999).

Lotker, M. (1974). In Proceedings of the 9th intersociety energy conversion engineering con-

ference, US, Paper No. 749033.

Loveland, T., Reed, B., Brown, J., Ohlen, D., Zhu, J., Yang, L., Merchant, J. (2000).

Development of a global land cover characteristics database and IGBP DISCover from

1-km AVHRR data. International Journal of Remote Sensing, 21(6/7), 1303�1330.

Lund, H., et al. (1985). Test reference year TRY. Report EUR 9765 to DG12. European

Commission from Cenergia, Ballerup, Denmark.

Marzano, F., Roberti, L., Mugnai, A. (2000). Impact of rainfall incoherent backscattering

upon radar echoes above 10 GHz. Physics and Chemistry of the Earth (B), 25,

943�948.

845Energy system planning

http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref138
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref138
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref138
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref138
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref138
http://www.ipcc.ch/publications_and_data
http://www.ipcc.ch/publications_and_data
http://www.ipcc.ch/publications_and_data
http://www.ipcc.ch/publications_and_data
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref15
http://www.podaac.jpl.nasa.gov/cgi-bin/dcatalog/
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref16
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref16
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref16
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref17
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref17
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref17
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref18
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref18
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref19
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref19
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref19
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref19
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref20
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref20
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref20
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref20
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref21
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref21
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref21
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref21
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref21


Maslow, A. (1943). A theory of human motivation. Psychological Review, 50, 370�396.

McGuire, A., Melillo, J., Kicklighter, D., Pan, Y., Xiao, X., Helfrich, J., et al. (1997).

Equilibrium responses of global net primary production and carbon storage to doubled

atmospheric carbon dioxide: Sensitivity to changes in vegetation nitrogen concentra-

tions. Global Biogeochemical Cycles, 11, 173�189.

Meibom, P., Svendsen, T., Sørensen, B. (1997). Import/eksport-politik som redskab til opti-
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Niederprüm, M., Pickhardt, M. (2002). Electricity transmission pricing: The German case.

Atlantic Economic Journal, 30(2), 138�147.

Nielsen, S., Sørensen, B. (1998). A fair market scenario for the European energy system.

In LTI�research group (Ed.), Long-term integration of renewable energy sources into

the European energy system (pp. 127�186). Heidelberg: Physica�Verlag.

Nielsen, S., Sørensen, B. (1996). Long-term planning for energy efficiency and

renewable energy. Paper presented at renewable energy conference, Cairo,

846 Renewable Energy

http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref22
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref22
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref23
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref23
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref23
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref23
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref23
http://www.rudar.ruc.dk
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref24
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref24
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref24
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref25
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref25
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref25
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref26
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref26
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref26
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref27
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref27
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref27
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref27
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref28
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref28
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref28
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref28
http://www.dkrz.de/ipcc/ddc/html/gfdlrun2.html
http://www.dkrz.de/ipcc/ddc/html/gfdlrun2.html
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref30
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref30
http://www.eosweb.larc.nasa.gov/
http://dss.ucar.edu/datasets/ds744.4
http://www.ingrid.ldgo.columbia.edu
http://www.ingrid.ldgo.columbia.edu
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref31
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref31
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref31
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref32
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref32
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref32
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref32
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref32
http://refhub.elsevier.com/B978-0-12-804567-1.00006-2/sbref32


April 1996; revised as: Interregional power transmission: A component in planning

for renewable energy technologies. International Journal of Global Energy Issues

13 (1�3) (2000), 170�180.
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7Socioeconomic assessment

7.1 Social and economic framework

The choice of energy systems, like any other feature of major social organization,

is a product of historical development, of prevailing social value systems, and often

of the role of influential individuals from various layers of society: political

decision-makers, industrialists, or intellectual figures.

In this chapter, the tools available for analysis and comparative assessment of

energy systems are presented. Because they are not independent of social prefer-

ences, one should expect to find that different tools are available, catering to differ-

ent positions in the social debate. However, when presented systematically, the

effects of differences in assumptions become transparent, and the outcome is to

show how different results are due not just to uncertainty but to specific differences

in underlying choices. This also forces the users of these methods to specify their

normative positions.

The chapter presents both simple methods for including the direct economic

impacts of an energy system and more advanced methods that include, or at least

keep track of, indirect and non-monetary impacts.

7.1.1 Social values and the introduction of monetary economy

Social value systems are by no means laws of nature. They differ from one culture

to another, and they change with time. They can be influenced substantially by

conscious or unconscious propaganda (from teachers, advertisements, spiritual or

political indoctrinators, etc.) and by willingness to imitate (thus making it possible

for value changes to be caused by small groups within society, e.g., the rich, the

eloquent, the pious, or the well-educated).

However, several fundamental social values are associated with basic needs and

determined by the biology of human beings, thus being less subject to modification.

In addition, there are values increasingly linked to the type of society in question.

Some such values may be basic, but, owing to the adaptability of human beings,

conditions that violate these values or “needs” may persist without apparent dissat-

isfaction, at least not on a conscious level. Examples of social values of this type

are human interaction in a broad sense, meaningful activities (“work”), and stimu-

lating physical surroundings.

This view of basic values is used in building the demand scenarios for energy

described in section 6.2. The present world is, to a large extent, characterized by

widespread deprivation of even basic social needs: people suffer from hunger,
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inadequate shelter, and ill health; they are offered unsatisfying work instead of

meaningful activities; and they are surrounded by a polluted environment, ugly

varieties of urbanization, etc.

Current societies are either managed for the benefit of a dictator or an oligarchy,

or they herald democracy but then emphasize the single goal of maximizing the

gross national product, which is then effectively taken to represent all the desired

needs in a single number (see, for example, Mishan, 1969; gross national product

is defined as the added value of all activities or transactions that can be expressed

in monetary terms). It is then assumed that the “economic growth” represented by

an increasing gross national product improves social values, such as access to food,

housing, and a range of consumer goods, the production and sale of which form the

basis for economic growth. Measures aimed at reducing the side-effects of produc-

tion and material consumption are sometimes implemented, causing definite

improvements in environmental quality, health, and working conditions, but in the

end are often subordinated to the primary goal of economic growth.

The emphasis on economic figures is associated with the use of monetary units

in discussions of social issues, with the attendant risk that needs that cannot be

assigned a monetary value will be ignored.

In principle, any measure of value could be used as a foundation for economic

relations between people and nations. The important thing is the way in which mon-

etary values are assigned and used. Historically, the price of products has been

influenced by the bargaining strength of sellers and buyers, constituting a market.

Even intangible quantities, such as currency exchange rates, have been allowed to

be determined by markets. One view is that this paves the way for less-developed

economies, because low valuation of their products and labor will make them more

competitive, until they “catch up.” In practice, this unfortunately also means accept-

ing environmentally flawed production methods in developing economies. A frame-

work for more appropriate valuation of products and services is life-cycle assessment,

which includes indirect effects. Life-cycle assessment allows the assignment of mone-

tary values to environmental impacts and depletion of resources in a manner consis-

tent with their long-term social value. These challenges are taken up in section 7.3

on life-cycle analysis, after a miniature crash-course in basic economic theory and

remarks on governance at different levels of social organization.

7.1.2 Economic theory

Economic theories propose to identify quantitative relations between variables

describing economic behavior in society, based on observations of the past. Only

part of society is amenable to such quantification, and assignment of value is not an

objective enterprise. The normative positions of economists range from believing

that everything can be monetized to considerably more modest claims. Because

external conditions, technology, knowledge, and preferences can all change with

time, economic rules extracted from past experience are not necessarily valid for

the future, and economic theory therefore cannot be used for guiding national or

international planning and policy, because they depend on pre-set perceptions of

852 Renewable Energy



future conditions. However, economic theory is often used to make forecasts of

the future. They are adequately termed “business-as-usual” forecasts, because they

usually just describe what would happen only if political decisions, technical

innovation, lifestyles, or natural phenomena do not deviate from those of the past.

Economic theories usually deal with a homogeneous society, often a nation, con-

taining a private business sector as well as a public service sector. There is clearly

a need to consider interactions between such individual “economies” through for-

eign trade and other contacts, which is another subject for economic studies. Simple

economic theories neglect the effect of the size of individual enterprises and the

size of each production unit, both of which may have an influence on the time

required for changing the level of production, as well as on prices.

Economic theories may be regarded as tools for answering “if�then” questions

on the basis of past experience. The parameters used in formulating economic

theories are obtained from short- or long-term data series for past societies.

The parameters could reflect past changes by incorporating trends in a functional

form, and the theory would then predict a dynamic change constituting a nonlinear

extrapolation of history.

Future conditions are fundamentally uncertain for two reasons. One is the possi-

bility of changing attitudes (e.g., to environmental quality) and political prescrip-

tions (which are the result of “free will”); the other is forced changes in conditions

(resource depletion, appearance of new diseases, climate variations causing new ice

ages, etc.). The political task of planning therefore essentially requires techniques

for “planning under uncertainty.”

A number of features of an economy are highly dependent on the organization

of society. The presence of an influential public sector is characteristic of a substan-

tial number of societies today, but not long ago the industrial sectors in some coun-

tries were largely unaffected by government, and the rapid growth of

industrialization in the Western world about 200 years ago (and somewhat later in

several other regions) was influenced by the transition from feudal societies, with

local concentrations of power, to nations with increasing amounts of power concen-

trated in the hands of a central government. In the industrial sector, an increasing

division has taken place between the economy of the enterprise itself and that of

the owners (stockholders or the state) and the employees. On the other hand, similar

divisions used to be rare in agricultural and small-scale commercial enterprises

(farms, family shops, etc.).

There are important formal differences between the ways that current economic

theories view the production process. In a socialist economy, the power to produce

goods is entirely attributed to the workers, i.e., only labor can produce a “surplus

value” or profit, and machinery and raw materials are expenses on the same footing.

In a capitalist economy, machinery and other equipment are considered capable of

producing a profit, implying that if one machine operated by one worker is produc-

ing the same output as 100 workers, then 99% of the profit is attributed to the

machine, in contrast to the socialist economy, in which all of the profit would be

attributed to the single worker operating the machine—formally increasing his

productivity a hundred-fold from that before the machines were introduced.
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Alternatively formulated, in a capitalist economy, only capital is capable of produc-

ing profit, and labor is on the same footing as raw materials and machinery: com-

modities bought at the lowest possible prices by an optimal allocation of capital to

these expenses.

It is, of course, only of theoretical interest to discuss which of the production

factors are assigned the power to produce profit, but it is of decisive practical inter-

est to determine how the profits are actually shared between labor and capital, i.e.,

how the profits of a given enterprise are distributed among workers and employees

on one side and owners (capital providers) on the other side. As in socialist econo-

mies, the state may be considered to collectively represent the workers and may

administer some of (or all of) their profit shares, but, in many non-socialist econo-

mies, public spending includes a number of direct or indirect supports to the capi-

talists, as well as public goods to be shared by all members of society, and a certain

amount of recycling of capital back to the enterprises. In mixed economies, which

have developed from the basic capitalist ones, the net distribution of profits may

involve one portion’s being pre-distributed to benefit society as a whole, with only

the residual profit placed at the disposal of the capitalists.

The long-term prices of goods produced in the industrial sector are, in most

cases today, determined by the full-cost rule or mark-up procedure, counting the

total production costs and adding a standard profit (percentage). In order to change

prices, changes in production method, wages, or costs of raw materials and duties

must take place, or the fixprice method may be temporarily abandoned. In a fixprice

economy, equalization of output (supply) and demand is accomplished by regulat-

ing output up or down when supply falls short of, or exceeds, demand.

In other sectors, such as the agricultural sector, profit often declines with

increasing production, and pricing is not done by the mark-up procedure, but

instead according to a flexprice method, in which equalization of supply and

demand is achieved by putting the price up if demand exceeds supply and down if

supply exceeds demand. The flexprice system is also in use (in capitalist econo-

mies) for determining short-term price variations of industrial products.

In a socialist economy, it is possible to maintain fixed prices on essential goods,

such as food, despite fluctuations in the cost of the raw materials due to resource

scarcity or abundance, by shifting funds from other sectors (e.g., to import food, if

local production fails), but such procedures are, of course, only applicable if the

scarce resources are physically available at a higher cost. The danger of this

approach is that it invites inefficient use of assets.

7.1.2.1 Production planning

The organization of the production processes in a number of interrelated industries

that buy and supply materials and goods among themselves may be described in

terms of a production function Y (see, for example, Morishima, 1976), giving a

measure of net total output,

Y ¼ YðfMi;Li;RigÞ:
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Here Mi, Li, and Ri stand for the machinery, labor, and raw materials required by

the ith process, and the net output zj of one of the goods entering somewhere in the

hierarchy of production processes may be assumed to be given by a linear

expression,

zj ¼
X

i

bjixi; (7.1)

where xi is the rate of the ith process and {bji} is a set of coefficients. The entire

collection of process rates, {xi}, constitutes a production plan. It is seen that the

conglomerate production function Y involves a weighting of the individual goods

(index j), which will normally be described in different units. Equation (7.1)

describes both inputs and outputs of goods, prescribing that those zj that are inputs

are given a negative sign and those that are outputs are given a positive sign.

A production plan aiming at maximizing the total output, as specified by Y, for

given inputs, makes little sense, unless the weighting of different goods is properly

chosen. The choice of this weighting may be taken to transform the measure of out-

put into a measure of profit. If the monetary value (price) assigned to each good zj
is denoted pj (in monetary units per unit quantity), then the net profit, y, may be

written

y ¼
X

j

pjzj: (7.2)

The production plan {xi} may now be chosen, through (7.1) and (7.2), so as to

maximize the total profit y. The method may be generalized to include all sectors

of society, including the public sector.

Allocation of the net total profit to the individual processes that may be per-

formed by different enterprises (with different owners in a capitalist economy) pre-

sents another problem. A “rational” (but not necessarily socially acceptable)

distribution might be to return the total profit to the individual processes, in the

same ratios as the contributions of the processes to the total profit. The prices of the

individual goods defined in this way are called shadow prices. Thus, if all the prices

pj appearing in (7.2) are taken to be the shadow prices, then the net total profit y

becomes zero. In practice, this would rarely be the case, and even if individual

prices within the production hierarchy are at one time identical to the shadow

prices, then changes in, for example, raw material costs or improved methods in

some of the processes will tend to make y non-zero and will lead to frequent adjust-

ments of shadow prices.

This behavior emphasizes the static nature of the above methodology. No

dynamic development of production and demand is included, and changes over

time can be dealt with only in a “quasi-static” manner by evaluating the optimal

production plan, the pricing, and the profit distribution each time the external con-

ditions change and by neglecting time delays in implementing the planning modifi-

cations. Dynamic descriptions of the time development of non-static economies
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have been formulated in qualitative terms, e.g., in the historical analysis of Marx

(1859) and in the approach of Schumpeter (1961).

The quasi-static theory is particularly unsuited for describing economies with a

long planning horizon and considerations of resource depletion or environmental

quality. By assigning a monetary value to such externalities or external diseco-

nomies, a dynamic simulation calculation can be carried out, defining the basic eco-

nomic rules and including time delays in implementing changes, delayed health

effects from pollution, and the time constants for significant depletion of nonrenew-

able resources, either physical depletion or depletion of raw materials in a given

price range. Rather than planning based on instantaneous values of profit, planning

would be based on suitably weighted sums of profits during the entire length of the

planning horizon (see, for example, Sørensen, 1976a). The determination of values

to be ascribed to externality costs is discussed in section 7.3 on life-cycle analysis.

Furthermore, the applicability of the simulation approach is limited because of

the uncertainty inherent in time integration over very long time intervals, using eco-

nomic parameters that are certainly going to be modified during the course of time

or replaced by completely different concepts in response to changes in external con-

ditions as well as major changes in the organization and value systems of societies.

Examples of problems that defy description in terms of conventional economic the-

ories with use of simulation techniques may be the socioeconomic costs of possible

climatic impact from human (profit-seeking) activities, the global contamination

resulting from nuclear warfare, and the more subtle aspects of passing radioactive

waste to future generations. Such problems, it would seem, should be discussed in a

general framework of social values, including the values associated with not

restricting the possibilities for future generations to make their own choices by

restricting their access to natural resources or by forcing them to spend a consider-

able part of their time on our leftover problems rather than on their own.

The quantification of, for example, environmental values and their inclusion in

economic planning still suffer from the lack of a suitable theoretical framework. It

has been suggested that contingent evaluation should be employed, implying that

funds are allocated to environmental purposes (reducing pollution from given pro-

duction processes, setting aside land for recreational purposes, etc.) to an extent

determined by the willingness of people (salary earners) to accept the reduction in

salary that corresponds to the different allocation of a given amount of profit (see,

for example, Hjalte et al., 1977; Freeman et al., 1973). It is clearly difficult to

include long-term considerations in this type of decision process. In many cases,

the adverse environmental effects of present activities will not show up for many

years, or our knowledge is insufficient to justify statements that adverse effects will

indeed occur. Only recently have public debates about such issues started to take

place before the activity in question has begun. Thus, the discussion has often been

about halting an ongoing activity for environmental purposes, and the argument

against doing so has been loss of investments already made. It is therefore impor-

tant to evaluate environmental problems of production or consumption in the plan-

ning phase, which implies that, if environmental costs can be evaluated, they can be

directly included in the planning prescription [such as (7.1) and (7.2)] as a cost of
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production on the same level as the raw materials and machinery (Sørensen,

1976a).

Another method that is in fairly widespread use in present economies is to

implement government regulations, often in the form of threshold values for pollu-

tion levels (emissions, concentrations, etc.) that should not be exceeded. If, then,

for a given production process, the emission of pollutants is proportional to the out-

put, the regulation implies a government-prescribed ceiling on the output zj of a

given product in (7.2). This is similar to the ceilings that could be prescribed in

cases of a scarce resource (e.g., cereal after a year of poor harvest) or other ration-

ing requirement (e.g., during wartime). Such an environmental policy will stimulate

development of new production processes with less pollution per unit of output, so

that the output of goods may still be increased without violating the pollution

limits.

The problem is, however, that government-enforced limits on pollution are usu-

ally made stricter with time, because they were initially chosen too leniently and

because additional long-term adverse effects keep appearing (an example is radia-

tion exposure standards). Thus, the socioeconomic effects of environmental

offenses are constantly underestimated in this approach, and industries and consu-

mers are indirectly stimulated to pollute up to the maximum permitted at any given

time. By contrast, the approach whereby environmental impact must be considered

earlier, in the production-planning phase, and whereby governments may determine

the cost of polluting to be at such a high value that long-term effects are also

included, has the effect of encouraging firms and individuals to keep pollution at

the lowest possible level.

7.1.2.2 Distribution problems

Classical market theory assumes completely free competition between a large num-

ber of small firms. There are no monopolies and no government intervention in the

economy. Extension of this theory to include, for example, a public sector and other

features of present societies, without changing the basic assumption, is called neo-

classical theory. According to this view, the distribution of production on the firms,

and the distribution of demand on the goods produced, may attain equilibrium, with

balanced prices and wages determined from the flexprice mechanism (this is called

a Walras equilibrium).

In neoclassical theory, it is assumed that unemployment is a temporary phenom-

enon that occurs when the economy is not in equilibrium. Based on observations in

times of actual economic crises occurring in capitalist countries, Keynes (1936)

suggested that in reality this was not so, for a number of reasons. Many sectors of

the “late capitalist” economies were of the fixprice category rather than the flex-

price one, wages had a tendency to be rigid against downward adjustment, the price

mechanism was not functioning effectively (e.g., owing to the presence of monopo-

lies), and the relation between prices and effective demand was therefore not fol-

lowing the Walras equilibrium law. Since prices are rigid in the fixprice economy,

full employment can be obtained only when demand and investments are
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sufficiently high, and Keynes suggested that governments could help stimulate

demand by lowering taxes and that they could help increase economic activity by

increasing public spending (causing a “multiplier effect” due to increased demand

on consumer goods) or by making it more attractive (for capitalists) to invest their

money in means of production. The distinction between consumer goods and capital

goods is important, since unemployment may exist together with a high, unsatisfied

demand for consumer goods if capital investments are insufficient (which again is

connected with the expected rates of interest and inflation). This is a feature of the

recent (2008+) financial crisis, which was caused by allowing nonproductive sectors,

such as the financial sector, to attract a very high fraction of the total investments in

society (in itself detrimental) and then to grossly mismanage the assets.

In a socialist economy, allocation of resources and investments in means of pro-

duction is made according to an overall plan (formulated collectively or by repre-

sentatives), whereas in a capitalist society the members of the capitalist class make

individual decisions on the size of investment and the types of production in which

to invest. Then it may well be that the highest profit is in the production of goods

that are undesirable to society but are still demanded by customers if sales efforts

are backed by aggressive advertising campaigns. It is in any case not contradictory

that there may be a demand for such goods, if more desirable goods are not offered

or are too expensive for most consumers. Yet relatively little is done, even in pres-

ent mixed-economy societies, to influence the quality of the use of capital, although

governments do try to influence the level of investments.

Unemployment is by definition absent in a socialist society. In a capitalist

society, the effect of introducing new technology that can replace labor is often to

create unemployment. For this reason, new technology is often fiercely opposed

by workers and unions, even if the benefits of the machinery include relieving

workers from the hardest work, avoiding direct human contact with dangerous or

toxic substances, etc. In such cases, the rules of capitalist economy clearly oppose

improvements in social values.

7.1.2.3 Actual pricing policies

The mechanism of price adjustments actually used in a given economy is basically

a matter of convention, i.e., it cannot be predicted by a single theory, but theories

can be formulated that reflect some features of the price mechanism actually found

in a given society at a given time. A mechanism characteristic of present growth-

oriented economies (both socialist and capitalist) is to adjust prices in such a way

that excess profit per unit of good is reduced, whenever an excess demand exists or

can be created, in order to be able to increase output (Keynes�Leontief

mechanism).

Important parameters in an empirical description of these relations are the price

flexibility,

ηi ¼
Δpi=pi
δdi=di

; (7.3)
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and the demand elasticity,

εi 52
Δdi=di
Δpi=pi

; (7.4)

of the ith good or sector. Here pi and di represent price and demand, and δdi is an
exogenous change in demand, whereas Δdi is the change in demand resulting from

a change in price from pi to pi+Δpi. The change in output, Δzj, being indicated by

an exogenously produced change in demand, Δdi, is

Δzi ¼ Δdi þ δdi ¼ ð12 ηiεiÞδdi: (7.5)

The use of the indicators ηi and di for predicting the results of changing prices or

demand is equivalent to a quasi-static theory, whereas a dynamic theory would

require ηi and εi to be dynamic variables coupled to all other parameters describing

the economy through a set of nonlinear, coupled differential equations (i.e., including

feedback mechanisms left out in simple extrapolative approaches).

The large number of assumptions, mostly of historical origin, underlying the

present theoretical description of pricing policy (actual or “ideal”) does suggest that

comparative cost evaluations may constitute an inadequate or at least incomplete

basis for making major decisions with social implications. Indeed, many important

political and business decisions are made in bold disregard of economic theory.

This is relevant for the discussion of energy systems. A statement like, one system

is 10% cheaper than another one, would be seen in a new light in cases where the

combination of ingredients (raw materials, labor, environmental impact, availability

of capital) determining the prices of the two systems are different. There might be a

choice between changing the production process to make a desired system competi-

tive or, alternatively, making society change the rules by which it chooses to weight

the cost of different production factors.

7.1.3 Direct cost and inflation

In many economies, changes in prices have taken place that neither are associated

with changes in the value of the goods in question nor reflect increased difficulties

in obtaining raw materials, etc. Such changes may be called inflation (negative

inflation is also called deflation). If they affect all goods, they merely amount to

changing the unit of monetary measure and thus would have no effect on the econ-

omy, were it not for the fact that the rate of inflation cannot be precisely predicted.

In negotiated labor markets, inflation is a way to make up for labor cost increases

considered too high by industry. However, people and institutions dealing with

money cannot simply correct their interest rate for inflation, but have to estimate

the likely inflation over an entire investment depreciation time in order, for exam-

ple, to offer a loan on fixed interest terms.

In order to reduce the chance of losing money due to an incorrect inflation esti-

mate, it is likely that the interest rate demanded will be higher than necessary,
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which again has a profound influence on the economy. It makes the relative cost of

capital as a production factor too high, and for a (private or public) customer con-

sidering a choice between alternative purchases (e.g., of energy systems performing

the same task), a bias in the direction of favoring the least capital-intensive system

results. Governments in many capitalist countries try to compensate (and sometimes

overcompensate) for the adverse effects of unreasonably high interest rates by

offering tax credits for interest paid.

Often inflation is taken to have a somewhat extended meaning. Individual

nations publish indices of prices, giving the relative change in the cost of labor, raw

materials, etc., with time. Each of the indices is derived as a weighted average over

different sectors or commodities. To the extent that the composition of these

averages represents the same quantity, the price indices thus include not only infla-

tion, as defined above, but also real changes (e.g., due to increased difficulty of

extracting nonrenewable resources, increased living standard, etc.). If the rate of

inflation is taken to include all price changes, then the use of the price indices

offers one way of comparing the cost of goods produced at different times by

correcting for inflation in the extended sense, i.e., by transforming all costs to

monetary values pertaining to a fixed point in time.

If the annual inflation of prices relevant to a given problem is denoted i (fraction

per year), and the market interest is rm (fraction per year), then the effective interest

rate r is given by

ð1þ rÞ ¼ ð1þ rmÞ=ð1þ iÞ: (7.6)

Other production costs, such as the cost of raw materials, machinery, and labor,

may be similarly corrected, and if (7.6) and the analogous relations are applied

repeatedly to transform all costs to the levels of a given year, then the calculation is

said to be “in fixed prices.”

The difficulty in carrying out a fixed price calculation is again that the inflation

rate i may differ from year to year, and it has to be estimated for future years if the

calculation involves future interest payments, fuels, or working expenses, such as

operation and maintenance of equipment.

If all changes in prices from year to year are small, (7.6) may be approximated

by r� rm2 i.

7.1.4 Interest and present value

7.1.4.1 Private and social interest rate, intergenerational interest

The concept of interest is associated with placing a higher value on current posses-

sion of assets than on promised future possession. Using the monetary value system,

a positive interest rate thus reflects the assumption that it is better to possess a cer-

tain sum of money today than it is to be assured of having it in 1 year or in 20 years

from today. The numerical value of the interest rate indicates how much better it is

to have the money today, and if the interest has been corrected for the expected

inflation, it is a pure measure of the advantage given to the present.
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For the individual, who has a limited life span, this attitude seems very reason-

able. But for a society, it is difficult to see a justification for rating the present high-

er than the future. New generations of people will constitute the society in the

future, and placing a positive interest on the measures of value implies that the

“present value” (7.7 below) of an expense to be paid in the future is lower than that

of one to be paid now. This has a number of implications.

Nonrenewable resources left for use by future generations are ascribed a value

relatively smaller than those used immediately. This places an energy system

requiring an amount of nonrenewable fuels to be converted every year in a more

favorable position than a renewable energy system demanding a large capital

investment now.

Part of the potential pollution created by fuel-based energy conversion, as well

as by other industrial processes, is in the form of wastes, which may be either trea-

ted (changed into more acceptable substances), diluted, and spread in the environ-

ment, or concentrated and kept, i.e., stored, either for good or for later treatment,

assuming that future generations will develop more advanced and appropriate meth-

ods of treatment or final disposal. A positive interest rate tends to make it more

attractive, when possible, to leave the wastes to future management, because the

present value of even a realistic evaluation of the costs of future treatment is low.

For instance, any finite cost of “cleaning-up” some environmental side-effect of

a technology (e.g., nuclear waste) can be accommodated as a negligible increase in

the capital cost of the technology, if the clean-up can be postponed sufficiently far

into the future. This is because the clean-up costs will be reduced by the factor

(11 r)n if the payment can wait n years (cf. the discussion in section 7.1.2 of pro-

posed economic theories for dealing with environmental side-effects, in connection

with “production planning”).

It may then be suggested that a zero interest rate be used in matters of long-term

planning seen in the interest of society as a whole. The social values of future genera-

tions, whatever they may be, would, in this way, be given a weight equal to those of

the present society. In any case, changing from the market interest rate to one cor-

rected for inflation represents a considerable step away from the interest (in both

senses) of private capitalist enterprises and toward that of society as a whole. As men-

tioned above, the interest rate corrected for inflation according to historical values of

market interest and inflation, and averaged over several decades, amounts to a few

percent per year. However, when considering present or presently planned activities

that could have an impact several generations into the future (e.g., resource depletion,

environmental impact, including possible climatic changes), then even an interest

level of a few percent would appear to be too high to take into proper consideration

the welfare of future inhabitants of Earth. For such activities, the use of a social inter-

est rate equal to zero in present value calculations does provide one way of giving the

future a fair weight in the discussions underlying present planning decisions.

One might argue that two facts speak in favor of a positive social interest rate:

(i) the capital stock, in terms of buildings and other physical structures, that society

passes to future generations is generally increasing with time, and (ii) technological

progress may lead to future solutions that are better and cheaper than those we

would use to deal with today’s problems, such as waste disposal. The latter point is
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the reason why decommissioned nuclear reactors and high-level waste are left to

future generations to deal with. However, there are also reasons in favor of a nega-

tive social interest rate: environmental standards have become increasingly more

strict with time, and regulatory limits for injection of pollutants into both humans

(through food) and the environment have been lowered as function of time, often as

a result of new knowledge revealing negative effects of substances previously con-

sidered safe. The problems left to the future may thus appear larger then, causing a

negative contribution to social interest, as it will be more expensive to solve the

problems according to future standards. The use of a zero social interest rate may

well be the best choice, given the uncertainties.

However, it is one thing to use a zero interest rate in the present value calcula-

tions employed to compare alternative future strategies, but quite another thing to

obtain capital for the planned investments. If the capital is not available and has to

be procured by loans, it is unlikely that the loans will be offered at zero interest

rate. This applies to private individuals in a capitalist society and to nations accus-

tomed to financing certain demanding projects by foreign loans. Such borrowing is

feasible only if surpluses of capital are available in some economies and if excess

demand for capital is available in others. Assuming that this is not the case, or that

a certain region or nation is determined to avoid dependence on outside economies,

then the question of financing is simply one of allocation of the capital assets cre-

ated within the economy.

If a limited amount of capital is available to such a society, it does not matter if

the actual interest level is zero or not. In any case, the choices between projects

involving capital investments, which cannot all be carried out because of the limited

available capital, can then be made on the basis of zero interest comparisons. This

makes it possible to maximize long-term social values, at the expense of internal

interest for individual enterprises. Social or “state” intervention is necessary in

order to ensure a capital distribution according to social interest comparisons, rather

than according to classical economic thinking, in which scarcity of money resources

is directly reflected in a higher “cost of money,” i.e., positive interest rate.

The opposite situation, that too much capital is available, would lead to a low

interest rate, as has been seen during the first decade of the 21st century and is still

prevailing. A low short-term market interest signals that an insufficient number of

quality proposals for investment are being generated in society, and this may explain

(but not justify) why financial institutions during this period made unsecured loans

to unworthy purposes, such as excess luxury consumption and substandard industrial

or commercial product ideas. Declining quality of education in the richest countries

may be invoked as an explanation for the lack of worthy new investment ideas, or it

may be a result of the many technological advances during the preceding decades

having generated larger-than-usual profits, i.e., capital to be reinvested.

7.1.4.2 Net present value calculation

The costs of energy conversion may be considered a sum of the capital costs of the

conversion devices, operation and maintenance costs, plus fuel costs if there are

any (e.g., conversion of nonrenewable fuels or commercially available renewable

862 Renewable Energy



fuels, such as wood and other biomass products). Some of these expenses have to

be paid throughout the operating lifetime of the equipment and some have to be

paid during the construction period, or the money for the capital costs may be bor-

rowed and paid back in installments.

Thus, different energy systems would be characterized by different distributions

of payments throughout the operating lifetime or at least during a conventionally

chosen depreciation time. In order to compare such costs, they must be referred to a

common point in time or otherwise made commensurable. A series of yearly pay-

ments may be referred to a given point in time by means of the present value con-

cept. The present value is defined by

P ¼
Xn

i¼1

pið1þ rÞ21; (7.7)

where {pi} are the annual payments and n is the number of years considered. The

interest rate r is assumed to be constant and is ascribed only once every year (rather

than continuously), according to present practice. The interest is paid post numeran-

do, i.e., the first payment of interest would be after the first year, i51. Thus, P is

simply the amount of money that one must have at year zero in order to be able to

make the required payments for each of the following years, from the original sum

plus the accumulated interest earned, if all remaining capital is earning interest at

the annual rate r.

If the payments pi are equal during all the years, (7.7) reduces to

P ¼ pðiÞð1þ rÞ21ðð1þ rÞ2n 2 1Þ=ðð1þ rÞ21 2 1Þ;

and if the payments increase from year to year, by the same percentage, pi5 (11 e)

pi21 for i52, . . ., n, then the present value is

P ¼ p0ð1þ rÞ21 ðð1þ eÞ=ð1þ rÞÞn 2 1

ð1þ eÞ=ð1þ rÞ2 1
: (7.8)

Here e is the rate of price escalation (above the inflation rate if the average infla-

tion is corrected for in the choice of interest r, etc.) and p0 is the (fictive) payment

at year zero, corresponding to a first payment at year one equal to p0(1+e).

The present value of capital cost C paid at year zero is P5C, whether the sum

is paid in cash or as n annual installments based on the same interest rate as used in

the definition of the present value. For an annuity-type loan, the total annual install-

ment A (interest plus back-payment) is constant and given by

A ¼ Cð1þ rÞ ð1þ rÞ21 2 1

ð1þ rÞ2n 2 1
; (7.9)

which, combined with the above expression for the present value, proves that

P5C. When r approaches zero, the annuity A approaches C/n.
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The present value of running expenses, such as fuels or operation/maintenance,

is given by (7.7), or by (7.8), if cost increases yearly by a constant fraction. It is

usually necessary to assign different escalation rates e for different fuels and other

raw materials; for labor of local origin, skilled or unskilled; and for imported parts

or other special services. Only rarely will the mix of ingredients behave like the

mix of goods and services defining the average rate of inflation or price index (in

this case, prices will follow inflation and the escalation will be zero). Thus, for a

given energy system, the present value will normally consist of a capital cost C

plus a number of terms that are of the form (7.7) or (7.8) and that generally depend

on future prices that can at best be estimated on the basis of existing economic

planning and expectations.

7.1.5 Cost profiles and break-even prices

If successive present values of all expenditures in connection with, say, an energy

system are added from year zero to n, an accumulated present value is obtained. As

a function of n, it increases monotonically. It is illustrated in Fig. 7.1 by two differ-

ent systems. One is a system in which the only expenses are fuels and the related
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system and for converting fuel in an existing system, as a function of n. The monetary unit is
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handling. Its accumulated present value starts at zero and increases along a curve

that bends downward owing to the effect of the finite interest level in diminishing

the present value of future payments. If fuel prices increase, the curve shows an

overall tendency to bend upward. The other system, which may be thought of as a

renewable energy conversion system, has a high initial present value reflecting the

capital cost of the conversion equipment, but no fuel costs, and therefore only a

slightly increasing accumulated present value due to working costs.

The accumulated present value offers a way of comparing the costs of different

energy supply systems over a period of time. Curves like those of Fig. 7.1 give a

measure of total costs in commensurable units, as a function of the time horizon of

the comparison. If the planning horizon is taken as 25 years (e.g., the life expected

for the conversion equipment), then the total cost of the renewable energy system in

the figure is lower than that of buying fuel to produce the same amount of energy,

whereas if the planning horizon is set at 15 years (the standard depreciation period

adopted by some utility companies), then there is roughly a break-even system.

The accumulated present value may also be used to define the break-even capital

cost of a new energy system, relative to an existing system. In this case, the depre-

ciation time n used in expressions such as (7.8) is kept fixed, but the capital cost of

the new system, C, is considered a variable. The break-even cost, C(b.e.), is then

defined as the lowest capital cost C for which the total present value cost (accumu-

lated to the year n) of the new system is no greater than that of the existing system,

including all relevant costs for both systems, such as the (known) capital cost of the

existing system (if the new system is aimed at replacing its capacity), and the costs

of fuels, operation, and maintenance. If the depreciation time selected for the

comparison is taken as the physical lifetime of the equipment, situations may arise

in which different periods n should be used for the two systems being compared.

If the construction period is extended, and systems with different construction

times are to be compared, the distribution of capital costs over the construction

period is simply treated as the running payments and is referred to the common

year (year 0) by means of (7.7).

The example shown in Fig. 7.1 assumes a given capital cost C of the renewable

energy system. For a depreciation period of 25 years, it is seen that the break-even

cost relative to the fuel (that would be saved by installing the renewable energy

system) is higher than the assumed cost, C(b.e.) . C, implying that the renewable

system could be more expensive and still be competitive according to the break-

even criterion. For n below 15 years, the cost C is above the break-even value, and

the system’s cost will have to be reduced in order to make the system competitive

according to given assumptions regarding fuel cost, etc.

The production cost of energy depends on the distribution of the capital costs

over the depreciation time. Whether the method of financing is by loan taking, by

use of equity, or by a combination of the two, the cost can (but does not have to) be

distributed over different years according to the scheme of annuity payments or

according to a return demanded on capital assets.

Assume first that the capital is raised on the basis of an annuity loan or an equiv-

alent scheme with annual installments given by an expression of the form (7.9),
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where the interest r is to be taken as the market interest rate r. This implies that no

correction for inflation is made and that the annual installments A are of equal

denomination in current monetary values. The left-hand side of Fig. 7.2 illustrates

the energy production costs according to this scheme for the two alternatives con-

sidered in Fig. 7.1. The rate of inflation has been assumed to be 10% per year, the

rate of interest corrected for inflation is 3% per year, and thus according to (7.6)

the market interest r� 13.3% per year.

If these same energy costs are corrected for inflation, so that they correspond to

values in fixed year-0 monetary units, the results are as shown in the right-hand

side of Fig. 7.2 (solid lines). The fuel cost is constant in fixed prices (assumption),

but the cost of the renewable energy declines rapidly, especially during the first few

years (although it is increasing in current prices, as shown to the left).

This behavior illustrates a barrier that the annuity loan system poses against any

capital-intensive system. Although the renewable energy system is competitive
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according to the accumulated present value criterion (when considered over 25

years, as in Fig. 7.1), the energy cost during the first year is about 50% higher than

that of the fuel it replaces, and only after the sixth year does it become lower. From

a private economy point of view, it may not be possible to afford the expenses of

the first 5 years, although in the long run the system is the less expensive one.

The example also illustrates the fallacy of comparing costs of different (energy)

systems by just quoting the payments (running plus installments on loans) for the

first year of operation, as is sometimes done.

If cost comparisons are to be made in terms of energy costs, an improved pre-

scription is to quote the average cost during the entire depreciation period (or life-

time) considered. This is meaningful only if fixed prices are used, but then it is

equivalent to the present value method, in the sense that a system that is competi-

tive according to one criterion will also be according to the other.

The creation of loan conditions that would eliminate the adverse effect of infla-

tion on the back-payment profile has been considered (Hvelplund, 1975). The idea

is to abandon the constancy (in current prices) of the annual installments and

instead modify each payment according to the current price index. If this procedure

is followed in such a way that the accumulated present value of all the payments

during the depreciation period equals that of the annuity loan, then both types of

installment are given by expression (7.9), but for the index loan, the interest r is to

be corrected for inflation, and A is given in fixed year-0 prices. The index-regulated

installments in current prices are then

Amð j Þ ¼ ð1þ iÞ jCð1þ rÞðð1þ rÞ21 2 1Þ=ðð1þ rÞ2n 2 1Þ;

for the ith year, assuming the inflation to be constant and equal to the fraction i per

year. For the annuity loan, the installments in current prices are

Amð j Þ ¼ Cð1þ rmÞðð1þ rmÞ21 2 1Þ=ðð1þ rmÞ2n 2 1Þ:

In fixed prices, both expressions should be divided by (1+i)j. For the example

considered in Fig. 7.2, both payment schemes are illustrated on the right-hand side,

with the index loan given by a dashed line. It shows that the system with the lowest

cost in terms of present value is also lowest in annual energy cost, for each of the

years, and in fixed as well as in current prices. Price-index regulated loans may not

have not been used in practice, but a variety of variable-interest loans have been in

fairly widespread use.

The energy prices discussed so far are to be considered production prices, for

different types of financing. The price actually charged for energy is, of course, a

matter of policy by the company or state selling the energy. They could choose to

distribute the prices over the time interval in a manner different from the distribu-

tion of actual production costs.

In practical uses of the break-even technique for comparing energy systems, it is

customary to add a sensitivity analysis, where the sensitivity of the break-even
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price, C(b.e.), to variations in the ith parameter, πi, may, when πI is non-zero, be

expressed as a relative sensitivity, si, defined by

si ¼
πi

Cðb:e:Þ
@Cðb:e:Þ
@πi

: (7.10)

Close to the reference parameters, this linear expression may be used (evaluated

with the reference parameters inserted) to predict the dependence of the break-even

price on the different parameters. During the early stages of considering wind as a

novel energy source, after the 1973/1974 oil-supply crisis, such estimates played an

important role (Sørensen, 1975). Sophistications, such as the consideration of start-

up costs if drops in wind production force utilities to employ fossil power plants on

stand-by, were also considered (Sørensen, 1979, 2004a), and the procedures were

extended to include the use of energy stores. In this case, the structure of the system

cost Csystem may be specified as

Csystem ¼ Cconverter þ Cs;in þ Cs þ Cs;out;

where Cs,in is the cost of the equipment transferring surplus energy to the storage

(e.g., electrolysis unit for hydrogen storage), Cs is the cost of the storage itself

(e.g., the hydrogen containers), and Cs,out is the cost of retrieving the energy as

electricity (e.g., fuel-cell unit in the hydrogen example). For some types of storage,

the equipment for inserting and withdrawing energy from the storage is the same

(the two-way turbines of a pumped hydro installation, the electro-motor/generator

of a flywheel storage), and in some cases all three components may be physically

combined (some battery types). If the three costs are distinct, only Cs will be

expected to increase with the storage capacity. Cs,in corresponds to a device rated at

the maximum surplus power expected from the renewable energy converter, and Cs,

out corresponds to a device rated at the maximum power deficit that is expected

between current wind power production and load.

Working entirely in prices referred to a fixed moment in time (i.e., corrected for

inflation), the terms necessary for calculating the break-even price of a system with

storage may be written

Csystemðb:e:Þ
8:76Enet

system

þ
X

i

psystem;iNðn; r; eiÞ ¼
X

j

AjCalt;j

8:76Enet
alt;j

þ
X

j

palt;jNðn; r; ejÞ: (7.11)

The expression is designed to express every term in monetary value for the net

production of one kWh of energy every year during the depreciation period of n

years. In order to ensure this, the costs C must be in, say, dollars or euros for a

given size system (e.g., expressed as m2 swept by a wind energy generator or as

kW rated power), and the energy E must be in watts of net power production for

the same size system. The annual payments p must be in units of dollars (or other

currency as used in the other terms) per kWh of net energy production. The
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subscript alt represents the alternative (e.g., fuel-based) system being compared

with, and psystem,i for the (renewable energy) system includes terms giving the cost

of operation and maintenance of both converter and storage and terms describing

eventual penalties in terms of increased costs of regulating the fuel-based back-up

system, whereas the palt,j on the alternative system side includes operation and

maintenance related to both equipment and fuels, as well as terms giving the fuel

costs themselves, for each of the units forming the alternative system. The capacity

credit of the renewable energy system is split on each of the alternative units j, with

a fraction Aj specifying the capacity of a particular unit (or unit type, such as base,

intermediate, or peak unit), which is being replaced. The present value factor N(n,r,

ei) is given as in the right-hand side of (7.8), where n is the depreciation time in

years, r is the annual interest rate, and ei is the annual price escalation above infla-

tion, for the ith component of payments (fuels, raw materials, labor, etc.) (Sørensen,

1978).

7.1.6 Indirect economic considerations

The term indirect economics may be understood to relate to those social values

(costs or benefits) that are not, or cannot be, evaluated in monetary units. Life-cycle

assessment (section 7.3) is an attempt to evaluate indirect influences from, for

example, resource depletion or environmental impacts and, when possible, to quan-

tify them.

The effort required in order to extract nonrenewable resources is generally

expected to increase as easily accessible deposits become depleted and less and less

accessible sources have to be exploited. This tendency is counteracted by the devel-

opment of more ingenious extraction methods, but if effort is measured in terms of

the energy required for extraction of a given raw material (e.g., bringing a certain

amount of composite rock to the surface and breaking the physical or chemical

bonds by which the desired material is attached to other rock materials), then there

is a well-defined minimum effort which has to be provided.

For a number of raw materials, methods exist or could be developed for recy-

cling, i.e., using discarded production goods as a resource basis rather than materi-

als extracted from the natural surroundings. This would seem obviously

advantageous if the concentration of the desired material is higher in the scrap

material than in available natural deposits and if the collection and extraction costs

for the recycled material are lower than the extraction and transportation costs for

the natural resource. A question to be raised in this connection is whether it might

be advantageous to base decisions about recycling not on instantaneous costs of

recycling versus new resource extraction, but instead on the present value cost of

using either method for an extended period of time (e.g., the planning horizon dis-

cussed earlier).

The recycling decision would not have to be taken in advance if the scrap

resources are kept for later use, waiting for the process to be profitable. However,

in many cases, a choice is being made between recycling and further dispersion or

dilution of the waste materials to a form and concentration that would be virtually
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impossible to use later as a resource base. Thus, resource depletion contributes to

the indirect economy of a given production process and should be considered if the

planning horizon is extended.

Of all the nonrenewable resources, energy resources play a special role, partly

because they cannot be recycled after the energy conversion has taken place (com-

bustion, nuclear transformation) and partly because of their part in the extraction of

other raw materials and manufacturing processes.

7.1.6.1 Energy analysis

For energy conversion systems, the energy accounting is of vital interest because

the net energy delivered from the system during its physical lifetime is equal to its

energy production minus the energy inputs into the materials forming the equip-

ment, its construction, and its maintenance. Different energy supply systems pro-

ducing the same gross energy output may differ in regard to energy inputs, so that a

cost comparison based on net energy outputs may not agree with a comparison

based on gross output.

The energy accounting may be done by assigning an energy value to a given

commodity, which is equal to the energy used in its production and in preparing the

raw materials and intermediate components involved in the commodity, all the way

back to the resource extraction, but no further. Thus, nuclear, chemical, or other

energy already present in the resource in its “natural” surroundings is not counted.

It is clear that energy values obtained in this way are highly dependent on the tech-

niques used for resource extraction and manufacture. Energy analysis along these

lines has served as a precursor for full life-cycle analyses of energy systems.

For goods that may be used for energy purposes (e.g., fuels), the “natural”

energy content is sometimes included in the energy value. There is also some ambi-

guity in deciding on the accounting procedure for some energy inputs from “natu-

ral” sources. Solar energy input into, for example, agricultural products is usually

counted along with energy inputs through fertilizers, soil conditioning, and harvest-

ing machinery, and (if applicable) active heating of greenhouses, but it is

debatable what fraction of long-wavelength or latent heat inputs should be counted

(e.g., for the greenhouse cultures), which may imply modifications of several of the

net energy exchanges with the environment. Clearly, the usefulness of applying

energy analysis to different problems depends heavily on agreeing on the defini-

tions and prescriptions that will be useful in the context in which the energy value

concept is to be applied.

Early energy analyses were attempted even before sufficient data had become

available (Chapman, 1974; Slesser, 1975; Hippel et al., 1975). Still, they were able

to make specific suggestions, such as not building wave energy converters entirely

of steel (Musgrove, 1976). More recently, a large number of energy systems have

been analyzed for their net energy production (see, for example, the collection in

Nieuwlaar and Alsema, 1997).

It should be said, in anticipation of the life-cycle approach discussed in section

7.3, that, if all impacts of energy systems are included in a comparative assessment,
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then there is no need to perform a specific net energy analysis. Whether a solar-

based energy device uses 10% or 50% of the originally captured solar radiation

internally is of no consequence as long as the overall impacts are

acceptable (including those caused by having to use a larger collection area to cover

a given demand).

In order to illustrate that net energy is also characterized by time profiles that

may differ for different systems, Fig. 7.3 sketches the expected time profiles for the

net energy production of two different types of energy conversion systems. They

are derived from cost estimates in Sørensen (1976b). For both systems, the initial

energy “investment” is recovered over 2�3 years of energy production.

The prolonged construction period of some energy systems does present a prob-

lem if such systems are introduced on a large scale over a short period of time. The

extended delay between the commencement of energy expenditures and energy pro-

duction makes the construction period a potentially serious drain of energy

(Chapman, 1974). This problem is less serious for modular systems, which have

short construction periods for each individual unit.

7.2 Scale of analysis

Traditional energy analysis often uses entities like nations for aggregate presenta-

tion of energy data. However, many features of an energy system are not captured

by this approach, and many social and other indirect effects are better described

from a perspective other than the national perspective. In this treatise, an area-

based or person-based approach has been preferred wherever possible, that is, giv-

ing energy resources and loads per unit of area or per capita. One advantage of this
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Figure 7.3 Sketch of net energy profiles for renewable and fuel-based systems.
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energy use density approach is that it allows subsequent discussion on any scale,

from local to national to regional to global.

7.2.1 Local and national economy

Local communities constitute the basis for any working democracy. It is on the

local level that politics directly interfere with daily life and thus the local level is

most stimulating for conducting a continued political debate. It is also on the local

level that groups of citizens have defied national decision-makers and done what

they considered right, at least as long as no laws were broken. An example in

Denmark is the erection of some 4000 wind turbines by individuals or small owner

groups (nonprofit companies called co-ops or guilds) during the late 1970s, in

response to a national debate over introduction of nuclear energy, an option favored

at the time by the government and 99% of the parliament members.

Local interest may be seen as a preference for decentralized solutions, as

opposed to passing control to a large utility company or governments situated “far

away.” Many owners of detached houses prefer having their own heating system,

whether an oil or gas boiler in the basement or solar panels on the roof, rather than

receiving heat through district heating lines. Currently, a similar interest is growing

for combined electric power and heat-generating systems (using either natural gas

or PVT), which are seen as precursors for reversible fuel-cell systems capable of

producing both power and heat, and also for disposing of excess power from photo-

voltaic or wind systems (that the citizen may be a co-owner of) by producing

hydrogen for use in future vehicles. Even today, plug-in hybrid diesel-plus-battery

vehicles are getting attention. These are all signs that people place a high value on

having as much control as possible over their lives and specifically over their

energy provision, even at a premium cost.

Citizens want influence on physical planning locally and on regional infrastruc-

ture. On the other hand, they are influenced by infrastructure decisions imposed

upon them, such as the creation of dispersed individual housing and large shopping

centers located at a substantial distance from living areas, which contribute to a

large energy demand for individual transportation, such as using automobiles

(because distances appear too large for walking or bicycling, and population densi-

ties are too small for providing collective transportation). The increased distances

between home and workplace that have emerged in most industrialized regions

have been made possible only by access to cheap oil products used as energy for

commuting. Initially, the distances were seen as a positive development, because

homes and children were separated from polluted cities and industrial workplaces,

but today, pollution is unacceptable and therefore has been reduced, except for that

from automobile exhaust, which is strangely regarded as a necessary evil.

Some city and area planners dare go against the stream: No vehicle emissions

are allowed in inner cities. If energy efficiency were considered sufficiently impor-

tant, individual houses with large heating requirements (due to large surface area

and more wind exposure) would be valued less than more densely placed dwelling

units. The latter, along with associated service facilities and perhaps also office and
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production structures, would be placed in groups along public transportation routes.

The ideal structure for such a society would still be fairly decentralized, because

the minimization of transportation distances would still require many small centers,

each possessing facilities for service and recreation.

It is sometimes said that the introduction of large energy conversion units and

extensive transmission systems will promote centralization of activities as well as

of control, while small conversion units (e.g., based on renewable energy) would

promote societies of decentralized structure, with emphasis on regional develop-

ment. This view obviously is not entirely substantiated by any observed effects of

the size of conversion plants. An array of 100 wind energy converters or a solar

farm may have rated capacities of magnitudes similar to those of large fuel-based

power plants, and in the case of wind energy, for example, it would not make much

sense to disperse the array of converters from a wind-optimal site to the actual

load areas, which would typically be characterized by poor wind conditions.

Furthermore, many renewable energy systems greatly benefit from the existence of

power grids and other energy transmission systems, allowing alternative supply dur-

ing periods of insufficient local renewable energy, instead of requiring dedicated

local energy stores. However, as renewable energy like wind power becomes eco-

nomically attractive, large power companies tend to take over the erection and own-

ership of turbines, previously in the hands by consumer guilds, and blur the market

structure by tariff manipulations (such as shifting delivered power rates to fixed

connection rates).

Some renewable energy technologies depend mainly on materials and skills that

are found or may be developed locally in most regions. They are then well placed

to encourage regional development in a balanced way, in contrast to technologies

that depend heavily on very specialized technology that is available in only a few

places. Generally, the structure of research and development programs related to

individual energy conversion and transmission technologies play an important indi-

rect economic role. In some cases, society will subsidize a particular technology by

paying its research and development costs; in other situations, private enterprises

pay these costs and include them in the final selling price of the energy conversion

equipment. Another indirect effect is the influence of R&D efforts, as well as the

types of skills required to produce and run specific (energy) technological systems,

on preferences and directions in education and choice of profession. For example,

emphasis on either nuclear engineering or ecology in the educational system may

influence political decisions on selection of energy options or military strategy, or

the other way round.

7.2.1.1 National economy

In mixed or socialist economies, a production may be maintained even if it yields a

loss. One reason may be to maintain the capability of supplying important products

when external conditions change (e.g., maintaining food production capacity even

in periods when imported foods are cheaper) or to maintain a regional dispersion of

activity that might be lost if economic activities were selected strictly according to
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direct profit considerations. This may apply to regions within a nation or to nations

within larger entities with a certain level of coordination.

Because energy supply is important to societies, they are likely to be willing to

transfer considerable funds from other sectors to ensure security of energy supplies

and national control over energy sources and systems.

International trade of raw materials and intermediate and final products has now

reached very substantial dimensions. Often, quite similar goods are exchanged

between nations in different parts of the world, with the only visible result being

increased demand for transportation. Of course, all such activities contribute to the

gross national product, which has been increasing rapidly (even after correction for

inflation) over recent decades in most countries in the world.

A measure of a nation’s success in international trade is its balance of foreign

payments, i.e., the net sum of money in comparable units that is received by the

nation from all other nations. Since the worldwide sum of foreign payment balances

is by definition zero, not all nations can have a positive balance of payments, but

they could, of course, all be zero.

An important factor in foreign trade is each dealer’s willingness to accept pay-

ments in a given currency. To some extent, currencies are simply traded like other

commodities, using basically the flexprice method for fixing exchange rates. It is

also customary in international trade that governments are called upon to provide

some form of guarantee that payments will be made. In international finance, the

“trade of money” has led to an increasing amount of foreign loans, given both to

individual enterprises and to local and national governments. A positive balance of

current foreign payments may thus indicate not that a surplus of goods has been

exported, but that a large number of loans have been obtained, which will later

have to be returned in installments, including interest. In addition to the balance of

current payments, the balance of foreign debts must also be considered in order to

assess the status of an individual nation. The origin of international finance is, of

course, the accumulation of capital in some countries, capital that has to be invested

somewhere in order to yield a positive interest to its owners.

Assuming that all nations try to have a zero or positive balance of foreign pay-

ments, their choice of, for example, energy systems would be made in accordance

with this objective. For this reason, direct economic evaluation should be comple-

mented by a list of the import values of all expenses (equipment, maintenance, and

fuels, if any) for the energy supply systems considered. Import value is defined as the

fraction of the expense that is related to imported goods or services (and which usu-

ally has to be paid in foreign currency). The import value of different energy technol-

ogies depends on methods of construction and on the choice of firms responsible for

the individual enterprises. It is therefore heavily dependent on local and time-

dependent factors, but is nevertheless a quantity of considerable importance for

national planning. In many cases, the immediate flexibility of the import value of a

given system is less than that implied by the above discussion, because of the time

lags involved in forming a national industry in a new field or, depending on the num-

ber of restrictions placed on foreign trade, because of the existence of well-

established foreign enterprises with which competition from new firms would be hard
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to establish. Examples of calculations of import values for different energy technolo-

gies, valid for the small nation of Denmark, may be found in Blegaa et al. (1976).

Employment
In a comparison of alternative investments, governments may evaluate the influence

of each investment on the employment situation. If the social benefits from the dif-

ferent investments are similar, the one with the highest employment requirement

would be chosen in a situation of unemployment, and the one with lowest employ-

ment requirement would be chosen in a situation of labor scarcity. It is not surpris-

ing that decision-makers make this evaluation in capitalist economies, but the

employment impact of different technologies may also be considered in socialist or

“welfare” economies, even if the concepts of unemployment or over-employment

are not officially used. Hidden unemployment occurs if there is not enough mean-

ingful work available for distribution among the work force, and, of course, if the

work that is available is shared, the workload on the individual may be higher than

desired in times of rapid expansion.

The employment situation relevant for a given (energy) system may be described

in terms of an employment factor, defined as the direct employment (as measured

in numbers of man-years or man-hours) associated with a given sum of money

spent on the system. In addition, there may be an indirect employment factor asso-

ciated with the activities initiated on the basis of the profits and payments made to

workers (directly and when they purchase commodities), assuming that they would

otherwise be unemployed. In a socialist economy, this “multiplier effect” is directly

associated with the surplus value created, and in a (mixed) capitalist economy it is

divided into one part being at the disposal of the workers (salary minus unemploy-

ment compensation, after taxes), one part at the disposal of the capitalists (net profit

after taxation), and finally, one part administered by the public (the taxes).

Not all the employment is necessarily local, and it may be relevant in a national

evaluation to disregard employment created outside the country. If this is done, the

employment factor becomes closely related to the import value, in fact proportional

to 1 minus the import fraction, if employment factors and import values are

assumed to be the same for all sectors of the economy, to a first approximation.

If the purpose is to satisfy an expected energy demand, it may be more relevant

to compare employment for different systems supplying the same average amount

of energy, rather than comparing employment for systems with the same cost (the

employment factor per unit investment defined above). It should also be kept in

mind that if the real end-use can be obtained with reduced energy expenditure, then

this has the same value (both for the individual and for society) as satisfying the

demand by addition of new conversion units. Thus, as long as the final service ren-

dered is unaltered, an energy unit saved by conservation is worth as much as an

additional energy unit produced. This has the implication for the direct cost com-

parison that investments in energy conservation efforts should be considered

together with investments in new supply systems and that conservation should be

given priority, as long as the cost of saving one energy unit is lower than that of

producing one. As mentioned in the previous sections, such a priority system should
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not exclude long-term considerations, including the time delays in the implementa-

tion of conservation measures as well as new systems, but it would appear that

many conservation efforts not undertaken at present are less costly than any pro-

posed alternative of additional supply systems.

For the employment considerations, the employment factor of schemes for

improving conversion efficiency, as well as that of other energy conservation mea-

sures that do not change the end-use social values, should be compared with those

of energy supply systems. Examples of both kinds may be found (e.g., in Blegaa

et al., 1976; Hvelplund et al., 1983). They derive total employment factors, which

are fairly independent of the technology considered (all of which are highly indus-

trialized, but on different scales), and are roughly equal to 35 man-years per million

1978 US$ spent. The national employment is obtained by multiplying this number

by the fraction not imported.

As mentioned earlier, employment or “work” is in itself not a goal of society,

and unemployment can always be eliminated by a distribution procedure that

simply shares the available work. However, meaningful work for each individual

may well be a social goal that can be pursued by proper incorporation of the

employment implications of alternative systems in the planning considerations.

Use of subsidies for introducing “appropriate technology”
In capitalist economies with an influential public sector concerned with social prior-

ities (i.e., a mixed economy), the allocation policy of the government may be

directed to support individuals or firms that wish to introduce the technological

solutions judged most appropriate from the point of view of society, even though

other solutions would be more attractive in a private economic assessment.

A number of subsidy methods are available, including direct subsidy either to

manufacturers or to customers, tax credits, loan guarantees, offers of special loans

with favorable conditions, and, specifically for fluctuating energy generation, favor-

able utility buy-back schemes for energy not used by the owner of the production

equipment.

Subsidies can be used for a limited period to speed up the initial introduction of

appropriate technology, assuming that in a mature phase the technology can survive

on its own. However, the discussion in the previous sections regarding the arbitrari-

ness of costs included in a direct economic assessment makes it likely that some

solutions may be very attractive to society and yet unable to compete in a market

ruled by direct costs alone. Here redistribution subsidies can be used, or govern-

ments can decide to change the rules of price fixation (using environmental taxation

or regulatory commands regarding choice of technology, as is done in building

regulations for reasons of safety). In both cases, democratic support or at least

tolerance (as with taxes) for these actions must be present.

Government allocation of funds generally offers a way of changing the distribu-

tion of profits in a given direction. The funds available to a government, in part,

derive from taxes that are collected according to a certain distribution key (rates of

taxation usually differ for different income levels and are different for individual

taxpayers and enterprises). In recent years, taxation has been used to deal with
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externality costs, i.e., taxes have been directly related to environmental costs to

society (e.g., carbon taxes in the case of global warming).

Since renewable energy technologies help relieve the burden of continued

exploitation of nonrenewable resources, with the associated environmental pro-

blems, they may be particularly eligible “appropriate technologies” that should be

supported and, if necessary, given government subsidies. Obvious conditions for

the renewable energy technologies to fulfill are that they do not themselves create

environmental problems comparable to those of the replaced technologies and that

the construction and operation of the renewable energy systems do not involve

increased exploitation of nonrenewable resources. The need to consider the environ-

mental impact of large-scale renewable energy utilization is discussed earlier (e.g.,

for hydro in Chapter 3), but, clearly, renewable energy extraction offers the possi-

bility of limiting climatic impacts in a way that can be planned and controlled, and

the operation of renewable energy systems usually does not involve pollution of the

kind associated with fuel-based energy conversion (biofuels need consideration in

this respect).

The resource demand of renewable energy systems may be divided into a part

comprising materials that can be recycled and another part comprising nonrenew-

able inputs, including fuels. In most cases, the renewable energy system will itself

supply these inputs after an initial period of market penetration.

From the national government’s point of view, if indirect economic considera-

tions point to renewable energy sources as an optimal long-term solution, then they

are worthy of support and possibly subsidy, in case short-term economic considera-

tions give a less favorable result than the long-term considerations. In situations of

unemployment, governments of nations with mixed “welfare” economies providing

unemployment benefits could consider replacing the unemployment benefit with

subsidies to build renewable energy systems, without serious resource implications

(perhaps even with a positive influence on the balance of foreign payments, if the

renewable energy systems are replacing imported fuels) and without having to

increase taxes. Historically, unemployment periods and financial crises have offered

opportunities for positive restructuring of infrastructure in society. Clearly, utiliza-

tion of such opportunities entails a danger of worsening national debt accounts if

the measures do not live up to their promise.

In those cases where the energy supply is in the hands of the government (e.g.,

decided by a department of energy), it can simply choose the appropriate solutions.

If, on the other hand, the investments and choices of energy supply system are

made by individual citizens (as is often the case for residential heating systems) or

by various enterprises (industries with their own energy supplies, electricity-selling

utility companies, which increasingly are private companies), then the government

has to use either compulsory regulations or taxation/subsidies to influence the

choice of systems.

If technological improvements demanding large-scale sales to be viable are the

limiting factors, direct government subsidy to customers for a limited period of

time may increase the market sufficiently. Direct subsidies to producers are often

refused by industrial enterprises operating in competitive markets. On the other
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hand, placement of large orders by the government (e.g., energy systems for public

buildings, etc.) may have the desired effect. If no obvious mass production benefits

in terms of reduced prices are discernible, but the technology is still socially desir-

able despite needing a long depreciation period to obtain break-even with compet-

ing systems, then direct subsidies are not likely to be of much help. However, the

government may offer, or arrange access to, loans with flexible payback schemes.

This means that a private investor can borrow money for the renewable energy sys-

tem in question and pay back according to the index loan curve (illustrated by the

dashed line on the right-hand side of Fig. 7.2), rather than according to the annuity

loans common at present (heavy, solid line in Fig. 7.2). Direct subsidies to custo-

mers, in contrast, may cause prices to rise, which of course is not the intention.

A widely accepted form of government subsidy is to provide research and basic

development efforts. A problem revealed by looking at the history of government

involvement in science and technology R&D is that of dual-purpose support, for

example, providing the energy industry with highly developed technology trans-

ferred from other sectors, such as technology developed for military or space appli-

cations. It is not clear that such transferred technology is optimal or even

appropriate for use in the energy sector.

One important planning parameter is the amount of uncertainty associated with

the evaluation of a given technology that is considered for introduction into the

energy supply system. This uncertainty may be economic or physical. Systems

based on future fuel supplies have important economic uncertainties associated with

the future development of fuel prices. Renewable energy systems, on the other

hand, are usually characterized by having most of the lifetime costs concentrated in

the initial investment, implying that, once the construction is over, there is no

uncertainty in energy cost. On the other hand, such systems may have physical

uncertainties, for example, to do with length of life and maintenance costs, particu-

larly if the technology is new and totally unlike technologies that have been used

long enough in other fields for the relevant experience to be gathered.

As an example of the sensitivity of choosing the right subsidy policy, one may

look at the introduction of wind power in various countries since 1975. After the

1973/1974 oil supply crisis, many countries offered subsidies for introduction of

renewable energy, including wind turbines, but without reaching the desired effect.

In several countries, subsidies were given directly to manufacturers, while in other

countries the subsidies were given to the purchasers of wind turbines. In most cases,

wind turbine prices did not decline as a result of industry subsidy. One exception

was Denmark, where the subsidy (initially 30% of the cost, declining with time to

zero) was given to the customers, but only for approved technologies, where the

approval was based on the manufacturer’s being able to make a plausible argument

(not prove!) that his technology had, or would soon have, a payback time under 8

years. This scheme was implemented by the Danish government following recom-

mendations from an independent working group (ATV, 1975, 1976). At the time,

neither wind power nor the other new renewable energy technologies could achieve

an 8-year payback time, but the manufacturers provided calculations suggesting the

plausibility of getting there in the near future, and once they were engaged in
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selling units receiving the subsidy, they had a strong incentive to lower prices to

the promised level. There was no way the subsidy could just be added to the sales

price, and the following years saw an effort to improve the technology and stream-

line the production process that made Danish wind turbines increasingly viable and

that helped create a strong export market, in addition to a healthy home market.

Other countries with a more conventional subsidy policy did not succeed in creating

a viable wind industry, and it is only in recent years that the Danish wind industry

has seen serious competition.

7.2.2 Regional and global economy

At present, there are vast discrepancies between different parts of the world, and

sometimes between different regions within a nation, with respect to degree of

industrialization and richness of natural resources, as well as the extent to which

basic human needs are satisfied, human rights are honored, and material goods are

available. The goals of different societies ought to include the coverage of basic

needs (cf. section 6.2) but otherwise may differ greatly.

It is important to recognize that some societies may set goals that appear reason-

able when seen in isolation, but which actually exclude the fulfillment of (perhaps

even basic) goals in other societies. An example of this is the exploitation, by repre-

sentatives of wealthy industrialized countries, of natural resources found in coun-

tries where basic needs are unmet and where the profits are not shared. In the same

way, if all the reserves of arable land were located in only some countries, while

other countries were unable to provide basic food for their populations, one might

ask whether it would be reasonable for the land-rich countries to set aside their

surplus arable land for recreational purposes.

In principle, countries with many unmet needs may sell their natural resources to

other nations valuing them (e.g., fuels), and in this way obtain capital to use for sat-

isfying their own needs. However, not all countries in need actually have such

resources, or the prices they obtain for their resources may not be high enough to

cover their needs. It may also be that exporting a resource is in immediate conflict

with the use of the same resource within the country (e.g., corn for exported for bio-

fuels instead of being used for food), or that the resources exported would have

been vital in pursuing developments within the country over a longer time period.

Despite the intense international trade in raw materials and produced goods

(industrial or agricultural), it appears that inequities in the availability of develop-

ment options are increasing, implying that the mechanisms of (more or less free)

competitive trade are inadequate in the pursuit of global goals. Furthermore, the

conditions of trade are traditionally fixed in a fairly unilateral way by the “strong”

industrial nations [e.g., through the World Trade Organization (WTO)]. The coun-

tries with unmet basic needs, but without excess natural resources to sell, are forced

to offer primarily cheap labor and goods made particularly competitive by low

wages (e.g., textiles). However, strong nations have repeatedly enforced limits on

the quantities of such goods to be imported, and, as a result, the rate of improving

conditions in the “weak” countries has been slow. Unmet basic needs are still
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widespread and have increased as a result of population growth’s offsetting the pos-

itive effect of trade, international aid, and increasing industrialization.

The present globalization trend is connected to inappropriate energy pricing. Not

paying for environmental and climatic damage (WTO has forced international

freight and passenger transport to be free of taxation, including compensation for

damage caused, and more recent globalization efforts, such as TTIP, further reduces

regards to sustainability) has increased unnecessary flows of goods and components

between continents. Globalization has also increased awareness in underprivileged

countries of the lifestyles in rich countries, creating a desire for imitating them,

despite sober calculations indicating that this cannot be compatible with either pres-

ent population size, population growth, or natural resources available. Globalization

also blurs the expectation that national goals and the social values upon which

they are based can, and probably should, be different for different regions. It would

be wrong to attempt to push all nations through the same kind of development

(and mistakes) as traversed by the most “advanced” nations, and it would be wrong

if the advanced nations try to dump the technologies they no longer support

themselves in poorer parts of the world.

The reflections made above are relevant in discussions of “appropriate” technology

in the energy field. The energy technologies most likely to provide early benefits in

rural areas are necessarily decentralized, as are most renewable energy sources.

Furthermore, at least some of the renewable energy technologies are consistent with

using the local skills and raw materials present almost everywhere.

In highly industrialized nations, the most urgent priorities from a global point of

view are stopping those activities that constitute a drain on the development

possibilities in other parts of the world. This probably involves more prudent use of

nonrenewable resources, increased recycling, and higher efficiency with respect to

end-use. Use of renewable resources (e.g., for energy production) and securing

increased efficiency in conversion to end-use are both examples of policies that are

consistent with a global perspective. A transitional period of mixed fuel and renew-

able energy-based supply systems is, of course, required.

Without doubt, the most important reason for adopting a course with a strong

emphasis on producing equitable development options for every nation or region is

the desirability of reducing any factors likely to lead to conflict. Globalization may

also lead to sharpened ideological (e.g., religious) conflicts. Increased information

regarding what other people do and say may benefit mutual understanding, but

increased migration and creation of mixed cultures can have the opposite effect. At

present, both affluent nations and some poor nations are spending large sums on

preparing themselves for military confrontations. As weapons arsenals of incredible

sizes have already transformed the Earth into a global minefield, no planning con-

siderations should ignore their possible effect on enhancing or damping the tensions

in the world.

7.2.3 An example: privatization of the energy industry

In recent years, several countries have debated about the structure of their energy

industry, starting with the electricity utilities. In many countries, electricity utilities
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are state enterprises or semi-public concessioned companies, i.e., companies with

selling prices determined by the government (typically through an “electricity com-

mission”) and with local city or provincial administrations as majority shareholders.

Privatization has allowed state and local governments to sell off these assets at a

substantial one-time profit, but at the expense of losing detailed control over prices

and supply security. The term deregulation has been used, although, as detailed

below, it is not appropriate. The first countries/states to carry through privatization

of the public electricity utilities were the United Kingdom and California, followed

by Norway and then several other countries.

The outcome of the early privatizations has been a general deterioration of the

electric utility sector, leading to poorer service, often higher prices, and, in most

cases, a sharp decline in development efforts and new investments, making the

power plant stock increasingly outdated and prone to failure, causing serious power

blackouts. More recent privatizations have attempted to avoid some of these pro-

blems by additional legislation, e.g., imposing on the utilities a public service obli-

gation (PSO) in the form of a fixed kWh tax earmarked for research and

development of new technology relevant to the sector, and by requiring a fixed per-

centage of power to be produced by nonpolluting renewable energy sources.

Alternatively, in some countries, renewable energy is being offered to environmen-

tally concerned customers at a price above the price for pollution-creating power.

Since one initial claim has been that privatization would lower consumer prices,

efforts have been made to invite this outcome. Key among these is the auction, or

“pool,” concept, where power producers bid for the contract to supply power for

periods ranging from an hour to a couple of days, and where long-term bids are

handled analogously to futures options in a stock market.

This has led to a division of the power industry into producers, transmitters, and

distributors, where typically the producers are privatized and the net-providers are

still semi-public concessioned companies (because it is regarded as improper to cre-

ate competition in power networking, since it would not be rational to have several

independent grids in the same region—a problem familiar to privatized fixed or

mobile telephone grids). One company is then given the concession to be the grid-

balancing administrator, i.e., to reconcile the possibly lowest bids received from

producers into a pattern compatible with the grid transmission capabilities available,

and to correct mismatch or fall-out situations by drawing on producers having

offered bids for emergency power (to be provided with no advance notice). This

means that the balancing administrator can use any available transmission facilities

regardless of ownership and that the grid owners will receive compensation accord-

ing to set tariffs. This also allows customers to enter into contractual agreements

with specific producers (bypassing the pool system) and yet be assured of transmis-

sion through third-party grid sections. Given the limited capacity of any grid, this

clearly entails some intricate work to be done by the grid’s responsible agent, mak-

ing the best use of available transmission capacity by dispatching power from the

producers on contract to the end-users [who of course will receive power from

nearby producers through their grid, while contractual producers farther away

deliver a corresponding amount of power into the grid for delivery to clients closer

to them (cf. system modeling by Meibom et al., 1999)].
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The result is the creation of huge power systems, comprising all of North

America or continental Europe, but still limited by the capacity of transmission

between countries or regions. Had the transmission capacity been infinite and the

grid failure rate zero, this interconnection would, of course, lead to a highly

stable and reliable electricity supply system, but, given the existing finite ceilings

on transfer, in combination with the free choice of suppliers, the result may well be

the opposite. The issue is very complex, and although simulations of adverse situa-

tions have been attempted, at the present time there is no complete answer to the

question of whether the very massive blackouts experienced in various parts of the

world are connected to the liberalization of trading options.

The final branch of the industry, the distribution from endpoints of transmission

to individual customers, clearly also should be kept on public hands, since no com-

petition can be created (and nobody would care to have ten power lines laid down

for each customer, just as privatization of phone service has not led to several tele-

phone lines sent to the same house). Strangely, in a number of countries, these obvi-

ous observations have been ignored and distribution has been fully privatized.

Typically, the power-producing companies acquire the distribution grid and use it

to raise consumer prices and their own profits, shifting electricity price components

from production (where there is competition) to distribution (where competition

cannot be established).

Some countries have supplemented privatization with legislation aimed at reduc-

ing pollution. This could be in the form of ceilings on emissions of SO2, NOx, parti-

cles, and CO2, which may be forewarned to become lowered at intervals in time. It

is then up to the power industry to adjust its generation mix so that the ceilings are

never exceeded. In some cases, these schemes are supplemented with issuance of

tradable permits for a given amount of pollution. The idea is that polluting power

plants can trade a given amount of pollution permits among them, leading ideally to

spending money on pollution abatement where it is most effective. In practice, the

half-decent power plants of more developed regions can continue to pollute at a

constant level, while the power plants of less developed regions, which would likely

have been phased out in any case, get an added incentive to close down (as is

clearly the case in Western and Eastern Europe). The argument against tradable per-

mits is that one could economically assist less developed regions in replacing their

most polluting equipment without, at the same time, halting the progress of pollu-

tion reduction in the regions most capable of carrying through a more advanced

reduction.

The preceding paragraphs underline the inappropriateness of the term deregula-

tion. In fact, the privatized energy sector needs a substantial increase in regulation

to handle all the economic problems incurred nationally or globally.

It is interesting that the wave of privatization proposals occurs in countries

where the electricity supply has been fully established. Think for a moment what

would have happened if these ideological schemes had been implemented 100 years

ago, when electricity systems were initially being established. The cost of providing

electricity was obviously lowest in densely populated areas, such as city centers,

and much higher in rural areas. On the one hand, this would have made it
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uneconomical to supply electricity outside cities through grids. On the other hand,

it would have offered better conditions for local generation by renewable energy

sources. The struggle between wind power and coal-based power, which went on in

certain European countries up to the 1920s, when coal power finally “won,” could

have had the opposite outcome. However, we would have lost the benefits offered

by the power grids, in terms of stable supply despite failure of some power units

and of making optimum use of the different peak power demands in different

regions to reduce the required rated capacity. The actual historical development of

power supply can be characterized as one of solidarity, where city customers subsi-

dized rural dwellers through the policy of maintaining a similar price for all elec-

tricity customers, in contrast to current deregulated systems with different prices for

different customers according to actual delivery costs and preferences for polluting

or nonpolluting production methods. It should be acknowledged that early 20th cen-

tury prices were not fully equalized, because a higher price was charged for power

on isolated islands, causing wind power to prevail as the energy source there for a

while.

The final concern is about the implication of societies’ losing control of essential

areas. Energy supply is clearly an area of high strategic importance. If this sector

belongs to private companies, it may be sold to foreign investors with agendas

incompatible with the interests of a particular country. The foreign owner may elect

supply options that are at variance with local customers’ preferences regarding acci-

dent risks, supply security, environmental impacts, and so on. Again, the only possi-

ble solution to such concerns is to surround the energy supply sector with so much

regulation that the owners of the production and grid system do not have any room

left to maneuver—in which case it would be simpler to retain public ownership.

7.3 Life-cycle analysis

The abbreviation LCA is used for both life-cycle analysis and life-cycle assessment.

However, they are two different concepts: life-cycle analysis is the scientific and

technical analysis of impacts associated with a product or a system, while life-cycle

assessment is the political evaluation based upon the analysis.

The need for incorporating study of environmental impacts in all assessment

work performed in our societies, from consumer product evaluation to long-term

planning decisions, is increasingly being accepted. Energy systems were among the

first to be subjected to LCA, in an attempt to identify environmental and social

impacts (such as effects on health), or, in other words, to include in the analysis

impacts that have not traditionally been reflected in prices paid in the marketplace.

This focuses on the sometimes huge difference between direct cost and full cost,

including what are termed externalities: the social costs that are not incorporated in

market prices. It may be seen as the role of societies and their governments to

make sure that the indirect costs are not neglected in consumer choices or decision-

making processes related to planning in a society. The precise way in which

883Socioeconomic assessment



externalities are included will depend on political preferences. Possible avenues

range from taxation to legislative regulation.

Life-cycle analysis is a tool to assist planners and decision-makers in performing

assessments of external costs. The LCA method aims at assessing all direct and

indirect impacts of a technology, whether a product, an industrial plant, a system,

or an entire sector of society. LCA incorporates impacts over time, including

impacts derived from materials or facilities used to manufacture tools and equip-

ment for the process under study, and it includes final disposal of equipment and

materials, whether it is re-use, recycling, or waste disposal. The two important char-

acteristics of LCA are

� Inclusion of “cradle-to-grave” impacts
� Inclusion of indirect impacts imbedded in materials and equipment

The ideas behind LCA were developed during the 1970s and initially were called

“total assessment,” “including externalities,” or “least cost planning.” Some of the

first applications of LCA were in the energy field, including both individual energy

technologies and entire energy supply systems. It was soon realized that procure-

ment of all the required data was a difficult problem. As a result, emphasis turned

toward LCA of individual products, where the data handling seemed more manage-

able. However, it is still a very open-ended process, because manufacture of, say, a

milk container requires both materials and energy and to assess the impacts of the

energy input calls for LCA of the energy supply system. Only as the gathering of

relevant data has been ongoing for a considerable time has it become possible to

perform credible LCAs.

In recent years, product LCA has been promoted by organizations like SETAC

(Consoli et al., 1993), and several applications have appeared (e.g., Mekel and

Huppes, 1990; Pommer et al., 1991; Johnson et al., 1994; ATV, 1995). Site- and

technology-specific LCA of energy systems has been addressed by the European

Commission (1995a�f) and by other recent projects (Petersen, 1991; Inaba et al.,

1993; Kato et al., 1993; Meyer et al., 1994; Sørensen and Watt, 1993; Yasukawa

et al., 1996; Sørensen, 1994, 1995a, 1996b; Kuemmel et al., 1997). Methodological

issues have been addressed by Baumgartner (1993), Sørensen (1993b, 1995b, 1996a,

1997a,b), and Engelenburg and Nieuwlaar (1993), and systemwide considerations

for energy have been addressed by Knöepfel (1993), Kuemmel et al. (1997), and

Sørensen (1997c), the latter with emphasis on greenhouse gas emission impacts.

7.3.1 Methodology of life-cycle analysis

The first consideration in formulating a life-cycle assessment strategy is to formu-

late the purpose of the analysis. Several uses may be contemplated:

a. To determine impacts from different ways of producing the same product

b. To determine impacts from different products serving the same purpose

c. To determine all impacts from a sector of the economy, e.g., the energy sector

d. To determine all impacts from the entire social system and its activities
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If the purpose is either (a) or (b), the analysis is called a product LCA, whereas

purposes (c) and (d) define a systems LCA. Here we concentrate on studies pertain-

ing to (c), but there are borderline cases, such as the analysis of power produced by

a particular power plant, with its upstream and downstream processes, or the analy-

sis of building insulation, with its inputs of insulation materials and installation

work. In such cases, we talk about a single chain of energy conversions based on

site- and technology-specific components. The course of the actual investigation

may thus employ different types of analysis:

A. Chain analysis (with side-chains)

B. System-level analysis (each device treated separately)

C. Partial system analysis (e.g., confined to energy sector).

In a chain analysis (A), impacts include those of the main chain (Fig. 7.4) as

well as impacts caused by provision of sideline inputs (Fig. 7.5), which are allo-

cated to the chain investigated by the fraction of production entering the chain. For

example, if equipment used in a chain, such as an oil refinery, is provided by a

manufacturer who sells 20% of his production to the oil refinery, then 20% of each

of his impacts (environmental, social) are allocated to the oil refinery. Each physi-

cal component of the chain undergoes a number of life-cycle phases, from construc-

tion activities through the period of operation and concurrent maintenance,

evolving into stages of major repairs or dismantling as part of final decommission-

ing. Each stage has inputs of materials, energy, and labor, and outputs of pollutants

and useful components. Impacts are thus positive or negative: the positive impacts

are generally the benefits of the activity, notably the products or services associated

with energy use, while the negative impacts are a range of environmental and social

Extraction/collection

Refinement/treatment

Storage/transportation

Conversion

Transmission/distribution

End-use conversion

Energy service

Activity or product

Energy conversion chain

Figure 7.4 Generic energy chain (Sørensen, 1995c).
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impacts. Skill of operating the components of a system is a determining factor for

the magnitude of impacts, as is of course the technology used and the structure of

the society receiving the impacts.

An energy system is a complete system for generating, distributing, and supply-

ing energy to a range of end-users, defined by some domain of demand, e.g., speci-

fied by type, by geographical coverage, or by recipient profile. Examples were

shown in section 6.4. Physically, the system components occupying the center of

Fig. 7.5 would be facilities for extracting or collecting energy, for importing or

exporting energy, for converting energy from one form to another, for transporting

and distributing energy, and, finally, for transforming the energy into a useful prod-

uct or service, as indicated in Fig. 7.4. Products and services are the quantities in

demand in the human society. They obviously change with time and according to

development stage of a given society.

In the system level analysis (B), the impacts from each device in the system are

calculated separately and summed up in the end. For example, the direct impacts

Impact to be calculatedProvision of raw materials,
equipment, energy,
transportation, etc. for
manufacturing industry.

Manufacture and installation
of equipment for particular
step in conversion chain

Operational inputs
(materials, water, land,
energy, etc.)

Fuel/energy
input

Energy/service
output

Operational outputs
(emissions, waste,
recyclables, etc.)

Decommissioning of
equipment Inputs

Life-cycle
Step

Decommissioning
outputs (emissions,
waste, recyclables,
etc.)

Identification of impact
origins for life-cycle step

Figure 7.5 Input and output streams for a particular life-cycle step.

Based on Sørensen (1997a).
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from running the oil refinery are calculated, and the direct impacts of the equipment

manufacturer are calculated, as well as any inputs he may receive from other actors.

At the end, summing up all the calculated impacts will provide a true total without

double counting.

Analyses made so far using the LCA method have mostly been chain calcula-

tions (A) and partial system analyses (C), in which the energy sector is treated

directly, while other sectors of the economy are treated indirectly. In the latter case,

it is necessary to calculate impacts individually according to system-level analysis

(B) for the components of the energy system itself, whereas equipment input from

other sectors is to be evaluated as product, with their imbedded impacts from other

actors included. A double-counting problem arises in this type of analysis when the

imbedded impacts include energy use by one of the manufacturers or other actors

not treated explicitly. If all steps of the energy conversion chain are treated directly,

the impacts from such inputs should be excluded from the indirect side-chains out-

side the energy sector. In many cases, this distinction is easy to make, because the

impacts found in the literature are normally divided into direct and indirect, and the

indirect ones are distributed over their origin, such as from energy use or other

material use. There are, however, cases in which the data do not allow a precise

splitting of the energy and non-energy inputs. In such cases, one has to estimate

this split judgmentally.

Figure 7.6 illustrates the double-counting problem: if a chain LCA is made for

each chain identified in Fig. 7.6b, there will be double-counting of both some direct

and some indirect impacts. The solution for simple double-counting of the major

chains is to calculate impacts for each compartment in Fig. 7.6a and then sum them

up, but, for the indirect impacts, one has to make sure that there is no hidden

(a)

(b)

Figure 7.6 Energy system (a) with forward chains indicated (b) (Kuemmel et al., 1997).
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double-counting. This may, in principle, be accomplished by including only the

fraction of impacts corresponding to the input reaching the compartment focused

upon (as in Fig. 7.4), but some of these inputs may involve energy that emerges as

output from the energy system (i.e., Fig. 7.6a) itself. In other words, if the entire

energy system is included in the analysis, one should simply omit energy-related

impacts from the indirect side-chains. If only a partial energy system is being ana-

lyzed, one would still have to include impacts from other parts not explicitly

included within the system.

7.3.1.1 Treatment of import and export

Many of the available data sources include indirect impacts based on an assumed

mix of materials and labor input, taking into account the specific location of pro-

duction units, mines, refineries, etc. This means that an attempt has been made to

retrace the origin of all ingredients in a specific product (such as electricity) in a

bottom-up approach, which is suited for comparison of different ways of furnishing

the product in question (e.g., comparing wind, coal, and nuclear electricity).

In the case of the analysis of an entire energy system, the data for specific sites

and technology, as well as specific countries from which to import, are not the best

suited. Especially for the future scenarios, it seems improper to use data based on

the current location of mines, refineries, and other installations. One may, of course,

average over many different sets of data, in order to obtain average or “generic”

data, but the selection of future energy systems should not depend sensitively on

where, for example, our utilities choose to purchase their coal this particular year,

and therefore a different approach has to be found.

One consistent methodology is to consider the energy system of each country

being studied a part of the national economy, so that, if that country chooses to pro-

duce more energy than needed domestically in order to export it, this constitutes an

economic activity no different from, say, Denmark’s producing more LEGO blocks

than can be used by Danish children. Exports are an integral part of the economy of

a small country like Denmark, because it cannot and does not produce every item

needed in its society and thus must export some goods in order to be able to import

other ones that it needs. Seen in this way, it is “their own fault” if manufacturing

the goods they export turns out to have more environmental side-effects than the

imports have in their countries of origin, and the total evaluation of impacts should

simply include those generated as part of the economy of the country investigated,

whether for domestic consumption or export. Similarly, the impacts of goods

imported should be excluded from the evaluation for the importing country, except,

of course, for impacts arising during the operation or use of the imported items in

the country (for example, burning of imported coal).

A consistent methodology is thus to include all impacts of energy production

and use within the country considered, but to exclude impacts inherent in imported

materials and energy. If this is done for a Danish scenario (Kuemmel et al., 1997),

the impact calculation related to energy for the present system turns out not to dif-

fer greatly from one based on the impacts at the place of production, because
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Denmark is about neutral with respect to energy imports and exports (this varies

from year to year, but currently, oil and gas exports roughly balance coal imports).

However, for other countries, or for future systems, this could be very different,

because the impacts of renewable systems are chiefly from manufacture of conver-

sion equipment, which consists of concrete, metals, and other materials, of which

30%�50% may be imported.

The argument against confining externality calculations to impacts originating

within the country is that this could lead to purchase of the most environmentally

problematic parts of the system from countries paying less attention to the environ-

ment than we claim to do. Countries in the early stages of industrial development

have a tendency to pay less attention to environmental degradation, making room

for what is negatively termed “export of polluting activities to the Third World.”

The counterargument is that this is better for the countries involved than no devel-

opment, and that, when they reach a certain level of industrialization, they will start

to concern themselves with the environmental impacts (examples are Singapore and

Hong Kong). Unfortunately, this does not seem to be universally valid, and the

implication of environmental neglect in China, India, and countries in South

America extends outside their borders, as in the case of global warming, which is

not confined to the country of origin or its close regional neighbors. Still, from a

methodological point of view, the confinement of LCA impacts to those associated

with activities in one country does provide a fair picture of the cost of any chosen

path of development, for industrializing as well as for highly industrialized

countries.

The problem is that a large body of existing data is based on the other methodol-

ogy, where each energy form is viewed as a product, and impacts are included for

the actual pathway from mining through refining and transformation to conversion,

transmission, and use, with the indirect impacts calculated where they occur, that

is, in different countries. In actuality, the difficulty in obtaining data from some of

the countries involved in the early stages of the energy pathway has forced many

externality studies to use data “as if” the mining and refining stages had occurred in

the country of use. For example, the European Commission study (1995c) uses coal

mined in Germany or England, based on the impacts of mining in these countries,

rather than the less well-known impacts associated with coal mining in major coal-

exporting countries. It has been pointed out that this approach to energy externali-

ties can make the LCA too uncertain to be used meaningfully in decision processes

(Schmidt et al., 1994). Recent product LCAs looking at soft-drink bottles and cans

clearly suffer from this deficiency, making very specific assumptions regarding the

place of production of aluminum and glass and of the type of energy inputs to these

processes (UMIP, 1996). If the can manufacturer chooses to import aluminum from

Tasmania or the United States instead of, say, from Norway, the balance between

the two types of packing may tip the other way.

The two types of analysis are illustrated in Fig. 7.7. The method in common use

for product LCA, where imbedded impacts are traced through the economies of dif-

ferent countries, not only seems problematic when used in any practical example,

but also is unsuited for the system analysis that decision-makers demand. In
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contrast, one may use a conventional economic approach, where import and export

are specific features of a given economy, deliberately chosen in consideration of

the assets of the country, and calculate LCA impacts only for the economy in ques-

tion in order to be consistent.

7.3.1.2 What to include in an LCA

The history of LCA has taken two distinct paths. One is associated with the energy

LCAs, developed from chain analysis without imbedded impacts to analysis includ-

ing such impacts, as regards both environmental and social impacts. The history

and state of the art of energy LCA are described in Sørensen (1993a, 1996a). The

main ingredients suggested for inclusion in an energy LCA are listed below. The

other path is associated with product LCA and has been pushed by the food and

chemical industries, particularly through the SETAC (Consoli et al., 1993). SETAC

tends to consider only environmental impacts, neglecting most social impacts. The

Counting impacts imbedded in imports,
neglecting impacts in exported good and services

Indigenous
extraction

Primary
energy

Counting all impacts generated within economy, ignoring impacts from imports

Converted
energy

End-use
products & service

Indigenous
use

IMPORTS

EXPORTS

IMPORTS

EXPORTS

(a)

(b)

Figure 7.7 Two consistent ways of treating imports and exports in LCA (Kuemmel et al.,

1997).

890 Renewable Energy



same is true for the prescriptions of standardization institutions (ISO, 1997, 1999),

which mainly focus on establishing a common inventory list of harmful substances

to consider in LCA work. Both types of LCA were discussed methodologically

around 1970, but only recently have they been transferred to credible calculations,

because of the deficiencies in available data and incompleteness. Many absurd

LCA conclusions were published from the late 1960s to the late 1980s. The present

stance is much more careful, realizing that LCA is not, and cannot be made, a rou-

tine screening method for products or energy systems, but has to remain an attempt

to furnish more information to the political decision-maker than has previously

been available. The decision process will be of a higher quality if these broader

impacts are considered, but the technique is never going to be a computerized deci-

sion tool capable of replacing political debate before decisions are made. This is

also evident from the incommensurability of different impacts, which cannot always

be meaningfully brought to a common scale of units. To emphasize this view of the

scope of LCA, this section lists impacts to consider, without claiming that the list is

inclusive or complete.

The impacts contemplated for assessment reflect to some extent the issues that at

a given moment in time have been identified as important in a given society. It is

therefore possible that the list will be modified with time and that some societies

will add new concerns to the list. However, the following groups of impacts, a sum-

mary of which is listed in Table 7.1, constitute a fairly comprehensive list of

impacts considered in most studies made to date (Sørensen, 1993a):

� Economic impacts, such as impacts on owners’ economy and on national economy,

including questions of balance of foreign payments and employment.

These impacts aim at the direct economy reflected in market prices and costs. All other

impacts can be said to constitute indirect costs or externalities, the latter if they are not

included in prices through, for example, environmental taxes. Economics is basically a

way of allocating resources. When economic assessment is applied to an energy system,

a. Economic impacts, such as impacts on owners’ economy and on national economy,
including questions of balance of foreign payments and employment.

b. Environmental impacts, such as land use; noise; visual impact; local, regional, and global
pollution of soil, water, air, and biota; impacts on climate.

c. Social impacts, related to satisfaction of needs, impacts on health and work environment, risk
and impact of large accidents.

d. Security and resilience, including supply security, safety against misuse and terrorist actions,
as well as sensitivity to system failures, planning uncertainties, and changes in future
criteria for impact assessment.

e. Developmental and political impacts, such as degree of consistency with goals of a given
society, effects of control requirements and institutions, openness to decentralization, and
democratic participation.

TABLE 7.1 Impacts to be considered in life-cycle analysis of energy systems

Source: Based on Sørensen (1996c).
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the different payment times of different expenses have to be taken into account, e.g., by

discounting individual costs to present values. This again gives rise to different economic

evaluations for an individual, an enterprise, a nation, and some imaginary global stake-

holder. One possible way of dealing with these issues is to apply different sets of interest

rates for the different actors and, in some cases, even different interest rates for short-term

costs and for long-term, intergenerational costs, for the same actor. The ingredients in this

kind of economic evaluation are the separate private economy and national economy

accounts, often made in the past. The national economy evaluation includes factors like

import fraction (balance of foreign payments), employment impact (i.e., distribution

between labor and non-labor costs), and more subtle components, such as regional eco-

nomic impacts. Impact evaluations must pay particular attention to imports and exports,

as many of the indirect impacts often will not be included in trade prices or their presence

or absence will be unknown.
� Environmental impacts, such as land use; noise; visual impact; local pollution of soil,

water, air, and biota; regional and global pollution; and other impacts on the

Earth�atmosphere system, such as climatic change.

Environmental impacts include a very wide range of impacts on the natural environ-

ment, including the atmosphere, hydrosphere, lithosphere, and biosphere, usually with

human society left out (but included in evaluation of social impacts; see below). Impacts

may be classified as local, regional, and global. At the resource extraction stage, in addi-

tion to the impacts associated with extraction, there is the impact of resource depletion.

In many evaluations, the resource efficiency issue of energy use in resource extraction

is treated in conjunction with energy use further along the energy conversion chain,

including energy used to manufacture and operate production equipment. The resulting

figure is often expressed as an energy payback time, which is reasonable because the sole

purpose of the system is to produce energy, and thus it would be unacceptable if energy

inputs exceeded outputs. In practice, the level of energy input over output that is

acceptable depends on the overall cost and should be adequately represented by the other

impacts, which presumably would become large compared with the benefits if energy

inputs approached outputs. In other words, energy payback time is a secondary indicator,

which should not itself be included in the assessment, when the primary indicators of pos-

itive and negative impacts are sufficiently well estimated. Also, issues of the quality of

the environment, as affected by anthropogenic factors, should be included here. They

include noise, smell, and visual impacts associated with the cycles in the energy activity.

Other concerns could be the preservation of natural flora and fauna.

It is necessary to distinguish between impacts on the natural ecosystems and those

affecting human well-being or health. Although human societies are, of course, part of the

natural ecosystem, it is convenient and often necessary to treat some impacts on human

societies separately, which is done under “social impacts” below. However, often a pollut-

ant is first injected into the natural environment and later finds its way to humans, e.g., by

inhalation or through food and water. In such cases, the evaluation of health impacts

involves a number of calculation steps (dispersal, dose�response relation) that naturally

have to be carried out in order.
� Social impacts, related to satisfaction of needs, impacts on health and work environment,

risks, impact of large accidents.

Social impacts include the impacts from using the energy provided, which means the

positive impacts that derive from services and products associated with the energy use

(usually with other inputs as well) and the negative impacts associated with the energy

end-use conversion. Furthermore, social impacts derive from each step in the energy
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production, conversion, and transmission chain. Examples are health impacts, work envi-

ronment, job satisfaction, and risk, including the risk of large accidents. It is often useful

to distinguish between occupational impacts and impacts to the general public. Many of

these impacts involve transfer of pollutants first to the general environment and then to

human society, where each transfer requires separate investigation, as stated above. This

is true both for releases during normal operation of the facilities in question and for acci-

dents. Clearly, the accident part is a basic risk problem that involves estimating probabili-

ties of accidental events of increasing magnitude.
� Security impacts, including both supply security and also safety against misuse, terrorist

actions, etc.

Security can be understood in different ways. One is supply security, and another is

the security of energy installations and materials against theft, sabotage, and hostage situa-

tions. Both are relevant in a life-cycle analysis of an energy system. Supply security is a

very important issue, especially for energy systems depending on fuels unevenly spread

over the planet. Indeed, some of the most threatening crises in energy supply have been

related to supply security (1973/1974 oil-supply withdrawal, 1991 Gulf War).
� Resilience, i.e., sensitivity to system failures, planning uncertainties, and future changes

in criteria for impact assessment.

Resilience is also a concept with two interpretations. One is technical resilience,

including fault resistance and parallelism, e.g., in providing more than one transmission

route between important energy supply and use locations. Another is a more broadly

defined resilience against planning errors (e.g., resulting from a misjudgment of resources,

fuel price developments, or future demand development). A trickier, self-referencing issue

is resilience against errors in impact assessment, assuming that the impact assessment is

used to make energy policy choices. All the resilience issues are connected to certain fea-

tures of the system choice and layout, including modularity, unit size, and transmission

strategy. The resilience questions may well be formulated in terms of risk.
� Development impacts (e.g., consistency of a product or technology with the goals of a

given society).

Energy systems may exert an influence on the direction of development a society will

take or may be compatible with one development goal and not with another goal. The

goals could be decentralization, concentration on knowledge-based business rather than

heavy industry, etc. For so-called developing countries, clear goals usually include satisfy-

ing basic needs, furthering education, and raising standards. Goals of industrialized

nations are often more difficult to identify.
� Political impacts, such as effects of control requirements and openness to decentralization

in both physical and decision-making terms.

There is a geopolitical dimension to the above issues: development or political goals

calling for import of fuels for energy may imply increased competition for scarce

resources, an impact that may be evaluated in terms of increasing cost expectations or in

terms of increasing political unrest (more “energy wars”). The political issue also has a

local component, pertaining to the amount of freedom local societies have to choose their

own solutions, possibly different from the solutions selected by neighboring local areas.

Qualitative or quantitative estimates of impacts
There is a consensus that one should try to quantify as much as possible in any

impact assessment. However, items for discussion arise in the handling of those

impacts that cannot be quantified (and later for those quantifiable impacts that
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prove to be hard to monetize). One historically common approach is to ignore

impacts that cannot be quantified. Alternatively, one may clearly mark the presence

of such impacts and, in any quantitative summary, add a warning that the numbers

given for impacts cannot be summed up to a total, as some impacts are missing. As,

for example, Ottinger (1991) points out, the danger is that policy-makers will still

ignore the warnings and use the partial sums as if they were totals. Hopefully, this

is an underestimation of the capacities of decision-makers, as their task is precisely

to make decisions in areas where only part of the consequences are known at any

given time and where most quantitative data are uncertain. If this were not the case,

there would be no need for decision-makers, as the calculated total impact values

would directly point to the best alternative. We return to some of these issues in

section 7.3.2 below, where we discuss ways of presenting the results of LCAs.

Treatment of risk-related impacts and accidents in LCA
Of the impacts listed above, some involve an element of risk. Risk may be defined

as a possible impact occurring or causing damage only with a finite probability (for

example, being hit by a meteor, or developing lung disease as a result of air pollu-

tion). The insurance industry uses a more narrow definition requiring the event to

be sudden, i.e., excluding the damage caused by general air pollution. In LCA, all

types of impacts have to be considered, but the treatment may depend on whether

they are certain or stochastic in nature and, in the latter case, whether they are

insurance risks or not.

As regards the health impacts associated with dispersal of air pollutants followed

by ingestion and an application of a dose�response function describing processes

in the human body (possibly leading to illness or death), one can use established

probabilistic relationships, provided population densities and distributions are such

that the use of statistical data is appropriate. A similar approach can be taken for

the risk of accidents occurring fairly frequently, such as automobile accidents, but a

different situation occurs for low-probability accidents with high levels of associ-

ated damage (e.g., nuclear accidents).

The treatment of high-damage, low-probability accident risks needs additional

considerations. The standard risk assessment used in the aircraft industry, for

example, consists of applying fault-tree analysis or event-tree analysis to trace

accident probabilities forward from initiating events or backward from final out-

comes. The idea is that each step in the evaluation involves a known type of failure

associated with a specific piece of equipment and that the probability for failure of

such a component should be known from experience. The combined probability is

thus the sum of products of partial event probabilities for each step along a series

of identified pathways. It is important to realize that the purpose of this evaluation

is to improve design by pointing out the areas where improved design is likely to

pay off.

Clearly, unanticipated event chains cannot be included. In areas like aircraft

safety, one is aware that the total accident probability consists of one part made up

of anticipated event trees and one part made up of unanticipated events. The pur-

pose of the design efforts is clearly to make those accidents that can be predicted
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by the fault-tree analysis (and thus may be said to constitute “built-in” weaknesses

of design) small compared with the unanticipated accidents, for which no defense is

possible, except to learn from actual experiences and ideally move event chains

including common mode failures from the “unanticipated” category into the “antici-

pated,” where engineering design efforts may be addressed. This procedure has led

to declining aircraft accident rates, while the ratio between unanticipated and antici-

pated events has stayed at approximately 10:1.

The term probability is often used loosely, with no proof of a common, underly-

ing statistical distribution. For example, technological change makes the empirical

data different from the outcome of a large number of identical experiments. This is

equally true in cases of oil spills or nuclear accidents, for which the empirical data

are necessarily weak, owing to the low frequency of catastrophic events (albeit

compounded with potentially large consequences). Here the term probability is

really out of place and if used should be interpreted as just “a frequency indicator.”

7.3.1.3 Choosing the context

When the purpose of the LCA is to obtain generic energy technology and systems

evaluations (e.g., as inputs into planning and policy debates), one should try to avoid

using data depending too strongly on the specific site selected for the installation.

Still, available studies may depend strongly on location (e.g., special dispersal fea-

tures in mountainous terrain) or a specific population distribution (presence of high-

density settlements downstream relative to emissions from the energy installation

studied). For policy uses, these special situations should be avoided if possible and

be left for the later, detailed plant-siting phase to eliminate unsuitable locations.

This is not normally a problem if the total planning area is sufficiently diverse.

Pure emission data often depend only on the physical characteristics of a given

facility (power plant stack heights, quality of electrostatic filters, sulfate scrubbers,

nitrogen oxide treatment facilities, etc.) and not on the site. However, dispersion

models are, of course, site dependent, but general concentration versus distance

relations can usually be derived in model calculations avoiding any special features

of sites. The dose commitment will necessarily depend on population distribution,

while the dose�response relationship should not depend on it. As a result, in many

cases a generic assessment can be performed with only a few adjustable parameters

left in the calculation, such as the population density distribution, which may be

replaced with average densities for an extended region.

The approach outlined above will serve only as a template for assessing new

energy systems, as the technology must be specified and usually would involve a

comparison between different new state-of-the-art technologies. If the impact of the

existing energy system in a given nation or region has to be evaluated, the diversity

of the technologies in place must be included in the analysis, which would ideally

have to proceed as a site- and technology-specific analysis for each piece of

equipment.

In generic assessments, not only do technology and population distributions have

to be fixed, but also a number of features characterizing the surrounding society
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will have to be assumed, in as much as they may influence the valuation of the cal-

culated impacts (and in some cases also the physical evaluation, e.g., as regards

society’s preparedness for handling major accidents, which may influence the

impact assessment in essential ways).

7.3.1.4 Aggregation issues

Because of the importance of aggregation issues, both for data definition and for

calculation of impacts, this topic is discussed in more detail. There are at least four

dimensions of aggregation that play a role in impact assessments:

� Aggregation over technologies
� Aggregation over sites
� Aggregation over time
� Aggregation over social settings

The most disaggregated studies done today are termed “bottom-up” studies of a

specific technology located at a specific site. Since the impacts will continue over

the lifetime of the installation, and possibly longer (e.g., radioactive contamination),

there is certainly an aggregation over time involved in stating the impacts in com-

pact form. The better studies attempt to display impacts as a function of time, e.g.,

as short-, medium-, and long-term effects. However, even this approach may not

catch important concerns, as it will typically aggregate over social settings, assum-

ing them to be inert as a function of time. This is, of course, never the case in real-

ity, and in recent centuries, the development with time of societies has been very

rapid, entailing also rapid changes in social perceptions of a given impact. For

example, the importance presently accorded to environmental damage was absent

just a few decades ago, and over the next decades there are bound to be issues that

society will be concerned about, but which currently are considered marginal by

broad sections of society.

Aggregation over social settings also has a precise meaning for a given instance.

For example, the impacts of a nuclear accident will greatly depend on the response

of the society. Will there be heroic firemen, as in Chernobyl, who will sacrifice

their own lives in order to diminish the consequences of the accident? Has the pop-

ulation been properly informed about what to do in case of an accident (going

indoors, closing and opening windows at appropriate times, etc.)? Have there been

drills of evacuation procedures? For the Chernobyl accident in 1986, the answer

was no; in Sweden today, it would be yes. A study making assumptions on accident

mitigation effects must be in accordance with the make-up of the society for which

the analysis is being performed. Again, the uncertainty in estimating changes in

social context over time is obvious.

Aggregation over sites implies that peculiarities in topography (leading perhaps

to irregular dispersal of airborne pollutants) are not considered, and that variations

in population density around the energy installation studied will be disregarded.

This may be a sensible approach in a planning phase, where the actual location of

the installation may not have been selected. It also gives more weight to the
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technologies themselves, making this approach suitable for generic planning

choices between classes of technology (e.g., nuclear, fossil, renewable). Of course,

once actual installations are to be built, new site-specific analyses will have to be

done in order to determine the best location.

In most cases, aggregation over technologies would not make sense. However,

in a particular case, where, for example, the existing stock of power plants in a

region is to be assessed, something like technology aggregation may play a role.

For example, one might use average technology for the impact analysis, rather than

performing multiple calculations for specific installations involving both the most

advanced and the most outdated technology. Thus, in order to assess the total

impact of an existing energy system, one might aggregate over coal-fired power sta-

tions built at different times, with differences in efficiency and cleaning technolo-

gies being averaged. On the other hand, if the purpose is to make cost-benefit

analyses of various sulfur- and nitrogen-cleaning technologies, each plant has to be

treated separately.

In a strict sense, aggregation is clearly not allowed in any case, because the

impacts that play a role never depend linearly or in simple ways on assumptions of

technology, topography, population distribution, and so on. One should, in princi-

ple, treat all installations individually and make the desired averages on the basis of

the actual data. This may sound obvious, but in most cases it is also unachievable,

because available data are always incomplete and so is the characterization of social

settings over the time periods needed for a complete assessment. As regards the pre-

ferences and concerns of future societies, or the impacts of current releases in the

future (such as climatic impacts), one will always have to do some indirect analysis,

involving aggregation and assumptions on future societies (using, for example, the

scenario method described in Chapter 6).

One may conclude that some aggregation is always required, but that the level

of aggregation must depend on the purpose of the assessment. In line with the gen-

eral characterization given above, one may discern the following specific purposes

for conducting an LCA:

� Licensing of a particular installation
� Energy system assessment
� Assistance with energy planning and policy efforts.

For licensing of a particular installation along a fuel chain or for a renewable

energy system, clearly a site- and technology-specific analysis has to be performed,

making use of actual data for physical pathways and populations at risk (as well as

corresponding data for impacts on ecosystems, etc.). For the assessment of a partic-

ular energy system, the elements of full chain from mining or extraction through

refining, treatment plants, and transportation to power plants, transmission, and

final use must be considered separately, as they would typically involve different

locations. A complication in this respect is that, for a fuel-based system, it is highly

probable that over the lifetime of the installation fuel would be purchased from dif-

ferent vendors, and the fuel would often come from many geographical areas with

widely different extraction methods and impacts (e.g., Middle East versus North
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Sea oil or gas, German or Bolivian coal mines, open-pit coal extraction in

Australia, and so on). Future prices and environmental regulations will determine

the change in fuel mix over the lifetime of the installation, and any specific assump-

tions may turn out to be invalid.

For the planning type of assessment, in most industrialized nations it would be

normal to consider only state-of-the-art technology, although even in some

advanced countries there is a reluctance to applying known and available environ-

mental cleaning options (currently for particle, SO2, and NOx emissions, in the

future probably also for CO2 sequestering or other removal of greenhouse gases). In

developing countries, there is even more of a tendency to ignore available but

costly environmental mitigation options. In some cases, the level of sophistication

selected for a given technology may depend on the intended site (e.g., close to or

far away from population centers). Another issue is maintenance policies. The life-

time of a given installation depends sensitively on the willingness to spend money

on maintenance, and the level of spending opted for is a matter to be considered in

the planning decisions. The following list enumerates some of the issues involved

(Sørensen, 1993a):

Technology and organization
� Type and scale of technology
� Age of technology
� Maintenance state and policy
� Matching technology with the level of skills available
� Management and control set-up

Natural setting
� Topography, vegetation, location of waterways, water table, etc.
� Climatic regime: temperature, solar radiation, wind conditions, water currents (if appli-

cable), cloud cover, precipitation patterns, air stability, atmospheric particle content

Social setting
� Scale and diversity of society
� Development stage and goals
� Types of government, institutions, and infrastructure

Human setting
� Values and attitudes, goals of individuals
� Level of participation, level of decentralization of decision-making

Impact assessments suitable for addressing these issues involve the construction

of scenarios for future society in order to have a reference frame for discussing

social impacts. Because the scenario method has normative components, in most

cases it would be best to consider more than one scenario, spanning important posi-

tions in the social debate occurring in the society in question.

Another issue is the emergence of new technologies that may play a role during

the planning period considered. Most scenarios of future societies involve an

assumption that new technologies will come into use, based on current research and

development. However, actual development is likely to involve new technologies

that were not anticipated at the time the assessment was made. It is possible, to

some extent, to analyze scenarios for sensitivity to such new technologies, as well
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as for sensitivity to possible errors in other scenario assumptions. This makes it pos-

sible to distinguish between future scenarios that are resilient, i.e., do not become

totally invalidated by changes in assumptions, and those that depend strongly on

the assumptions made.

In the case of energy technologies, it is equally important to consider the uncer-

tainty of demand assumptions and assumptions about supply technologies. The

demand may vary according to social preferences, as well as due to the emergence

of new end-use technologies that may provide the same or better services with less

energy input. It is therefore essential that the entire energy chain be looked at, not

just to the energy delivered but also to the non-energy service derived. No one

demands energy, but we demand transportation, air conditioning, computing,

entertainment, and so on.

The discussion of aggregation issues clearly points to the dilemma of impact

analyses: those answers that would be most useful in the political context often are

answers that can be given only with large uncertainty. This places the final respon-

sibility in the hands of the political decision-maker, who has to weigh the impacts

associated with different solutions and in that process to take the uncertainties into

account (e.g., choosing a more expensive solution because it has less uncertainty).

But this is, of course, what decision-making is about.

Social context
The social context in which a given energy system is placed may have profound

consequences for a life-cycle assessment of the energy system. The social context

influences both the nature and the magnitude of impacts to be considered. Key

aspects of describing the social context of an energy system are the natural setting,

the social setting, and the human setting.

The natural setting has to do with geography and demography. Geography may

force people to settle in definite patterns, which may influence the impact of pollu-

tion of air, waterways, and soils. In other words, these impacts will not be the same

for the same type of energy equipment if it is placed in different geographical set-

tings. The patterns of releases and dispersal are different, and the chance of affect-

ing the population is also different, say, for a city placed in a narrow valley as

compared with one situated on an extended plain.

The social setting includes many features of a society: its stage of development,

its scale and diversity, its institutional infrastructure, and its type of government.

Many of the social factors are important determinants in the selection of an energy

system for a particular society, and they are equally important for determining the

way that operation of the system is conducted, as well as the way in which society

deals with various impacts. This may pertain to the distribution of positive implica-

tions of the energy system, but it may also relate to the actions taken in the case of

negative impacts (e.g., the way society deals with a major accident in the energy

sector).

The human setting involves the values and attitudes of individual members of

society. They are important in individuals’ choices between different types of end-

use technology, and of course also in people’s opinion about energy planning and
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energy future toward which they would like their society to move. In democratic

societies, the role of attitudes is to influence the political debate, either by making

certain technological choices attractive to decision-makers or by protesting against

choices about to be made by governments or political assemblies, thereby expressing

the lack of public support for such decisions. Examples of both kinds of political

influence are numerous.

The processes are further complicated by feedback mechanisms, such as media

attention and interest groups’ attempts to influence attitudes in the general

population.

Data related to social setting should be used in the impact calculation. Health

impacts of energy systems depend on the age and health of members of the society

in question, social impacts depend on the social structure, and environmental

impacts may depend on the settlement type, geography, and climate of the region in

question.

Most countries have statistics pertaining to these kinds of issues, but it is rare to

see them used in connection with energy impact analyses. It is therefore likely that

an effort is required to juxtapose all the relevant types of data, but in principle it

can be done with available tools.

More difficult is the question of incorporating the values and attitudes of the

members of a given society in the assessment. Available studies are often made dif-

ferently in different societies, and in any case it is unlikely that the impacts associ-

ated with the values and attitudes of a society can be expressed in terms of numbers

that can be compared to economic figures and the other data characterizing the

energy system.

In other words, one would have to accept that impacts must be described in dif-

ferent phrases or units and that not all of them can be numerically compared. This

should not imply that some impacts should a priori be given a smaller weight. In

fact, what the social evaluation is all about is to discuss in political terms those

issues that do not lend themselves to a straightforward numerical evaluation.

The influence of media coverage, which in many societies plays an important

role in shaping political perceptions and their feedback on values and attitudes, has

been studied by Stolwijk and Canny (1991), and the influence of protest movements

and public hearings have been studied by Gerlach (1987) and Gale (1987) (cf. also

the general introductory chapter in Shubik, 1991). The role of institutions has been

studied by Lau (1987), by Hooker and van Hulst (1980), and by Wynne (1984).

7.3.1.5 Monetizing issues

The desire to use common units for as many impacts in an LCA as possible is, of

course, aimed at facilitating the job of a decision-maker wanting to make a compar-

ison between different solutions. However, it is important that this procedure does

not further marginalize the impacts that cannot be quantified or that seem to resist

monetizing efforts. The basic question is really whether the further uncertainty

introduced by monetizing offsets the benefit of being able to use common units.

Monetizing may be accomplished by expressing damage in monetary terms or

by substituting the cost of reducing the emissions to some threshold value
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(avoidance cost). Damage costs may be obtained from health impacts by counting

hospitalizations and workday salaries lost, replanting cost of dead forests, restora-

tion of historic buildings damaged by acid rain, and so on. Accidental human death

may, for example, be replaced by the life insurance cost.

Unavailability of data on monetization has led to the alternative approach of

interviewing cross-sections of the affected population on the amount of money they

would be willing to pay to avoid a specific impact or to monitor their actual invest-

ments (contingency evaluations, such as hedonic pricing, revealed preferences, or

willingness to pay). Such measures may change from day to day, depending on

exposure to random bits of information (whether true or false), and also depend

strongly on the income at the respondents’ disposal, as well as competing expenses

of perhaps more tangible nature. Should the monetized value of losing a human life

(the “statistical value of life,” SVL, discussed below) be reduced by the fraction of

people actually taking out life insurance? Should it be allowed to take different

values in societies of different affluence?

All of the monetizing methods mentioned are clearly deficient: the damage

caused by not including a (political) weighting of different issues (e.g., weighting

immediate impacts against impacts occurring in the future), and the contingency

evaluation by doing so on a wrong basis (being influenced by people’s knowledge

of the issues, by their available assets, etc.). The best alternative may be to avoid

monetizing entirely by using a multivariate analysis, e.g., by presenting an entire

impact profile to decision-makers, in the original units and with a time sequence

indicating when each impact is believed to occur, and then inviting a true political

debate on the proper weighting of the different issues. However, the use of mone-

tary values to discuss alternative policies is so common in current societies that it

may seem a pity not to use this established framework wherever possible. It is also

a fact that many impacts can meaningfully be described in monetary terms, so the

challenge is to make sure that the remaining ones are treated adequately and do not

“drop out” of the decision process.

The translation of impacts from physical terms (number of health effects, amount

of building damage, number of people affected by noise, etc.) to monetary terms

(US$/PJ, DKr/kWh, etc.) is proposed in studies like the European Commission proj-

ect (1995a,b) to be carried out by a study of the affected population’s willingness

to pay (WTP) for avoiding the impacts. This means that the study does not aim at

estimating the cost to society, but rather the sum of costs inflicted on individual

citizens. The concept of WTP was introduced by Starr (1969). The WTP concept

has a number of inherent problems, some of which are:

� Interview studies may lead people to quote higher amounts than they would pay in an

actual case.
� The resulting WTPs will depend on disposable income.
� The resulting WTPs will depend on the level of knowledge of the mechanism by which

the impacts in question work.

The outcome of an actual development governed by the WTP principle may be

inconsistent with agreed social goals of equity and fairness, because it may lead to

polluting installations being built in the poorest areas.
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The accidental deaths associated with energy provision turn out in most studies

of individual energy supply chains, such as the European Commission study, to be

the most significant impact, fairly independently of details in the monetizing

procedure selected. We therefore deal with choice of the monetized value of an

additional death caused by the energy system in a little more detail below. At this

point, it should only be said that our preference is to work with a monetized

damage reflecting the full LCA cost of energy to society, rather than the cost to

selected individual citizens.

Statistical value of life
In calculating externalities, a European Commission (EC) project used the value of

2.6 M 1994-h (about 3 million 1994-US$) to monetize the loss of a life for all the

European energy chains considered (European Commission, 1995a�f). This value

is based on a survey of three types of data:

� Willingness to accept a higher risk of death, as revealed by salary increases in risky jobs

as compared with salaries for similar jobs with smaller risk
� Contingency valuation studies, i.e., interviews aimed at getting statements of WTP for

risks of death
� Actual expenditures paid to reduce risk of loss of life (e.g., purchase of automobile air

bags, antismoking medication, etc.)

Compensations paid by European governments to families of civil servants dying

in connection with their job were also considered in the European Commission

study. The scatter in data reviewed ranged from 0.3 to 16 M euros per death.

Outside Western Europe, the study recommends to use the purchase parity transla-

tion (i.e., same purchasing power) of the statistical value of life (SVL) used in the

European case studies.

A feeling for the SVL can be obtained by considering the salary lost by acciden-

tal death. If one assumes that the accidental death on average occurs at the middle

of working life and then calculates the total salary that would have been earned dur-

ing the remaining time to retirement, one would, in Denmark, get a little over 20

years multiplied by the average salary for the high seniority part of a work career,

amounting to between 300 000 and 400 000 DKr per year, or around 8 M DKr

(some 1.25 M US$ or 1.1 M euro). If this were paid to an individual, it should be

corrected for interest earned by giving the corresponding present value of annual

payments of about 60 k euro/y over 20 years. However, when calculating a cost to

society, it may be argued that no discount should take place, because society does

not set money aside for future salary payments.

Two other arguments might be considered. One is that, in times of unemploy-

ment, the social value of a person fit to work may be less than the potential salary.

Accepting this kind of argument implies that the outcome of technology choices in

a society would depend on the ability of that society to distribute the available

amount of work fairly (the total amount of salaries involved is not fixed, because

salaries are influenced by the level of unemployment). The other argument is that

the members of a society have a value to that society above their ability to work.
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If this were not the case, a society would not provide health services that prolong

people’s lives beyond retirement age. A judgment on the merits of these arguments

would lead to the conclusion that the SVL for society is more than the 1.1 M euros

estimated above, but not how much more. One could say that the European

Commission study’s value of 2.6 M euros represents a fairly generous estimate of

nontangible values to society of its members and that a lower value may be easier

to defend. However, as stated above, the EC estimate has an entirely different basis,

representing an individual SVL rather than one seen from the point of view of soci-

ety. Instead, the conclusion may be that it is reassuring that two so different

approaches do not lead to more different values.

One further consideration is that not all deaths associated with, say, Danish use

of energy take place in Denmark. If coal is imported from Bolivia, coal-mining

deaths would occur there, and the question arises whether a smaller value of life

should be used in that case, reflecting the lower salary earnings in Bolivia (and per-

haps a smaller concern by society). This would easily be stamped as a colonial

view, and the EC study effectively opted to use the same SVL no matter where in

the world the death occurs (this is achieved by assuming that, for example, all coal

comes from mines in Germany or the United Kingdom, whereas in reality Europe

imports coal from many different parts of the world).

The global equity problem is one reason why the concept of SVL has been

attacked. Another is the ethical problem of putting a value on a human life. The

reply to the latter may be that SVL is just a poorly chosen name selected in the

attempt to give the political decision-making process a clear signal (read: in mone-

tary units) regarding the importance of including consideration of accidental death

in decisions on energy system choice and siting. The debate about the use of SVL

was taken up by Grubb in connection with the greenhouse-warming issue (Grubb,

1996), using arguments similar to those given above.

For the examples of externality and LCA results to be presented below, a mone-

tized SVL value of 2.6 M euro/death has been used. The discussion above suggests

that if this SVL is on the high side, it is so by at most a factor of 2.

Since impacts from energy devices occur throughout the lifetime of the equip-

ment and possibly after decommissioning, one point to discuss is whether expenses

occurring in the future should be discounted. This is discussed in section 7.1 in

connection with the concept of a social interest rate.

7.3.1.6 Chain calculations

This section outlines the use of LCA to perform what is termed a chain calculation

above. The procedure consists in following the chain of conversion steps leading to

a given energy output, as illustrated in Fig. 7.4, but considering input from, and out-

puts to, side-chains, as exemplified in Fig. 7.5. Chain LCAs are the equivalent of

product LCAs and usually involve specific assumptions about the technology used

in each step along the chain. For example, the immediate LCA concerns may be

emissions and waste from particular devices in the chain. However, before these

can be translated into actual damage figures, one has to follow their trajectories
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through the environment and their uptake by human beings, as well as the processes

in the human body possibly leading to health damage. The method generally

applied to this problem is called the pathway method.

The pathway method consists of calculating, for each step in the life cycle, the

emissions and other impacts directly released or caused by that life-cycle step, then

tracing the fate of the direct impact through the natural and human ecosystems,

e.g., by applying a dispersion model to the emissions in order to determine the con-

centration of pollutants in space and time. The final step is to determine the impacts

on humans, on society, or on the ecosystem, using for instance dose�response rela-

tionships between intake of harmful substances and health effects that have been

established separately. The structure of a pathway is indicated in Fig. 7.8.

Consider as an example electricity produced by a fossil-fuel power station using

coal (Fig. 7.9). The first step would be the mining of coal, which may emit dust

and cause health problems for miners, then follows cleaning, drying, and transporta-

tion of the coal, spending energy like oil for transportation by ship (here the

impacts from using oil have to be incorporated). The next step is storage and com-

bustion of the coal in the boiler of the power station, leading to partial releases of

particulate matter, sulfur dioxide, and nitrogen oxides through the stack. These

emissions would then have to be traced by a dispersion model, which would be

used to calculate air concentrations at different distances and in different directions

away from the stack. Based upon these concentrations, inhalation amounts and the

health effects of these substances in the human body are obtained by using the rela-

tion between dose (exposure) and effect, taken from some other study or World

Health Organization databases. Other pathways should also be considered, for

instance, pollutants washed out and deposited by rain and subsequently taken up by

plants, such as vegetables and cereals that may later find their way to humans and

cause health problems.

For each life-cycle step, the indirect impacts associated with the chain of equip-

ment used to produce any necessary installation, the equipment used to produce the

factories producing the primary equipment, and so on, have to be assessed, together

with the stream of impacts occurring during operation of the equipment both for the

Fuel
cycle
step

Non-physical
impacts

Ecosystem
impacts

Human society Non-monetized
costs and benefits

Monetized
costs and benefits

Physical
impacts

Energy
service

E.g.: Emissions → Dispersal → Level/concentration → Dose-response → Valuation → Cost

Figure 7.8 Illustration of the pathway method (Sørensen, 1995c).
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life-cycle step itself and its predecessors (cf. Fig. 7.5). The same is true for the

technology used to handle the equipment employed in the life-cycle step, after it

has been decommissioned, in another chain of discarding, recycling, and re-use of

the materials involved.

In the coal power example, the costs of respiratory diseases associated with par-

ticulates inhaled may be established from hospitalization and lost workday statis-

tics, and the cancers induced by sulfur and nitrogen oxides may be similarly

monetized, using insurance payments as a proxy for deaths caused by these agents.

Generally, the initiating step in calculating chain impacts may be in the form of

emissions (e.g., of chemical or radioactive substances) from the installation to the

atmosphere, releases of similar substances to other environmental reservoirs, visual

impacts, or noise. Other impacts would be from inputs to the fuel-cycle step (water,

energy, and materials like chalk for scrubbers). Basic emission data are routinely

collected for many power plants, whereas the data for other conversion steps are

often more difficult to obtain. Of course, emission data, e.g., from road vehicles,

Heat
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Liquid and solid
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Energy
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and drying

Transportation

Storage

Power plant

150–210 PJ

120 PJ

90 PJ

90 PJ

90 PJ

B

A
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Figure 7.9 Coal-based electricity chain (Sørensen, 1993b). Modern plants reduce the power-

plant emissions indicated, by use of filters.
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may be available in some form, but are rarely distributed over driving modes and

location (at release), as one would need in most assessment work.

Based on the releases, the next step, calculating the dispersal in the ecosphere,

may exploit available atmospheric or aquatic dispersion models. In the case of

radioactivity, decay and transformation have to be considered. For airborne pollu-

tants, the concentration in the atmosphere is used to calculate deposition (using dry

deposition models, deposition by precipitation scavenging or after adsorption or

absorption of the pollutants by water droplets). As a result, the distribution of pollu-

tants (possibly transformed from their original form, e.g., from sulfur dioxide to sul-

fate aerosols) in air and on ground or in water bodies will result, normally given as

a function of time, because further physical processes may move the pollutants

down through the soil (eventually reaching ground water or aquifers) or again into

the atmosphere (e.g., as dust).

Given the concentration of dispersed pollutants as function of place and time,

the next step along the pathway is to establish the impact on human society, such as

by human ingestion of the pollutant. Quite extended areas may have to be consid-

ered, both for normal releases from fossil-fuel power plants and for nuclear plant

accidents (typically, the area considered includes a distance from the energy instal-

lation of a thousand kilometers or more, according to the European Commission

study, 1995c). Along with the negative impacts there is, of course, the positive

impact derived from the energy delivered. In the end, these are the impacts that will

have to be weighed against each other. Finally, one may attempt to assist the com-

parison by translating the dose� responses (primarily given as number of cancers,

deaths, workdays lost, and so on) into monetary values. This translation of many

units into one should only be done if the additional uncertainty introduced by mone-

tizing is not so large that the comparison is weakened (see Fig. 7.10). In any case,

some impacts are likely to remain that cannot meaningfully be expressed in mone-

tary terms. The impacts pertaining to a given step in the chain of energy

Figure 7.10 Multivariate versus monetized presentation of LCA results (Sørensen, 2011).
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conversions or transport may be divided into those characterizing normal operation

and those arising in case of accidents. In reality, the borderlines between often

occurring problems during routine operation, mishaps of varying degree of serious-

ness, and accidents of different size are fairly blurry and may be described in terms

of declining frequency for various magnitudes of problems.

To a considerable extent, the pathways of impact development are similar for

routine and accidental situations involving injuries and other local effects, such as

those connected with ingestion or inhalation of pollutants and with the release and

dispersal of substances causing a nuisance where they reach inhabited areas, crop-

lands, or recreational areas. The analysis of these transfers involves identifying all

important pathways from the responsible component of the energy system to the

final recipient of the impact, such as a person developing a mortal illness, possibly

with considerable delays, such as late cancers.

7.3.1.7 Matrix calculations

A full systemic LCA calculation proceeds by the same steps as the chain calculations,

but without summing over the indirect impact contributions from side-chains. All

devices have to be treated independently, and only at the end may one sum impacts

over the totality of devices in the system in order to obtain systemwide results. In prac-

tice, the difference between chain and system LCAs in work effort is not great,

because in chain LCA calculations each device is usually treated separately before the

chain totals are evaluated. There are exceptions, however, where previous results for

energy devices in chains that already include indirect impacts are used. In such cases,

the chain results cannot immediately be used as part of a systemwide evaluation.

Particular issues arise when LCA evaluations are made for systems considered

for future implementation: there may be substitutions between human labor and

machinery, linking the analysis to models of employment and leisure activities. In

order to find all the impacts, vital parts of the economic transactions of society

have to be studied. The total energy system comprises conversion equipment and

transmission lines or transportation, as well as end-use devices converting energy to

the desired services or products. Demand modeling involves consideration of the

development of society beyond the energy sector.

More factual is the relation between inputs and outputs of a given device, which

may be highly nonlinear but in most cases are given by a deterministic relationship.

Exceptions are, for example, combined heat-and-power plants, where the same fuel

input may be producing a range of different proportions between heat and electricity.

This gives rise to an optimization problem for the operator of the plant (who will

have to consider fluctuating demands along with different dispatch options involving

different costs). A strategy for operation is required in this case before the system

LCA can proceed. But once the actual mode of operation is identified, the determina-

tion of inputs and outputs is, of course, unique. The impact assessment then has to

trace where the inputs came from and keep track of where the outputs are going in

order to determine which devices need to be included in the analysis. For each

device, total impacts have to be determined, and the cases where successive transfers
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may lead back to devices elsewhere in the system can be dealt with by setting up a

matrix of all transfers between devices belonging to the energy system. In what cor-

responds to an economic input�output model, the items associated with positive or

negative impacts must be kept track of, such that all impacts belonging to the system

under consideration in the life-cycle analysis will be covered.

Once this is done, the impact assessment itself involves summation of impacts

over all devices in the system, as well as integration over time and space, or just a

determination of the distribution of impacts over time and space. As in the chain

studies, the spatial part involves use of dispersal models or compartment transfer

models (Sørensen, 1992), while the temporal part involves charting the presence of

offensive agents (pollutants, global warming inducers, etc.) as a function of time for

each located device as well as a determination of the impacts (health impacts, global

warming trends, and so on) with their associated further time delays. This can be a

substantial effort, as it has to be done for each device in the system, or at least for

each category of devices (an example of strong aggregation is shown in Fig. 6.83).

The first step is similar to what is done in the chain analysis, i.e., running a dis-

persion model that uses emissions from point or area sources as input (for each

device in the system) and thus calculating air concentration and land deposition as

function of place and time. For example, the RAINS model is used to calculate SO2

dispersal on the basis of long-term average meteorological data, aggregated with

the help of a large number of trajectory calculations (Alcamo et al., 1990; Hordijk,

1991; Amann and Dhoondia, 1994).

Based on the output from the dispersion model, ingestion rates and other uptake

routes are again used to calculate human intake of pollutants through breathing,

skin, etc., and a model of disposition in the human body, with emphasis on accumu-

lation in organs and rates of excretion, is used. The resulting concentration for each

substance and its relevant depository organs is via a dose�response function used

to calculate the morbidity and mortality arising from the human uptake of pollution.

It is customary to use a linear dose� response function extending down to (0,0) in

cases where measurements only give information on effects for high doses. This is

done in the European Commission study, based on a precautionary point of view as

well as theoretical considerations supporting the linear relation (European

Commission, 1995a�f). The alternative, assuming a threshold below which there is

no effect, is often used in regulatory schemes, usually as a result of industry pres-

sure rather than scientific evidence.

Systemwide calculations are often interpreted as comprising only those compo-

nents that are directly related to energy conversion. Sometimes this borderline is

difficult to determine; for example, transportation vehicles cause traffic and thus

link to all the problems of transportation infrastructure. A general approach would

be to treat all components of the energy system proper according to the system

approach, but to treat links into the larger societal institutions and transactions as in

the chain LCA. In this way, the overwhelming prospect of a detailed modeling all

of society is avoided, and yet the double-counting problem is minimized because

energy loops do not occur (although loops of other materials may exist in the chains

extending outside the energy sector).
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Marginal versus systemic change
Many LCA studies make the assumption that the energy installations considered are

marginal additions to the existing system. For instance, one particular coal-fired

power plant is added to a system, which is otherwise unchanged. This implies that

in calculating indirect impact, the whole set-up of society and its industrial capacity

is the current one. Such an approach would not be valid in a systemic study of a

scenario for the future system. This scenario will be imbedded into a society that

may be very different from the present society with respect to energy flows, indus-

try structure, and social habits. In studying the future impacts from manufacturing,

e.g., photovoltaic panels, the process energy input may not come from the present

mix of mainly fossil-fuel power plants, but will have to reflect the actual structure

of the future energy system assumed.

Evidently, this systemic approach gives results very different from those emerg-

ing from treating the same future energy system as the result of a series of marginal

changes from the present and it may thus affect the determination of an optimum

system solution (e.g., if the energy input to a future renewable energy installation is

higher than that of a competing fossil-fuel installation, then the marginal evaluation

based on current fossil-fuel power supply will be less favorable than one based on a

future scenario of non-fossil-fuel energy supply).

One workable alternative to the marginal assumption, in case different forms of

energy supply have to be compared to each other without being part of an overall

scenario, is to consider each system as autonomous, i.e., to assume for the photovol-

taic power plant that the energy for manufacture comes from similar photovoltaic

plants. This makes the impact evaluation self-contained, and the assumption is gen-

erally fair, e.g., if the power for site-specific work mostly comes from nearby instal-

lations, rather than from the national average system. Because renewable systems

like wind turbines and solar plants are of small unit size, the gradual establishment

of a sizeable capacity could indeed be seen as involving energy use based on the

previously installed plants of the same kind. This suggestion may not always apply;

in some cases, energy inputs have to be in forms different from the one associated

with the installation studied.

7.3.2 Communicating with decision-makers

Because the purpose of LCA is to facilitate decision-making, some thought should

be given to the way the results of an analysis are presented to the target group. This

underlies, of course, the quest for monetizing all impacts: it is believed that

decision-makers understand monetary impacts better than physical ones and that

qualitative descriptions have little say in policy. From a scientific point of view, the

dividing line goes between qualitative and quantitative impact statements. That the

quantifiable impacts cannot all be expressed in the same unit is intuitively clear:

numbers of cancer deaths, loss of agricultural crops, acid rain damage to Greek

temples, and traffic noise are fundamentally impacts expressed in “different units.”

The translation into monetary values, however it is done, loses part of the message.
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This is why monetizing should be used only if it does not significantly increase

uncertainty, which means that the decision-makers should not be exposed to the

monetizing simplification unless it preserves their possibility of making a fair

assessment.

If those impacts that can be quantified are kept in different units, a question

arises about how they can be presented to the decision-maker in a form facilitating

their use. The common answer is to use a multivariate approach, where, as indi-

cated on the left side of Fig. 7.10, each category of impact is presented in its own

units. Figure 7.11 expands on one methodology for multivariate presentation

(Sørensen, 1993a), suggesting the use of what is called an impact profile. The idea

of the profile is that each particular type of impact is evaluated in the same way for

different systems. Thus, the magnitudes indicated by the profile are no more subjec-

tive than the monetized values, although they cannot be summed across different

impact categories. Clearly those impacts that can be meaningfully monetized should

be, but the impact profile actually gives much more information, as it tells the

decision-maker whether two energy solutions have the same type (i.e., the same

profile) of impacts or whether the profile is different and thus makes it necessary

for the decision-maker to assign weights to different kinds of impacts (e.g., compar-

ing greenhouse-warming impacts of a fossil-fuel system with noise impacts of wind
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turbines). The assignment of weights to different impact categories is the central

political input into the decision process.

The impact profile approach also makes it a little easier to handle qualitative

impacts that may only allow a description in words, because such impacts can often

be characterized vaguely as “small,” “medium,” or “large,” a classification that can

be rendered in the profiles and compared for different energy systems. Hence, the

advantage of the profile method is that the decision-maker sees both the bars repre-

senting monetized values and the adjacent bars describing the outcome of a qualita-

tive assessment. Thus, the chance of overlooking important impacts is diminished.

In any case, as mentioned, the multivariate profile approach gives the decision-

maker more information than a single monetary value. A further point that may

play a role in decision-making is the presence of value systems making certain

impacts “unconditionally acceptable” or “unconditionally unacceptable.” Such

absolute constraints can be accommodated in the assignment of weights (zero or

infinite), as indicated in Fig. 7.11. Figure 7.12 shows an example of a profile of the

impacts from two energy installations, including both positive and negative impacts

(details are given in Sørensen, 1994).

Section 7.3.3 below gives several examples of monetized impacts based on

recent LCA studies. It is evident that, although the derivation of each single impact
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Figure 7.12 LCA impact profiles for coal and wind power chains (Sørensen, 1994).
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figure requires a large effort, the result still may involve substantial uncertainty.

The analyses presented in the following section also show that the largest uncertain-

ties are often found for the most important impacts, such as nuclear accidents and

greenhouse warming. Clearly, there is a general need to improve data by collecting

information pertinent to these analyses. This need is most clearly met by doing site-

and technology-specific studies. As regards indirect inputs, national input�output

data are often based upon statistical aggregation choices failing to align with the

needs for characterizing transactions relevant for the energy sector. Furthermore,

there are usually gaps in data availability. One conclusion from these observations

is that there is a need to be able to present qualitative and quantitative impacts to a

decision-maker in such a way that the weight and importance of each item become

clear, despite uncertainties and possibly different units used. The multivariate pre-

sentation tools invite the decision-maker to employ multi-criteria assessment.

The difficulties encountered in presenting the results of externality studies and

life-cycle analyses in a form suited for the political decision-making process may

be partly offset by the advantages of bringing into the debate the many impacts

often disregarded (which is, of course, the core definition of “externalities,” mean-

ing issues not included in the market prices). It may be fair to say that LCAs and

the imbedded risk assessments will hardly ever become a routine method of com-

puterized assessment, but they may continue to serve a useful purpose by focusing

and sharpening the debate involved in any decision-making process and ideally

help increase the quality of the basic information upon which a final decision is

taken, whether on starting to manufacture a given new product or to arrange a sec-

tor of society (such as the energy sector) in one or another way.

Finally, Fig. 7.13 indicates how decision-making is a continuous process, involving

planning, implementation, and assessment in a cyclic fashion, with the assessment

of actual experiences leading to adjustments of plans or, in some cases, to entirely new

planning.

Critical scientists,
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Interest groups,
Concerned citizens

Government departments,
Mandated experts,

Private and semi-public
organizations

Planning

Policy

Assessment Implementation

Parliament and politicians

Figure 7.13 The actor triangle, a model of democratic planning, decision-making, and

continued assessment (Sørensen, 1993c).
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7.3.3 Application of life-cycle analysis

Examples of LCA are presented in the following sections. Each is important in its

own right, but they also illustrate the span of issues that one may encounter in dif-

ferent applications. The first is greenhouse-warming impacts associated with emis-

sions of substances like carbon dioxide. It involves global dispersal of the emitted

substance, followed by a subtle range of impacts stretching far into the future and

depending on a number of poorly known factors, for instance, the ability of nations

in central Africa to cope with vector-borne diseases like malaria. The uncertainties

in arriving at any quantitative impact measure are discussed.

The second example is that of chain calculations for various power plants using

fuels or renewable energy. It illustrates the state of the art of such calculations,

which are indeed most developed in the case of electricity provision chains. Life-

cycle impact estimates for the emerging hydrogen and fuel-cell technologies may

be found in Sørensen (2004a).

The third case presents the impacts of road traffic, which are included to show

an example of a much more complex LCA chain, with interactions between the

energy-related impacts and impacts that would normally be ascribed to other sectors

in the economy of a society.

In a practical approach to life-cycle analysis and assessment, one typically goes

through the following steps:

� Establishing an inventory list, i.e., identifying and categorizing materials and processes

inherent in the production, use, and final disposal of the product or system.
� Performing an impact analysis, i.e., describing the impacts on environment, health, etc.

for each item in the inventory.
� Damage assessment, translating the physical impacts into damage figures (in monetary

units where possible).
� Overall assessment, identifying the most crucial impact pathways.
� Mitigation proposals, suggesting ways of avoiding damage, e.g., by use of alternative

materials or processes.
� Regulatory proposals, describing how norms and regulative legislation or prescriptions for

manufacture and use can decrease damage.

One may say that the first two items constitute the life-cycle analysis, the two

next items the life-cycle assessment, and the two final ones, optional political

undertakings.

7.3.3.1 LCA of greenhouse gas emissions

The injection of carbon dioxide and other greenhouse gases, such as methane,

nitrous oxide, and chlorofluorocarbons, into the atmosphere changes the disposition

of incoming solar radiation and outgoing heat radiation, leading to an enhancement

of the natural greenhouse effect. Modeling of the Earth’s climate system in order to

determine the long-term effect of greenhouse gas emissions has taken place over

the last 40 years with models of increasing sophistication and detail. Still, there are

many mechanisms in the interaction between clouds and minor constituents of the
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atmosphere, as well as coupling to oceanic motion, all of which only modeled in a

crude form. For instance, the effect of sulfur dioxide, which is emitted from burning

fossil fuel and in the atmosphere becomes transformed into small particles (aero-

sols) affecting the radiation balance, has been realistically modeled only over the

last couple of years. Because of the direct health and acid-rain impacts of SO2, and

because SO2 is much easier to remove than CO2, emissions of SO2 are being curbed

in many countries. As the residence time of SO2 in the atmosphere is about a week,

in contrast to the 80�120 years for CO2, climate models have to be performed

dynamically over periods of some 50�200 years (cf. Chapter 2).

Figure 7.14 shows measured values of CO2 concentrations in the lower atmo-

sphere over the last 300 000 years. During ice-age cycles, systematic variations

between 190 and 280 ppm took place, but the unprecedented increase that has taken

place since about 1800 is primarily due to combustion of fossil fuels, with addi-

tional contributions from changing land use, including felling of tropical forests. If

current emission trends continue, the atmospheric CO2 concentration will have dou-

bled around the mid-21st century, relative to the pre-industrial value. The excess
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CO2 corresponds to slightly over half of anthropogenic emissions, which is in

accordance with the models of the overall carbon cycle (Chapter 2; IPCC, 1996b).

The ice-core data upon which the historical part of Fig. 7.14 is based also allow the

trends for other greenhouse gases to be established. The findings for methane are

similar to those for CO2, whereas there is too much scatter for N2O to allow strong

conclusions. For the CFC gases, which are being phased out in certain sectors, less

than 40 years of data are available. Both CO2 and methane concentrations show

regular seasonal variations, as well as a distinct asymmetry between the Northern

and the Southern Hemispheres (Sørensen, 1992).

Despite the incompleteness of climate models, they are deemed realistic enough

to permit the further calculation of impacts due to the climate changes predicted for

various scenarios of future greenhouse gas emissions. This is the case despite the

changes in the models underlying IPCC’s assessment work from the first report in

1992 to the most recent in 2013.

It should be mentioned that while the IPCC assessment is considered credible

regarding the influence of greenhouse gases on the physical earth�ocean�atmo-

sphere system for particular emission scenarios, the statements published by IPCC

on life-cycle impacts and mitigation options have been increasingly politically

biased since the 1997 change of the working group compositions from independent

scientists to people selected by national governments.

The role of anthropogenic interference with the biosphere was a focus already of

the 2nd IPCC (1996b, Chapter 9) assessment, in addition to the temperature changes

discussed in Chapter 2. Changed vegetation cover and agricultural practices influ-

ence carbon balance and amounts of carbon stored in soils, and wetlands may emit

more methane, or they may dry out owing to the temperature increases and reduce

methane releases, while albedo changes may influence the radiation balance.

Figure 7.15 shows how carbon storage is increased owing to the combined effects

of higher levels of atmospheric carbon (leading to enhanced plant growth) and

changed vegetation zones, as predicted by the climate models (affecting moisture,

precipitation, and temperature). Comprehensive modeling of the combined effect of

all the identified effects has not yet been performed.

The anthropogenic greenhouse forcing, i.e., the net excess flow of energy into

the atmosphere taking into account anthropogenic effects since the late 18th cen-

tury, in 1995 was estimated at 1.3 W m22, as a balance between a twice as big

greenhouse gas contribution and a negative contribution from sulfate aerosols

(IPCC, 1996b, p. 320). The same value (1.3 W m22) is quoted in the 2013 report

for year 2000 (Prather et al., 2014). An example of estimated further change in the

radiative forcing to year 2100 is shown in Fig. 7.16a, which also gives the non-

anthropogenic contributions from presently observed variations in solar radiation

(somewhat uncertain) and from volcanic activity (very irregular variations with

time), for the scenario of future human behavior called A1B in the 4th IPCC assess-

ment (about 6 W m22 forcing; IPCC, 2007a). The additional scenarios of the 5th

IPCC assessment have net forcings ranging from 2.6 to 8.5 W m22 (Moss et al.,

2010; Prather et al., 2014). Both the old and the new scenarios are of questionable

quality. For example, none of the scenarios have more than a few percent of energy
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supply from solar or wind sources (Vuuren et al., 2011). In countries such as

Denmark these sources already by 2016 provides close to 50% of the electricity

demands. Also the treatment of the results of computer runs of the large-scale

motion circulation and climate models (see section 2.5.2) have in the recent IPCC

reports been presented as averages and spreads over many models. This pretends

that all the models considered are of equal quality, despite the fact that they differ

in resolution and in the effects included. Some effects of relevance to climate are

included in one model while others are only in another model. There is no clear

“best” model, and the dispersal between model results for year 2100 is quite large

(IPCC, 2013).

The A1B scenario used in some of the illustrations in this book predicts a 1.6�C
global average warming relative to 1990 by 2050 and a 3.0�C warming by 2100.

Relative to pre-industrial times, the warming is about 0.75�C higher. The 42 models

considered in the 5th IPCC assessment give 2100 over 1995 average temperature

increases between 0.6 and 8�C, plus several degrees spread between models, as

shown in Fig. 7.16b that for some of the models is further extended to year 2300

(IPCC, 2013).

Greenhouse-warming impacts
Several studies have tried to estimate the damage that may occur as a consequence

of the enhanced greenhouse effect. Early studies have concentrated on the damage

that may occur in industrialized countries or specifically in North America (Cline,

1992; Frankhauser, 1990; Tol, 1995; Nordhaus, 1994; summaries may be found in
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Figure 7.16 (a) Components of present and future (geographically averaged) radiative

forcing (Sørensen, 2011), for the IPCC A1B scenario (Nakićenović et al., 2000). The 2011

emissions of particulate matter is smaller than the negative forcing expected in the previous

IPCC study. The most recent IPCC (2013) review assessment has developed additional

scenarios (Moss et al., 2010) spanning both higher and lower emissions than the previous

review assessment (Prather et al., 2014). The year-2100 total forcing ranges from 2.6 to

8.5 W m22 as compared to the 6 W m22 of the A1B scenario shown. (b) Range of calculated

temperature developments (mean and spread) between models used in the IPCC 5th

assessment, for the four forcing alternatives considered (IPCC, 2013; used with permission

from Cambridge University Press).
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IPCC, 1996c). Exceptions are the top-down studies of Hohmeyer (1988) and

Ottinger (1991), using rather uninformed guesses regarding starvation deaths from

climate change.

The estimation of impacts on agriculture, forestry and ecosystems (including bio-

diversity changes) particularly depends on the change in natural vegetation zones

and local changes in soil moisture and temperatures. Although precise location of

the zones within a few hundred kilometers may not be essential, their relative mag-

nitudes would directly affect the impact assessment. As a result, modest confidence

can be attached to the impacts predicted, because current climate models have grid

dimensions of rarely below 25 km, leading to an accuracy no better than 100 km

for the model outputs. Added to this comes all the uncertainty in physical impact

assessment, followed by the uncertainty in monetary valuation. All this goes for all

the further impact categories that have been identified, such as impacts from

extreme weather (heat, cold, storms, flooding, landslides, and droughts) and indirect

effects (fires, need to displace people, changed occurrence of vector-borne diseases

such as malaria). A detailed account of the current and possible future occurrences

of all these impacts may be found in Sørensen (2011), from which the following

summary is derived. The first impact to be described is one that the IPCC has

largely neglected except for qualitative mention of heat spells, namely the direct

health effects of altered temperature. Observed mortality data allow these effects to

be estimated rather unambiguously, even if the precise medical causes of changed

mortality cannot be pinpointed.

7.3.3.2 Direct health impacts of temperature changes

The impact of extreme temperatures on human survival is rarely a simple relation

between high or low temperatures and specific diseases. Ambient temperature may

furnish a small push on top of other causes, altering the outcome of a health condi-

tion. In this way, ambient temperatures may be a contributing cause for fatal out-

come of a variety of diseases, particular in the areas of respiratory and

cardiovascular disease and heat failures, myocardial infarction and adverse cerebro-

vascular conditions, having special affinity to individuals with particular disposi-

tions and health histories. The risk associated with severe frost and its dependence

on clothes and shelter is perhaps more well known, and so is the one associated

with specific heat-wave episodes that are supposed to become more frequent and/or

prolonged in a warmer and less stable climate induced by greenhouse gas emissions

(IPCC, 2007b). Basu (2009) notes that the very young (below 4 years) and the old

(with a gradual rise accelerating above age 75) are most vulnerable to heat waves.

Temperature changes also have indirect effects through altered requirements for

energy management in shelters such as dwellings or workspaces in buildings (costs

estimates in Sørensen, 2011). Additional allergy cases would be associated with

increased levels of pollen and air pollution due to warming and would occur predom-

inantly at lower latitudes, whereas asthma incidence is highest in humid climates and

is expected to be enhanced at higher latitudes (IPCC, 1996a, Chapter 18).

With respect to exceptional upward temperature excursions, the US NRC (2010)

presents a US heat-wave duration index defined as the average length (in days) of
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events. At 2�C average warming, the length index increases by about 8 days in

Southern United States and by about 4 days in the Northern States. WHO (2004a)

have surveyed the impacts of heat waves but find attribution of death of illness dif-

ficult. Epidemiological studies during recent heat-wave incidences are reviewed in

Basu (2009). A general relation between maximum daily temperature and mortality

has been noted both in Europe and the United States.

Figure 7.17 shows the relation between mortality and daily maximum tempera-

ture used as a basis for the calculation discussed below. It is constructed from spe-

cific data from a number of European sites (WHO, 2004a), including detailed data

for Madrid (Diaz and Santiago, 2003). The inhabitants of Madrid suffer health pro-

blems at cold temperatures that are not as low as those causing trouble in most

other parts of Europe, while their problems at high temperatures set in at a tempera-

tures higher than in most other European locations. Regional studies have identified

several other details of heat-related health impacts. For example, Checkley et al.

(2000) finds a doubling of diarrhea cases in Lima (Peru) during an exceptional

heat-episode in 1997�98, Ishigami et al. (2008) find 7%�20% elevated mortality

per degree warming in a study comprising Budapest, London, and Milano, and

Almeida et al. (2010) find about 2% increase in mortality per degree in Lisbon and

Oporto. Clearly, the impacts of either cold or hot weather depend on how much

Figure 7.17 Relationship between maximum daily temperature and mortality, using an

envelope of specific data for several locations across Europe. From Sørensen (2011; this and

following greenhouse warming pictures used by permission from Royal Society of

Chemistry), based on WHO (2004a); covering the range of 25 to 1 30�C) and a specific

Madrid data set (Diaz and Santiago (2003); covering the range of 1 30 to 1 42�C). The
unity is chosen so that current average mortality on the Spanish highland plateau equals the

observed one. For other locations, these mortality factors are assumed to also approximately

describe the health impacts of low or high daily maximum temperatures, neglecting any

differences in adaptation.
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time people spent outside at ambient temperatures, and on the quality of the shelter

(such as homes, workplaces, and commercial buildings) where they spent the rest

of their time. The fact that health problems in cold periods seem higher in Spain

than in Norway may not necessarily reflect an adaptation to a certain climate, but

could derive from Spanish buildings being less well insulated and otherwise pre-

pared for severe cold spells than those in Norway.

The relative mortality in Fig. 7.17, called the mortality factor, is normalized

(choice of unit “1”) in such a way that the Madrid mortality agrees with the

observed one. The curves for different locations all have a similar shape, with

increased mortality at low and high ambient temperatures, but they are displaced

horizontally from each other, by up to about 10�C between Norway and Spain. The

one used is an envelope, broadening the bottom part of the curves and using the

low-temperature rise of the coldest region and the high-temperature rise of the hot-

test region. This makes sure that the health impact is not overestimated. The cause

of the differences between locations is likely some kind of adaptation, obtained by

populations that have lived in a given region for periods exceeding 1000 years.

Newcomers usually have different mortality patterns, for many kinds of reasons. It

is possible that the correlation between mortality and maximum temperatures aver-

aged over 1 or 2 weeks before the death would be even stronger than the correlation

between mortality and just one day’s maximum temperature. For cold spells, one

might instead have used minimum temperatures, but these usually differ little from

maximum temperatures during winter periods.

The global distribution of January and July daily maximum temperatures for the

mid-21st century are shown in Fig. 7.18, based on a high-quality circulation and cli-

mate model, the MIHR model of Hasumi and Emori (2004) and emissions from a

scenario called “A1B,” one of the 2007 IPCC reference emission scenarios (Meehl

et al., 2007). The maximum temperatures are not necessarily representing heat

waves, although they occasionally do. Their magnitude and geographical distribu-

tion are similar to those found for average temperatures.

The annually averaged global distribution of the change in mortality factor for

the mid-21st century, obtained from the daily maximum temperatures exemplified

in Fig. 7.18 by use of the relation in Fig. 7.17, is shown in Fig. 7.19.

The changes in mortality factors due to global warming vary quite strongly

through the seasons, and Fig. 7.20 shows the monthly results for the difference

between the mid-21st century and the pre-industrial mortality factors. As seen, the

effects of greenhouse warming are rarely simply beneficial or detrimental, but have

seasonal variations representing increases or decreases in mortality. Still, the overall

pattern is that of a division of regions of the world into some with predominantly

positive effects and other ones with predominantly negative effects. There is excess

mortality near the Equator during some parts of the year and reduced mortality at

many latitude regions with subtropical and temperate climate, plus some increase in

the mortality factor at very high latitudes. However the mortality factors have to be

multiplied by the number of people exposed at a given location, and population

densities change the picture because they are high at the low and middle latitudes,

but low at the very highest latitudes.
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The model thus uses UN projected year-2050 population data available for each

grid cell, with a modification proposed by Sørensen and Meibom (2000) for city

growth, but otherwise based on and maintaining averages from the middle of three

United Nations projections for 2050 (CIESIN, 1997; United Nations, 1997, 2010).

The total 2050 population is 9.33 109, which is higher than the 8.73 109 used in

the IPCC A1B emission scenario, but perhaps more realistic, at least in case there

is no major wars or other setbacks. The IPCC scenario is not made on a geographi-

cal area-basis and thus cannot be used directly for the type of study undertaken

here. The Sørensen�Meibom model used takes actual population data and projects

the future development on the basis of demographic and economic development,

Figure 7.18 (a, b) Maximum daily temperatures for years 2045�2065 for the A1B emission

scenario, relative to the pre-industrial ones, averaged over January (upper panel) or July

(lower panel).

Data from the MIHR model (Hasumi and Emori, 2004) have been used.
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assuming a gradual shift in lifestyles, which will halt the previous trend toward

larger and larger population densities in city centers. Instead, city activities are

assumed spreading to neighboring grid cells once the population density exceeds a

value of 5000 km22. Such a spread is in agreement with the average actual develop-

ments in many parts of the world, but not with the prestigious increase in high-rise

buildings in certain newly rich cities. Because the temperatures in city centers can

be 1�C�2�C higher than that outside the cities, the assumptions made in this

respect will have an impact of the mortality estimates, probably overlooked by the

current coarse-grid climate models.

The model now goes on to multiply the 2050 population by the excess death rate

obtained by multiplying current death rates (taken as national figures as given

by WRI, 2008) by the 2050 change in mortality factor (for which averages were

given in Figs. 7.19 and 7.20). The area of the grid cells entering the geographical-

information-system (GIS) calculation to get from the input population density to

grid-cell population is for the MIHR model equal to the cosine-corrected latitude incre-

ment of 1.121283� times a longitude increment of 1.125�, or 15610.63 cos( j) km2,

with j being the latitude angle. When the mortality change in this way is folded

with the assumed 2050 population densities, one obtains the predicted number

of both additional deaths and avoided deaths shown in Fig. 7.21. The effect of

greenhouse warming on the mid-21st century temperature environments is the

only one included in this modeling, departing from the current global mortality

pattern and adding only this type of modification. There are many other developments

Figure 7.19 Annually averaged changes in the geographical distribution of the heat-related

mortality factor from pre-industrial times to 2045�2065, based on daily maximum

temperatures for the IPCC A1B run (Fig. 7.18) and the mortality factors shown in Fig. 7.17.

If, for example, the pre-industrial annually averaged mortality factor at a given geographical

location was m, then around year 2055, the risk of death for a person at that location is

estimated to become increased or decreased to m plus the indicated change.
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Figure 7.20 (a to l, January to December) Changes in heat-related mortality factor, from

pre-industrial times to 2045�2065, as in Fig. 7.19 but averaged over each month. A few

exceptional values above 1.5 have been replaced by 1.5.



Figure 7.20 (Continued).
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Figure 7.20 (Continued).
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Figure 7.20 (Continued).
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that can change and in several cases is known to historically have changed the mortal-

ity (medical progress, healthier living or the opposite, etc.), and no attempt has been

made to estimate the nature of these other changes from now to year 2050.

The striking conclusion from Fig. 7.21 is that that the numbers of extra lives

taken or saved by the greenhouse warming are both very large. Although they are

hidden behind medical causes to which deaths are often attributed, due to being

only a contributing factor of anything from a few undisclosed percent to the com-

paratively rare identification as a main cause of death, the statistical approach taken

Figure 7.21 Additional annual mortality during the mid-21st century (persons per grid cell of

1.1� 3 1.1�), caused by accumulated greenhouse warming. Upper panel: Mortality reductions

(total: 2.2 million per year). Lower panel: Mortality increases (total: 1.6 million per year).

Current mortality is multiplied by the change in mortality factor (Fig. 7.19). Changes in

mortality other than from direct temperature effects of greenhouse warming are not

considered.

927Socioeconomic assessment



is solid (due to the U-shaped effect shown in Fig. 7.17 being far beyond uncer-

tainty) and the results therefore basically indisputable. The death certificates earlier

in use are now being discontinued in many countries (except if criminal causes are

suspected), because of their arbitrariness, where the certificate is sometimes signed

by a doctor who does not know the deceased and writes say “pneumonia” instead

of a more relevant underlying disease that would have been known to a doctor with

longer acquaintance with the deceased. In any case multiple causes contributing

various percentages to a death are nearly never mentioned in death certificates.

Using as here overall mortality data rather than specific causes of death signifi-

cantly increases the statistical reliability of the study, and at the same time removes

the negative influence on the results, that incorrect cause-of-death assignments on

death-certificates could otherwise have.

Nearly 4 million people will be affected each year by the climate change brought

about by previous greenhouse gas emissions and changes in area use according to

the A1B scenario. Of these, 2.23 106 y21, living in the northern part of the globe

plus New Zealand, the Andes and Southern Chile, are people surviving that would

have died without the greenhouse warming, and 1.63 106 y21, living in the

Equatorial and southern part of the globe are people that would otherwise have sur-

vived but now die. The slightly larger number of deaths avoided by the greenhouse

warming according to Fig. 7.21, compared to the number of deaths caused by it,

does not allow the interpretation that the two “average out,” as they occur in differ-

ent regions of the world. Furthermore, from a moral point of view, it is worrisome

that the additional deaths occur in countries contributing only little to the green-

house gas emissions, while the saved deaths occur precisely in the countries most

responsible for the greenhouse emissions.

Improvements to the simple model used here would use different mortality fac-

tors for every location or at least every region. However, such calculations are not

presently possible, because temperature-mortality correlation data have been estab-

lished only in selected areas (such as the ones mentioned above) and are not glob-

ally available. Furthermore, as mentioned, mortality may be influenced by many

other factors, which adds uncertainty to use of data collected at even slightly differ-

ent times. For instance, Donaldson et al. (2003) find that despite an increase in

average temperature between 1971 and 1997, the overall mortality decreased in

selected countries over the same period.

Another issue to consider in future modeling of the temperature effect is the tim-

ing of temperature events influencing mortality. For example, one could look for

the correlation between mortality and temperatures a month or a week before each

death and compare it with the correlation found between mortality and the tempera-

ture at the time of death.

Regarding the level of adaptation to temperature regimes at different locations,

it would seem more likely that human populations may adapt to changes in mean

temperature, as opposed to adaptation to extreme events.

Bosello et al. (2006) have previously looked at health impacts of warming based

on data extrapolated from some specific investigations and they find for 2050 a

decrease of deaths from cardiovascular diseases in all regions of the world, totaling

1.763 106; an increase of respiratory diseases causing death in all regions, totaling

928 Renewable Energy



0.363 106; and similarly an increase of deaths from diarrhea, totaling 0.493 106.

The order of magnitude thus agrees with the present study. However, details appear

quite different. The geographical distribution cannot be compared, because Bosello

et al. (2006) use aggregated regions with, e.g., India and China lumped together,

and they have negative overall impacts only for the Middle East and the “rest of the

world,” comprising what is left behind after detailing the “Annex 1” countries (UN

jargon for countries classified as industrialized or economies in transition). Other

early studies of greenhouse warming impacts by economists have as mentioned

concentrated on impacts occurring in the United States (Cline, 1992; Frankhauser,

1990; Nordhaus 1994; Tol, 1995).

7.3.3.3 Impacts on agriculture, silviculture, and ecosystems

One major issue is the impact of climate change on agricultural production. Earlier

evaluations (e.g., Hohmeyer, 1988) found food shortage to be the greenhouse

impact of highest importance. However, the 1995 IPCC assessment suggested that,

in developed countries, farmers will be able to adapt crop choices to the slowly

changing climate, and that the impacts will be entirely in the Third World, where

farmers will lack the skills needed to adapt. The estimated production loss amounts

to 10%�30% of the total global agricultural production (Reilly et al., Chapter 13 in

IPCC, 1996a), which would increase the number of people exposed to risk of hun-

ger from the present 640 million to somewhere between 700 and 1000 million

(Parry and Rosenzweig, 1993). However, there are also unexploited possibilities for

increasing crop yields in developing countries, so the outcome will depend on

many factors, including speed of technology transfer and development. The 2nd

IPCC assessment expected some 50 million deaths associated with migration (peo-

ple running away from bad conditions) due to adverse climate events. The follow-

ing IPCC assessments have added more aspects to the issue and further weakened

the early view that warming would imply increased agricultural yields. Hot weather

can damage certain crops, and so will dry spells and wildfires, insect attacks will

increase, and water supply may become reduced, e.g., for irrigation (Ciais et al.,

2005). Desalination of seawater is already in progress in many regions, using either

solar energy or still in most cases fossil energy, causing more global warming along

with the effort to mitigate its effects.

Fauna adapted to live in areas with a certain climate may try to migrate in order

to find new habitats with the climatic conditions they prefer. This may involve dis-

placement by over 1000 km in some cases and may not be possible due to human

uses of the intermediate areas, with loss of diversity as a possible outcome (Wright

et al., 2009; US NRC, 2010).

In addition to causing warming, ozone may have a direct effect on plant growth

(Long et al., 2005; Challinor and Wheeler, 2008). Spruce forests in Sweden seem

to be negatively influenced by the shortening of the frost period caused by green-

house warming (Rammig et al., 2010), and Baltic Sea aquatic plant growth is weak-

ened by changes in oxygen and salinity content in the water (Neumann, 2010).

Oxygen is depleted by increased algal growth near shores, and associated cyanobac-

terial toxins can cause skin rashes and adverse gastrointestinal, respiratory, and
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allergic reactions (Kite-Powell et al., 2008; Stewart et al., 2006). The many impacts

that greenhouse warming can have on agriculture, silviculture, and aquaculture

need to be followed closely, but the current estimates of a yield reduction of some

15% already has serious implications for food supply and food prices.

7.3.3.4 Vector-borne diseases

A number of diseases caused by viruses or other microbes are transmitted by

insects, called “vectors,” with typical ones being mosquitoes. The plasmodium falci-

parum parasite and anopheline mosquito varieties involved in the malaria transmis-

sion cycle are all sensitive to variations in temperature and humidity, and regions

with strong seasonality or dryness in periods of the year crucial for mosquito breed-

ing may experience considerable diminishment of malaria incidence. Other factors

are of course lifestyle and technical means such as mosquito nets over beds or

wire-netting on window and doors. Models have been constructed for describing

the distribution and intensity of malaria transmission under assumptions of various

greenhouse warming scenarios (Tanser et al., 2003; Lieshout et al., 2004; Rogers

et al., 2002; Bouma, 2003). Current malaria deaths and disabilities (measured in

terms of DALY’s, defined as life-shortening in years of not being able to live a nor-

mal, meaningful life) are shown in Fig. 7.22. Many attempts to prevent or to heal

malaria have been disappointing or have led to drug resistance (notably reducing

the usefulness of quinine, chlorochinine, and mefloquine), despite increased under-

standing of the genetic mechanisms underlying the disease (Olzewski et al., 2010).

The earlier IPCC assessments listed spread of malaria to more regions as one of the

largest impacts of greenhouse warming, but the actual development during the early

21st century does not support this interpretation, maybe because of increased use of

protection and improved living conditions. One should remember that malaria was

widespread in Europe a few centuries ago, but largely disappeared along with gen-

eral socioeconomic development.

Several other vector-borne or parasitic diseases have been monitored by the stud-

ies summarized by the IPCC assessments, including helminthiasis, dengue fever,

schistosomiasis (bilharziasis), tryponospmiasis, Chagas disease (sleeping sickness),

leichmaniasis (black fever), lymphatic filariasis (elephantiasis), and onchocerciatis

(river blindness). All of these are considered to be influenced by greenhouse warm-

ing (Weaver et al., 2010; Hales et al., 2002; WHO, 2004b; Mathers and Loncar,

2006). Overall, considering the expected economic development in the regions cur-

rently affected, the World Health Organization expects these diseases to diminish in

importance over the next decades (WHO, 2008, 2010).

7.3.3.5 Extreme events

Already at present, an increased frequency and severity of extreme events with possi-

ble connection to greenhouse warming (floods, landslides, storms, droughts, and fires)

has been noted and has influenced insurance premiums. Some climate models claim

to predict such increases (see discussion in Sillmann et al., 2013), but basically, the
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mechanism for many of these events would seem to involve interaction between

atmospheric motion on small and large scales, which is not covered by the models

used that has to omit local eddy circulation and chaotic air motion, as explained in

section 2.3.1. The development in number of floods in two severity classes globally is

shown in Fig. 7.23, death and disability caused by fires in Fig. 7.24, and an overview

of some important natural and manmade extreme events is given in Fig. 7.25. There

is no easy way to estimate the precise future frequency of any of these events, but

global warming seems generally to lower the stability of climates.

7.3.3.6 Valuation of greenhouse warming impacts

As discussed earlier in this chapter, monetizing the physical impacts identified can be

quite ambiguous due to the limitations of the concept of a “statistical value of life.”

Figure 7.22 Malaria deaths (upper panel, thousands) and disability-adjusted shortening of

life (DALY, lower panel, in 103 years), based on 2002 data (WHO, 2004b).

931Socioeconomic assessment



The study presented above predicts that additional deaths caused by greenhouse

warming will predominantly occur in regions of low income, which in some studies

has lead to setting the value of a life lost at a lower level than for the regions where

lives according to the present study are abundantly being saved by the greenhouse

warming. Clearly a number of ethical issues are involved in estimating the impacts

of human activities carried out by precisely the group of people that stands to benefit

from the green-house gas pollution, while negative effects are accumulated in popula-

tions with less affluence and a lesser possibility to control or mitigate the impacts.

Impacts on human societies and the natural environment involve health issues

(deaths and DALYs), economic issues, degrading the environment, and affecting

biological diversity. The key problem of valuing human lives lost is here handled

by introduction of a “statistical value of life,” and Table 7.2 summarizes the studies

made initiated by the 1995 European Commission study “ExternE” and several

follow-up studies (US EPA, 2015; Viscusi and Aldi, 2003). The columns termed

“European Standards” are the ExternE valuation expressed in h or US $ without

correcting the amount for later inflation, and the two last columns give a purchasing

power parity (PPP) and a GDP-adjusted conversion. The order of magnitude differ-

ence between the three methods of evaluating explains many of the disparities

found in the literature and leaves a choice between evaluating lost lives everywhere

by the standards of the rich countries or by the PPP measure. The GDP-adjusted

valuation of statistical lives is clearly unacceptable.

Based on these rules of evaluation, the greenhouse warming effects identified

above have been monetized. The results are presented in Table 7.3 and Fig. 7.26

Figure 7.23 The development in the global number of flooding events 1985�2010 and above

an impact level given by the index M of 4 or 6. M is a logarithmic index based on flood

severity, duration and number of people affected (Darthmouth Flood Observatory, 2010).
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(Sørensen, 2011), where an estimate for the entire 21st century impact is obtained

by multiplying the results for the mid-century by 100. It is seen that the large

impact contributors are the decrease in food production (agriculture and fisheries)

and the direct temperature impact on health, positive or negative. The temperature

impact was deemed minor in previous IPCC estimates, and the malaria and other

vector-transmitted diseases that dominated the previous IPCC estimates (see

Sørensen, 2010) are in Table 7.3 not quantified, because the current stance is that

they may not play any significant role a few decades ahead. Despite the large direct

temperature impacts of both signs, the sum of all impacts included is negative and

large, although it only equals about a third of the impacts found based on the previ-

ous IPCC assessment (Sørensen, 2010). As also discussed above, the presence of

Figure 7.24 Deaths (thousands, upper panel) and disability-adjusted life shortening

(thousand years, lower panel) caused by fires, by country (WHO, 2004b). Totals are 311 499

deaths and 11.5 M DALYs.
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two large, partly canceling contributions does not diminish the human suffering

from the negative part, because they occur in different regions of the world.

Estimating greenhouse-warming externalities for fuel combustion
In assessing the life-cycle impacts of specific energy technologies, the impact of

the greenhouse gas emissions found above must be translated into externalities per

unit of energy conversion. The 2nd IPCC report discussed an issue called

Figure 7.25 Deaths (upper panel) and number of people affected (lower panel) for a number

of extreme events 1991�2005 (CRED, 2010), by region as defined by ISDR (2010).
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grandfathering, concerned with whether the cost of total greenhouse impacts should

only be imposed as an economic burden on future emissions, or distributed evenly

over all emissions, including past ones that could not be changed. The range of

estimates with and without grandfathering from the 2nd IPCC assessment is exhib-

ited in Table 7.4, because they are used in some of the LCA assessments below.

As mentioned, also aerosol emissions are smaller in the recent IPCC reports than in

the earlier one, affecting the analyses made on the earlier basis.

7.3.3.7 LCA of power-production chains

This section gives examples of LCA calculations for various power-production

chains, using conventional fuels (for reference) or renewable energy. Impacts

caused by greenhouse gas emissions are considered along with other types of pollu-

tion and social impacts.

Coal-fired power station
Most present production of power takes place at fuel-based power stations, implying

that the chains defining the life cycles start with fuel extraction and go through conver-

sion steps until the final disposal of residues and release of pollutants to the air. The

Valuation Method: European

Standards

PPP-

Adjusteda
GDP-

Adjusteda

Health Effect/Valuation US $ h h h

Induced death (SVL) 3 250 000 2 600 000 1 040 000 26 000

Disability-adjusted life-shortening
(DALY)

81 250 65 000 26 000 650

Derived from components:

Respiratory hospital admission 8250 6600

Emergency room visits 233 186

Bronchitis 173 138

One day activity restricted 78 62

Asthma attack 39 31

One day with symptoms 8 6

TABLE 7.2 Valuation assumptions used in Table 7.3 and several of the further life-cycle studies in this

chapter

The “European Standards” derive from a study by the European Commission (1995b). The purchasing power
parity (PPP) and the GDP-adjusted values are derived with use of Wikipedia (2010). See details in Sørensen
(2011). Year 2011 exchange rate is used.
aUsing a purchasing power parity (PPP) adjustment by a factor of 2.5 relative to European standards of salaries
and market prices for consumer goods. The GDP-adjustment is made by scaling the valuation by an average
gross domestic product ratio of 100, the approximate average ratio found between central African and European
Union countries (Wikipedia, 2010). The purpose of presenting European and least developed valuations is to
provide practical upper and lower bounds for LCA calculations, without including the absolute highs or lows for
particular individuals.
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Impact Description: Valuation (1012 h)

M=106, G=109. Type of Valuation Parameters: EU-Standards PPP-Adjusted GNP-Adjusted

Decrease in agricultural production (B15% before

adaptation)!higher food prices, shifts to other

crops!possible starvation. Population at risk: 0.6

G!1 G, with B 0.1 G extra deaths over 21st

century),

2260 2104 22.6

Reduced forestry output (as in Kuemmel et al., 1997).

Impact curbed by substitution.

24 21.6 20.4

Decrease in fishery output (probably more than 15%).

Ocean and aquiculture production more important

in future implying maybe 40 M extra deaths.

2104 242 21.0

More extreme events: floods (B20% increase,

0.86!1.03 M deaths, 14 G!17 G dislocations at

0.1 DALY)

220 29 24

More extreme events: draughts (B20% increase,

0.07!0.08 M deaths, 7.0 G!8.4 G affected at

0.01 DALY)

21 20.4 20.01

More extreme events: fires (B20% increase for the

50% of the total considered climate-related, 31!34

M deaths, 0.57 G!0.69 G DALY’s)

216 29 23.2

More extreme events: storms (B20% increase,

1.57!1.89 M deaths, 0.5 G!0.6 G affected at

0.01 DALY)

21 20.4 20.01

Unspecific human migration in response to

environmental & social impacts of warming (0.3 G

affected)

24 21.4 20.04

Malaria (presently 0.9 M deaths/y and 35 M DALY/y

(with 17 G infected). Estimates for 2050 are 3�5

times less, clouding 28% to +16% change due to

warming)

? ? ?

Dengue fever and tropical-cluster diseases. Remarks

made for malaria apply, but values are 3�6 times

less

? ? ?

Positive health effects of higher temperatures and fewer

cold-spells (220 M deaths avoided)

+572 +297 +119

Negative health effects of higher temperatures and

more heat-waves (160 M more deaths)

2416 2224 287

Increase in skin-cancer, asthma and allergy cases 26 25 24

Loss of species, ecosystem damage, freshwater

problems, insect increase, etc. (as in Kuemmel

et al., 1997)

250 220 20.5

Loss of tourism, socioeconomic adaptation problems ? ? ?

Total of valuated impacts (highly uncertain) 2310 2120 +16

TABLE 7.3 Estimated global warming impacts during the 21st century, based on IPCC scenario A1B for the

mid-21st century, multiplied by 100

Source: From Sørensen (2011) used with permission.
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practice is currently changing as a result of more efficient use of the fuels’ combined

production of power and heat, sometimes in combined-cycle plants where energy is

extracted from the fuel in more than one step. Also changing is the level of effluent

control, currently capturing most particulate matter, SO2 and NOx from flue gases, in

the future possibly also CO2 for subsequent controlled storage (Matter et al., 2016).

A traditional fuel chain for coal-based electricity production is shown in Fig. 7.9.

Figure 7.26 Accumulated 21st century valuation of global warming impacts (in 1012 2010-h),

using European Standards in monetary assignment (Sørensen, 2011).

Greenhouse

Warming Impacts

Estimate I IPCC

A1B,

Grandfathering

Estimate II IPCC

A1B, No

Grandfathering

Estimate III Sørensen (2008)

ΔT# 1.5�C Scenario,

Grandfathering

Cause (emission
assumptions):

All CO2 emissions
1990�2060:

8143 1012 kg
C=2985 Gt CO2

All CO2 emissions
1765�2060:

11513 1012 kg
C54220 Gt CO2

CO2 allowance 2000�2100:
48631012 kg C=1783 Gt CO2

Effect (full 21st

century cost):
3103 1012 h

(Table 7.3)
3103 1012 h

(Table 7.3)
18731012 h (scaled)

Specific externality: 0.38 h/kg C=0.10 h/
kg CO2

0.27 h/kg C=0.07 h/kg
CO2

0.38 h/kg C=0.10 h/kg CO2

TABLE 7.4 Different methods for describing greenhouse-warming impact, using the IPCC A1B sce-

nario with and without grandfathering, and a scenario with 1.5�C warming 2000�2100

Currencies are 2011-$ or h.
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Recent studies have attempted to evaluate the impacts of each step in the fossil-

fuel power chains, using a bottom-up approach based on particular installations at

specific places. One study for a coal plant with NOx-removal is summarized in

Table 7.5. A common feature is the dominating influence on total life-cycle exter-

nalities coming from global warming. The estimates made for greenhouse gas emis-

sions above are used, but one should keep in mind that they pertain to the specific

scenario of doubling greenhouse gas concentrations in the atmosphere by the mid-

21st century. Selecting the correct externality to include in scenarios involving a

reduction of fossil-fuel usage is a methodological problem. Many studies use the

same values for different scenarios, which would lead to an underestimation of the

benefits of substituting other forms of energy for those emitting greenhouse gases.

The coal-fired power plant considered in Table 7.5 is located at Lauffen, Germany.

The quantified impacts are mainly from a study performed under the EC Joule

Programme (European Commission, 1995c), except for the greenhouse-warming

impacts, which are estimated on the basis of Tables 7.2�7.4.

Several of the impacts mentioned in Table 7.5 are not quantified, so an assess-

ment must deal with the qualitative impacts as well. In those cases where it has been

feasible, uncertainties are indicated (L: low, within about a factor of 2; M: medium,

within an order of magnitude; and H: high, more than an order of magnitude), and

the impacts are labeled according to whether they are local, regional, or global (l, r,

or g), as well as whether they appear in the near term (n: under 1 year), medium

term (m: 1�100 years), or distant term (d: more than 100 years in the future).

A similar calculation for a combined heat and power plant on the island of

Funen, Denmark, shows smaller impacts than those of the German counterpart,

despite higher CO2 emissions (Sørensen, 2011). The reason is lower population

density and higher wind speeds (carrying emission outside the region studied).

Nuclear fuel chain
For nuclear power plants, the assessment in principle proceeds as in the fossil case,

but one expects more important impacts to come from plant construction, fuel treat-

ment, and final storage of nuclear waste. Because of the very long time horizons

associated with radiation-induced health problems and deposition of nuclear waste,

the impact assessment period by far exceeds the plant operation period, and ques-

tions of discounting and of changes in technological skills over periods of several

centuries play a decisive role. The monetary issues are discussed in section 7.1.

Another issue particularly (but not exclusively) important for nuclear power is

accident-related impacts, the treatment of which would use risk analysis.

The observed number of large nuclear accidents involving core meltdown in

commercial reactors is currently three (Three Mile Island, Chernobyl and

Fukushima). The implied “likelihood of a large accident” (the conditions for talking

about probabilities are not fulfilled in the nuclear case) is illustrated in Table 7.6,

based on the two first core-melt-down accidents before 2010. Counting just these

two accidents over the accumulated power production to 2010 one gets a 23 1025

per TWh frequency for an accident with very severe external consequences. For

comparison, the built-in probability for an accident with Chernobyl-type
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Environmental & Public Impacts Type of Impact: Uncertainty Monetized

Value

Uncertainty &

Ranges

Emissions (g/

kWh):

2010 mh/kWh

1. Plant construction/decommissioning NA NA

2. Plant operation

CO2 880 L

SO2 (may form aerosols) 0.8 M

NOx (may form aerosols) 0.8 M

Particulates 0.2 M

CH4 3 M

N2O 0.5 H

Greenhouse warming (cf. Table 7.3) From CO2, CH4, . . . 110 80�150

Degradation of building materials From acid rain 0.2 H,r,n

Reduced crop yields From acid rain 0

Forest and ecosystem impacts cases: 0

Ozone impacts 0.1 per TWh 0.2

Domestic impacts only:

Mortality from primary particles (PM10) 0.8 per TWh H 1.6 H,r,n

From secondary aerosols 3.0 per TWh 7.2 H,r,n

From chronic effects 14 per Twh NQ

Morbidity from dust and aerosols, major

acute

17.4 per Twh 0 M,r,n

Minor acute (workdays lost) 187 000 per TWh 1.7 M,r,n

Chronic cases 760 per TWh 0.1 M,r,m

Noise (from power plant) ,0.1 M,l,n

Occupational Health and Injury

1. Mining diseases 0.8 per TWh 0 M,l,m

Mining accidents, death 0.2 per TWh 0.4 L,l,n

Major injury 6.8 per TWh 1.2 L,l,n

Minor injury 70.5 per TWh 0.1 H,l,n

2. Transport, death 0.03 per Twh 0.1 L,l,n

Major injury 0.31 per Twh 0 M,l,n

Minor injury 9.8 per TWh 0 H,l,n

3. Construction/decommissioning

(injury)

0 per TWh 0 M,l,n

4. Operation (injury) 0.08 per TWh 0 L,l,n

Economic Impacts

Direct cost (power & delivery) 40�70

Resource use Low but finite NQ

Labor requirements NQ

Import fraction Local coal assumed NQ

Benefits from power (consumer price) 100�300

Other Impacts

Supply security Many import

options

NQ

Robustness (against technical error,

planning errors, assessment changes)

Fairly low for large

plants

NQ

Global issues Competition NQ

Decentralization and consumer choice Not possible NQ

Institution building Modest NQ

TABLE 7.5 Impacts from site-specific German coal fuel chain (Kuemmel et al., 1997; European

Commission, 1995c; Sørensen, 1996a; and the European Standards column from Table 7.3), updated to

2010 prices (102 3 h/kWh)

NA5not analyzed, NQ5 not quantified. Values are aggregated and rounded (to zero if below 0.0005 h/kWh).
(L,M,H): low, medium, and high uncertainty. (l,r,g): local, regional, and global impact. (n,m,d): near, medium, and distant time frame.



consequences for a new, state-of-the-art light-water nuclear reactor is calculated by

fault-tree analysis to be about 1.253 1026 per TWh (ST2-accident; cf. European

Commission, 1995e; Dreicer, 1996). The factor 40 difference between the two num-

bers was explained partly by the difference between a state-of-the-art reactor and

the average stock, and partly by the difference between the probability of antici-

pated accidents and the actual frequency estimate that includes unanticipated

events. Adding the Fukushima accident impacts, the frequency is now back at a

value above the 2010 estimate in Table 7.6. The valuation is difficult due to uncer-

tainty in the impacts from low exposure to radioactivity, which, like the greenhouse

temperature impacts, may hide between other causes of mortality. A long-term acci-

dent damage payment of some 10% of the typical cost of power may not seem pro-

hibitive, but the very special characteristics of large nuclear accidents may still be

unacceptable.

The outcome of Dreicer’s LCA chain analysis (that exclude side-chains) of a

French state-of-the-art nuclear power plant is shown in Table 7.7, except that the valu-

ation of major accidents are taken from the estimate of Table 7.6. The emphasis is on

impacts from release of radioisotopes, and again monetizing involves the assumptions

Historical Evidence and Interpretation

Accumulated experience before Three Mile Island accident in 1979 3000 TWh
Accumulated experience before Chernobyl accident in 1986 5800 TWh
Accumulated experience to mid-2010 (IAEA, 2010) 63 500 TWh
Implied order of magnitude for frequency of core-melt accident 33 1025 TWh21

A. Implied order of magnitude for accident with Chernobyl-type releases 23 1025 TWh21

Chernobyl dose commitment (UNSCEAR, 1993) 560 000 person-
sievert

Valuation M h

Induced cancers (SVL=2.6 M h, no discounting) 200 000
Birth defects 20 000
Emergency teams, clean-up teams, security teams 50
Early radiation deaths (SVL=2.6 M h) 100
Evacuation and relocation 100
Food bans and restrictions 100
Unplanned power purchases 1000
Capacity loss and reduced supply security 10 000
Cost of encapsulation and clean-up (at plant and elsewhere) 170 000
Increased decommissioning costs 100 000
Impact on nuclear industry (reputation, reduced new orders) 100 000
Monitoring, experts’ and regulators’ time 10
Concerns in general public (psychosomatic impacts) 100

B. Total estimate of Chernobyl accident costs 600 000 M h

Average large-accident cost of generating nuclear power (A times B) 0.012 h/kWh

TABLE 7.6 Frequency of, and damage by, large nuclear accidents (experience to 2010; updated from

Sørensen, 1996a, 1997a; Fukushima accident not included)

1995-h used. Exchange rate assumptions: 1 M euro5 1.25 US cents51.25 f.
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Environmental & Public Impacts Dose

Commitment

Uncertainty Monetized

Value

Uncertainty

& Ranges

Person-

sievert/TWh

2010 mh/

kWh

Plant construction/decommissioning NA NA

CO2, SO2, NOx, particles NA NA

Noise, smell, visual impact NA NA

Radioactivity (according to distance):

1. Fuel extraction and refinement, local, 0.1 L 0.03 M,l,n

regional, 0.2 L 0.04 M,r

global 0 L 0 M,g

2. Normal power plant operation, local, 0.4 M 0.1 M,l,m

regional, 0.02 M 0 M,r

global 1.9 M 0.4 M,g,d

3. Power plant accidents (cf. Table 7.6), local, 2 H 1.0 H,l,m

regional, 3 H 1.3 H,r,m

global 4 H 1.5 H,g,d

4. Reprocessing and waste handling, local, ,0.01 H 0 H,l,d

regional, 0.2 H 0.04 H,r,d

global 10.2 H 1.9 H,g,d

Social Impacts

Occupational injuries 0 NQ

Occupational radioactivity

1. Fuel extraction and refinement Included above L 0 M

2. Construction and decommissioning .0.01 M 0 M

3. Transport 0 L 0 L

4. Normal power plant operation 0 M 0 M

5. Power plant accidents 0 M 0 H,l,n

6. Reprocessing and waste handling 0 H 0 H

Accident handling (evacuation, food ban, clean-up,

backup power, cf. Table 7.6)

4.5 H,r,m

Indirect accident impacts (expert time, loss of

confidence, popular concern, cf. Table 7.6)

1.4 H,g,m

Economic Impacts

Direct costs 50�90 L

Resource use Not sustainable

without

breeders

NQ

Labor requirements Low NQ

Import fraction (for France) Low NQ

Benefits from power (consumer price) 100�300 L

Other Impacts

Supply security Medium NQ

Robustness (technical, planning, assessment) Important NQ

Global issues (proliferation and weapons) Very important NQ

Decentralization and choice Not possible NQ

Institutions building (safety and control) Fairly high NQ

TABLE 7.7 Impacts of French nuclear fuel cycle, based on European Commission (1995e), Tables 7.4,

7.6, and Sørensen, 1996a, updated to 2010 prices (102 3 h/kWh)

NA5not analyzed, NQ5not quantified. Values are aggregated and rounded (to zero if below 0.0005 h/kWh).
(L,M,H): low, medium, and high uncertainty. (l,r,g): local, regional, and global impact. (n,m,d): near, medium, and distant time
frame.
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stated in connection with Table 7.3. The largest normal-operation impacts are from

the reprocessing step. The magnitude is based on estimates made by the operator of

the plant at La Hague, COGEMA. However, their appraisal has recently been chal-

lenged as constituting a gross underestimate, compared with values derived from

actual samples obtained at sea near the plant (Butler, 1997). As regards the deposition

of high-level waste, no quantitative estimate was made of incidents that may occur

over the required long deposition periods. Also, the impacts of proliferation of nuclear

materials and know-how have not been quantified.

The use of historical data (like those for Chernobyl) for the nuclear-accident analy-

sis may be criticized for not taking into account technological progress that may have

occurred later (cf. the discussion above on average and state-of-the-art technology).

Recent disclosure of a possible earthquake occurring at a critical time of the

Chernobyl accident sequence (DR, 1997) casts doubt on the causes of the accident, but

the reactor design peculiarities certainly contributed to the temporal distribution and

high temperatures of radioactivity releases (Sørensen, 1987). The 2011 Fukushima

accident, largely caused by incorrect information to the plant staff about procedures

during loss of site power, combined with very poor design of the emergency cooling

facilities by the reactor manufacturer, and of course incorrect estimation of the earth-

quake risk by the licencing authorities, shows that so-called “state-of-the-art” reactors

are not necessarily safer than older designs (cf. Elliott, 2013). For some of the few

countries where nuclear power plants are currently built, there are further questions of

the standards of operational safety (e.g., due to absence of provisions for informing the

population and preparations for conduct during accidents, with associated drills, have

not been carried out in many of the relevant countries).

7.3.3.8 Renewable energy chains

Wind power
Life-cycle analysis was first done for wind turbines of unit size around 500 kW

installed in Denmark and subsequently followed up for larger turbines and wind

parks. The turbine units typically feature three-bladed fiberglass rotors mounted on

steel-tube or concrete towers, transmitting power via a gearbox or power condi-

tioner to a generator attached to utility grid lines via an electronic converter and

control box. Several of the impacts depend on the natural, social, and human set-

tings. This should be considered when transferring data between settings.

Wind energy systems are placed onshore or offshore and the variations in output

(due to changes in prevailing winds) may not be a problem, if the turbines feed a large

grid with international transmission options. Alternatively, operation in combination

with reservoir-based hydro energy provides a natural way to deal with intermittency

(Sørensen, 1981; Meibom et al., 1997), and if such facilities are not available, dedi-

cated storage, say after converting excess electric power into hydrogen, may take place

in underground cavities in salt formations or in aquifer bends (Sørensen, 2015a).

Life-cycle impacts of wind energy systems are generally very small in compar-

ison with fuel-based systems, as the example given in Table 7.8 shows. There are

also benefits that have not been valuated in the study behind Table 7.8, such as
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Environmental Impacts Impact Type: Uncertainty Monetized

Value

Uncertainty &

Ranges

Emissions

(g/kWh)

2010 mh/

kWh

Releases from fossil energy currently used:

1. Turbine manufacture (6.6 GJ/kW rated)

CO2 (leading to greenhouse effect) 12.1 L 1.6 1.1�2.5

SO2 (leading to acid rain and aerosols) 0.05 L ,0.1 H,r,n

NOx (possibly aerosols and health

impacts)

0.04 L � 0 H,r,n

Particulates (lung diseases) 0.002 L ,0.1 H,r,n

2. Operation (2.2 GJ/kW over 20 year

lifetime)

CO2 (leading to greenhouse effect) 3.8 L 0.9 0.6�1.2

SO2 (leading to acid rain and aerosols) 0.01 L 0

NOx (possibly aerosols and health

impacts)

0.02 L 0

Particulates (lung diseases) 0 L 0

Other:

Gearbox noise increase at about 1 km

distance

,1 dB(A) H,l,n

Noise from wind-blade interaction ,3 dB(A) ,0.1 total

Land use 10 m2/kW NQ

Visual intrusion +/2 like church

towers, etc.

NQ

Social Impacts

Occupational injuries (manufacture,

materials):

1. Turbine manufacture, death 0.03/Twh L 0 L,l,n

Major injury 0.9/TWh L 0.1 L,l,n

Minor injury 5.0/TWh M 0 M,l,n

2. Operation (same categories combined) 0 M,l,n

Economic Impacts

Direct costs (power & delivery) 40�70

Resource use (energy payback time given) 1.0 y L NQ

Labor requirements (manufacture) 9 person y/MW L NQ

Import fraction (in case of Denmark) 0.28 L NQ

Benefits from power sold (without influence

from intermittency)

100�300

Other Impacts

Supply security (variability in wind is high,

entry based on plant availability)

High NQ

Robustness (up-front investment, entry

based on technical reliability)

High NQ

Global issues (non-exploiting policy) Compatible NQ

Decentralization & choice (less with large

size)

Good NQ

Institution building (grid required) Modest NQ

TABLE 7.8 Impacts from traditional land-based wind power plant, derived from Danish data (Kuemmel

et al., 1997; Table 7.4) and updated to 102 3 2010-h per kWh

NA5not analyzed, NQ5not quantified. Values are aggregated and rounded (to zero if below 0.0005 h/kWh).
(L,M,H): low, medium, and high uncertainty. (l,r,g): local, regional, and global impact. (n,m,d): near, medium, and distant time frame.
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the benefit of decentralization and local participating in decision-making.

However, some of these advantages have faded as the construction of wind supply

systems has increasingly been left to commercial power utility companies, in con-

trast to earlier schemes of local guild ownership or financing by public shares

(Aastrand et al., 1996).

Photovoltaic power
Even more than for wind power, an LCA for the PV power system is dominated by

the manufacturing process. The manufacture of mono-crystalline silicon panels

involves the main steps depicted in Fig. 7.27, whereas, for multi-crystalline cells, the

ingot growth can be replaced by casting and cutting steps can be avoided. For amor-

phous silicon panels, the wafer formation, cutting, and surface doping steps are

replaced by direct vapor deposition of doped gases onto a substrate. Different types of

solar panels may further differ with respect to use of substrates, glass cover material,

Metallurgic grade Si manufacture

Trichlorosilane production and
semiconductor grade Si deposition

Monocrystalline ingot growth

Cell manufacture
(junctions, contacts, coatings)

Module manufacture and testing

Array construction, site mounting
with inverters and connections

Decommissioning and recycling

Wafer slicing

Extraction of quartz

Testing and operation

Figure 7.27 Main steps in LCA chain for monocrystalline silicon photovoltaic cells

(Sørensen, 1995c).
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and/or films. Panels with recovery of heat have further heat collecting channels, either

below the solar cells (fluid transport) or above them (gaseous transport). Cells design

may include surface textures and elaborate grooving patterns for conductors, and mod-

ules may incorporate reflectors and, in some cases, bypass diodes and even inverters

(which otherwise would be system components). Finally, mounting of panels in arrays

may involve dedicated support structures or may be building integrated.

The system side may require additional power conditioning or transformer

equipment as well as battery or other storage plus back-up devices in the case of

stand-alone systems. Decommissioning and dismantling of the solar equipment is

expected to focus on recycling and re-use patterns.

The basic raw material for silicon cells is silicon dioxide (sand, quartzite), which

is reduced to metallurgical-grade silicon in arc furnaces. Both mining and reduction

may produce dust (and hence risk of silicoses; Boeniger and Briggs, 1980). Current

fabrication of dedicated solar-grade material is both much less expensive and less

offensive compared to manufacture of microelectronics grade silicon. Vacuum

growth of crystalline material may involve dispersal of oily aerosols that have to be

controlled by wet scrubbers and electrostatic filters (CECSMUD, 1982). Doping of

p-type material may involve boron trichloride, which reacts with water vapor to

form acids easily absorbed through the skin, or diborane, which is a strong irritant

and flammable as well. The n-type doping at the top layer of a crystalline cell uses

phosphorus diffusion of POCl3 or P2O5 in sealed environments, whereas the n-type

doping of amorphous cells may involve phosphine (PH3), a highly toxic substance

widely used in the semiconductor industry (Watt, 1993). Grinding and cleaning of

wafers produce silicon-containing slurry with remains of the detergents used. An

alternative is ribbon-growth, which avoids these problems (CECSMUD, 1982).

Amorphous cell manufacture also involves a number of cleaning agents. Etching of

surface textures may employ a variety of techniques, selected on the basis of con-

cern for recycling of chemicals and reduction of the use of toxic substances (Watt,

1993). Workers have to wear protective clothing, and high levels of ventilation are

required. Drying uses liquid nitrogen and may be fairly energy intensive. If solder-

ing is used in module assembly, fumes should be controlled. The tendency is for

increasing use of robots in the manufacturing process, which leads to reductions in

health impacts for remaining workers. Cells based on cadmium telluride and gal-

lium arsenide involve different types of potential impacts (Moskowitz et al., 1995),

which could lead to very high life-cycle impacts (Alsema and Engelenburg, 1992).

These cells are based on expensive materials, the natural abundance of which is

much smaller than that of silicon, and therefore total recycling is required. A large

fraction of the calculated impacts is involved with releases of toxic materials in

fires involving solar panels.

There are few impacts during the operation of photovoltaic installations. Land

use may be an issue for central plants, but not for building-integrated systems.

Albedo changes caused by the presence of the panels are not significantly different

from those of alternative roof surfaces, in the case of roof-integrated cells, but could

have climatic impacts in case of large, centralized solar plants located in desert

areas, for example. Reflections from panels located in cities could be annoying, and
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consideration of visual impacts will generally require careful architectural integra-

tion of panels. In some areas, cleaning of solar panel surfaces for dust may be

required, and electronic control equipment, such as inverters, may cause radiofre-

quency disturbances if they are not properly shielded. As mentioned for non-silicon

cells, the behavior of panels during fires is an important consideration. Recycling of

solar cell equipment has also been mentioned as a requirement (Sørensen, 1993b).

For a multicrystalline silicon-based photovoltaic system integrated into a build-

ing, the LCA impact evaluation presented in Tables 7.9a and 7.9b shows modest

negative impacts, most of which occur during the manufacturing phase, and sub-

stantial positive impacts on the local and global society (Sørensen and Watt, 1993;

Yamada et al., 1995; Sørensen, 1994, 1995c, 1997a, 2015b). The impacts during

manufacturing at present largely result from the use of fossil fuels for mining, man-

ufacture, and transport, according to the marginal approach taken in the references

used. When renewable energy is increasing its share, particularly in electricity

supply, these impacts will disappear (Fig. 7.28).

The different spans of economic benefits from the power sold, exhibited in

Tables 7.5�7.11, to some extent reflect the differences in load-following capability

of the three different types of plants. For a variable resource, such as solar energy,

there may be additional costs if the penetration becomes so large that additional

equipment, such as stores, would have to be introduced to deal with the fluctuating

Environmental Impacts

(m-Si Based Rooftop Systems)

Impact Type:

Emissions (g/kWh)

Uncertainty

Releases from fossil energy in all steps of cycle: For year 2015:

CO2 19 L,g,m

SO2 and NOx 0.08 L,r,n

Special substances (chlorosilanes, metal particles, etc.) NQ

Land use (for building-integrated system) 0

Social Impacts Accidents

Occupational injuries: (1029 cases/kWh)

1. Silicon provision and cell manufacture B1

2. Panel assembling, mounting and installing ,1

3. Operation B0

4. Decommissioning ,1

Economic Impacts Miscellaneous

Energy payback time 1.5 (y)

Labor requirements 12 (man-y/MW)

Other Impacts

Supply security (plant availability) High

Robustness (technical reliability) High

Global issues (non-exploiting) Compatible

Decentralization and choice Good

Institution building (other than required grid) Modest

TABLE 7.9A Life-cycle physical impacts from building-integrated m-Si solar PV systems (Sørensen,

2015b)

NA: not applicable; NQ: not quantified.
L, M, H: low, medium, or high uncertainty; l, r, g: local, regional, or global impact; n, m, d: near, medium, or distant time frame.
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power production. Tables 7.12 and 7.13 show an attempt to make an LCA of an

underground hydrogen store serving to deal with excess power from wind or solar

plants by regenerating electricity, using fuel cells or gas turbines.

Biogas plants
As described in Chapter 4, biogas can be produced from several biomass resources,

such as manure, plant residues, or household waste. Table 7.10 shows a typical

composition of waste in Denmark. The biogas plant at Ribe in Denmark is a typical

example of current biogas technology that accepts such waste. It annually converts

about 110 million kg of manure and 30 million kg of other organic waste into

100 TJ of biogas. This is at the lower end of conversion efficiencies for the ten

large biogas plants operated in Denmark, ranging in energy terms from 30% to

60%, depending on feedstock (Danish Energy Agency, 1996; Nielsen and Holm-

Nielsen, 1996). A future average conversion efficiency of 50% can be expected.

Biogas consists of methane (CH4) plus varying amounts of carbon dioxide

(CO2). Methane in particular has a high greenhouse-warming potential (GWP), so

Environmental Impacts

(m-Si Based Rooftop Systems)

Monetized Valuec

2010 mh/kWh

Uncertainty &

Ranges

Releases from fossil energy in all steps of cycle: For year 2015:

Greenhouse effect from fossil emissionsa 1.9 H,r,n

Land use (for building-integrated system) 0 H,r,n

Visual intrusion (annoyance from reflections, etc.) NQ L,l,n

Social Impacts

Mortality and morbidity from fossil burning air pollutionb0.125 H,r,n

Special substances (chlorosilanes, metal particles, etc.) NQ

Occupational injuries:

1. Silicon provision and cell manufacture 0.1 M,l,n

2. Panel assembling, mounting and installing ,0.1 L,l,n

3. Operation 0 L,l,n

4. Decommissioning ,0.1 L,l,n

Economic Impacts

Direct costs (southern Europe or USA) 100�200 M

Energy payback time NA

Labor requirements NQ

Benefits from power sold (ignoring intermittency cost) 100�300

Evaluation of Other Impacts

Supply security (plant availability) NQ

Robustness (technical reliability) NQ

Global issues (non-exploiting) NQ

Decentralization and choice NQ

Institution building (other than required grid) NQ

TABLE 7.9B Monetized assessment of impacts from m-Si building-integrated solar PV systems

(Sørensen, 2015b)

NA: not applicable; NQ: not quantified.
L, M, H: low, medium, or high uncertainty; l, r, g: local, regional, or global impact; n, m, d: near, medium, or distant time frame.
aGlobal warming effects over 100 years, as estimated in Sørensen (2011a) using the 2.6 Mh EU valuation of a life lost.
bMortality as for warming-related deaths, morbidity using the 65 kh EU valuation for a disability-adjusted life shortening of a year
(DALY).
cBy 2010, one h was approximately 1.36 US$.
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that leakages during production and transport, e.g., via pipelines or in containers,

have to be avoided or kept at a low value. Feedstock for the Ribe biogas plant is

mainly slurry from farms that is transported by road to the plant, but there is a small

solid component.

Figure 7.28 Development in LCA greenhouse gas emissions from multicrystalline-Si solar

cell production and use, projected by Kuemmel et al. (1997). So far the actual development

have followed the projection (Sørensen, 2015b).

Substance Weight Percent Range

Carbon 25 15�35

Oxygen 18 12�24

Hydrogen 3 2�5

Nitrogen 0.6 0.2�1.0

Sulfur 0.003 0.002�0.6

Chlorine 0.7 0.5�1.0

Water 20 15�35

Ash 25 15�40

Lower heating value, municipal solid waste 8.8 GJ/t 8.4�9.2 GJ/t

Lower heating value, industrial waste 13.7 GJ/t 8.7�19.0 GJ/t

TABLE 7.10 Elementary analysis and energy content of Danish waste (with use of Krüger Engineers,

1989)
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Table 7.11 gives some LCA-relevant technical data for the Ribe plant. One issue

of concern is the presence of small amounts of hydrogen sulfide (H2S), which could

contribute to acid-rain formation. At one Danish biogas plant (at Fangel), a cleaning

process aimed at reducing the H2S content to between 700 and 1500 ppm has been

tested (Danish Energy Agency, 1995). This is equivalent to a weight percentage of

0.09 to 0.2, the upper value being equal to the one assumed in Table 7.11. More

stringent sulfur-emission limits are likely to be implemented if biogas production

reaches an important penetration in future energy systems.

Parameter Value Remarks

Technical Data

Specific investment 2750 1995-US$/kW 45.3 M 1995-DKr total
O&M 9.6% p.a. 4.6 M 1995-DKr annually
Net capacity 2.7 MW 10 000 m3 per day
Annual load 8700 h
Lifetime 20 y
Lifetime generation 469.8 GWh
Overall net efficiency Around 35 % 30%�60%, depending on

feedstock

Input and Composition
Biomass 410 t d21 60% cow manure, 20% pig slurry

Biomass Transport
Average total 32 km
Average animal slurry 22 km
Biogas composition
CH4 64.8%
CO2 35%
Rest (H2, N2, H2S) taken as H2S 0.2% Using GEMIS generic database
Combustion value (MJ m23) 23.4

Material Demands Energy used for manufacture
Steel 5 t 22.2 GJ/t
Concrete 10 t 4.6 GJ/t

Transport of Materials
Steel by truck 150 km For construction
Steel by railway 50 km For construction
Concrete by truck 50 km For construction
Process demands per MJ biogas
Process heat 0.12
Electricity 0.01
Emissions per MJ biogas
CH4 from storage at plant 0.4 g
CH4 avoided at farm tanks 1.6 g Impacts to be subtracted

Miscellaneous
Area demand 1 ha Estimated

TABLE 7.11 Technical data for the Ribe biogas plant, with auxiliary estimates (Danish Energy Agency,

1995; Nielsen and Holm-Nielsen, 1996; European Commission, 1995c; Õko-Institute, 1993).
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Other important emissions are emissions of methane liberated from the slurry tanks

before or during slurry collection and emissions while the slurry is being other impor-

tant emissions are emissions of methane liberated from the slurry tanks before or dur-

ing slurry collection and emissions while the slurry is being transported to the biogas

plant. It is estimated that collecting the slurry and using it in a biogas plant will have

lower methane emission levels than the emission levels from current practice, where

the manure is stored for several months before being spread onto fields.

Nielsen and Holm-Nielsen (1996) calculate the reduction for the Ribe plant to be 160 t

Environmental Impacts Impact

Type:

Uncertainty Monetized

Value

Uncertainty

& Ranges

Emissions

(g/kWh)

2010-

mh/kWh

From fossil energy currently used in plant

construction and operation:

CO2 equiv. (leading to greenhouse effect)

Plant and truck construction: 23 L 0.8 0.5�1.1

Transportation of feedstock/residues 90 L 3.1 2.0�4.2

Methane leaks (incurred minus avoided) 2285a M 29.8 26 to 213

SO2 (leading to acid rain and aerosols) 0.25 L 0.08 H,r,n

NOx (possibly aerosols and health impacts) 0.36 L 0.15 H,r,n

Particulates (lung diseases) 0.03 L 0.01 H,r,n

Land use NQ

Social Impacts

Occupational health damage Cases per TWh:

(manuf. & operation): Death 1.7 L 0.59 L,l,n

Major injury 2.2 L 0.02 L,l,n

Minor injury 0.7 M 0.01 M,l,n

Reduced span of life 6.0 M 2.10 M,l,n

Economic Impacts

Direct costs 5�22

Resource use (energy pay-back time given) 2.1 y L NQ

Labor requirements (manufacture) 17 person y/MW L NQ

Import fraction (for Denmark) 0.1 L NQ

Benefits from energy sold 4�12

Other Impacts

Supply security (variability in wind is high,

entry based on plant availability)

High NQ

Robustness (up-front investment binds,

entry based on technical reliability)

High NQ

Global issues (non-exploiting) Compatible NQ

Decentralization & choice (less with large size) Good NQ

Institution building (collection management) Modest NQ

TABLE 7.12 Impacts from large biogas plant at Ribe, Denmark (per kWh of biogas) (Kuemmel et al.,

1997, Table 7.4) and updated to 102 3 2010-h per kWh

NA5not analyzed, NQ5not quantified. Values are aggregated and rounded (to zero if below 0.0005 h/kWh).
(L,M,H): low, medium and high uncertainty. (l,r,g): local, regional and global impact. (n,m,d): near, medium and distant time frame.
aThe negative impact is due to a reduction of impacts outside the energy sector that would not otherwise be counted (see text).
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Environmental Impacts Impact Type: Uncertainty &

Ranges
Construction Phase (Salt Dome or Aquifer) Emissions

g/rated MJb

Salt dome excavation by flushing:
CO2 emissions from energy use, natural gas or renewable ,0.2 L,g,m

Water usage Modest L,r,n
Land use Modest L,l,n
Waste (brine, may be used for salt production) Low L,r,n
Alternative: Aquifer, accessed by drilling:

CO2 emissions from natural gas or renewable energy use ,0.1 L,g,m
Land use Modest L,l,n

Electrolyzer (high temperature SOEC) and surface plant
Energy used in manufacturing, fossil or renewablea 0.015 MJ/rated

MJb
L,g,m

Steela 0.015 L,r,n
Nickel oxidea 0.004 L,r,n
Zirkoniaa 0.003 L,r,n
Lanthanuna 0.001 L,r,n
Solvent useda 0.035 L,l,n

Water use (Patyk et al., 2013) Modest L,r,n
Land use (Patyk et al., 2013) Modest L,l,n
Operational phase:

In addition to energy counted under PV system Small L,l,n

Social Impacts Accidents
Occupational injuries (based on similar industries): (1029 cases/rated

MJ)
1. Excavation ,1
2. Electrolyzer and other equipment ,1
3. Operation B0
4. Decommissioning ,1

Economic Impacts Miscellaneous
Energy payback time Small (y)
Labor requirements NA

Other Impacts
Supply security (plant availability) High
Robustness (technical reliability) High
Global issues (non-exploiting) Compatible
Decentralization and choice Modest
Institution building (other than required grid) Modest

TABLE 7.13 Life-cycle physical impacts from geological seasonal hydrogen store, using high-

temperature electrolyzers to convert solar power into hydrogen and back (Sørensen, 2015b)

Assumed CO2 emission from natural gas burning: 115 g/MJ.
NA: not applicable; NQ: not quantified.
L, M, H: low, medium, or high uncertainty; l, r, g: local, regional, or global impact; n, m, d: near, medium, or
distant time frame.
aBased on Patyk et al. (2013) and assuming an electrolyzer life of 10 000 hours of operation.
bRated MJ refer to the capacity of the store, not the production of the electrolyzer.
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of CH4 per year, minus 40 t due to leakage from storage at the biogas plant. The

greenhouse-warming potential of these amounts of methane should be credited to the

biogas energy system, because the agricultural sector life-cycle impacts are not part of

the investigation and thus any change must be included as an indirect cost or benefit to

the energy sector. The total methane emissions from Danish livestock in 1990 were

about 160 million kg (from 11.7 million animals, mainly cattle and pigs). This amount

is the contribution from enteric fermentation. A similar amount, 125 million kg, is

emitted from manure (Fenhann and Kilde, 1994).

Emissions from manure spread on the soil are fairly low, and for the biogas plant

residues returned to the fields, nearly zero. Some Danish biogas plants are currently

accepting household refuse and waste from food industries. General use of indus-

trial biomass waste should only be permitted if there are no significant residues of

heavy metals in the slurry.

The biogas chain impacts shown in Table 7.12 are estimated on the basis of

emissions and energy production given above. The methane emissions from bovine

metabolism are not included, as they are considered to be the same as would occur

without the diversion of manure to the biogas plants. The avoided methane emis-

sions from farm storage of manure are seen to be the dominating contribution to the

LCA costs. It varies from installation to installation and has to be assessed for the

actual conditions. Other LCA estimates for biofuel chains may be found in

Kaltschmitt et al. (1996), Sørensen (2012), and with use of renewable energy-based

hydrogen for vehicles in Njakou et al. (2006), and, with general LCA of road traf-

fic, in Sørensen (2004a,b, 2006, 2011).

7.3.3.9 LCA of energy systems including storage and transmission
facilities

To make an LCA analysis of an entire energy system, one proceeds by using LCA’s

of each component and then adds the impacts and their valuations. Consistent treat-

ment of imports and exports must be dealt with (see section 7.3.1), as must any syn-

ergies, positive or negative, between the individual ingredients of the energy system.

Tables 7.13 and 7.14 show the result of a partial LCA for a hydrogen storage

system formed in a cavity obtained by flushing a part of a salt dome extrusion (a

geological feature found in several countries, particularly at mid- to high-latitudes),

exemplifying one of the ingredients that may have to be considered in addition to

the basic renewable energy conversion equipment. The outcome is that the external-

ities identified for such energy stores are very small.

The reason for basing life-cycle assessments of future energy systems on scenar-

ios is explained in section 6.1.1. Figure 7.29 illustrates the advantage over a mar-

ginal approach in a case where the total system cost initially goes up and has to

cross a barrier before reaching the lower minimum, once the old system and its

LCA externalities are gone. The introduction of renewable energy systems often

exhibits this kind of behavior.
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Environmental Impacts From Plant Construction

(Cavern, Electrolyzer, etc.) and Materials Used

Unit Impact Uncertainty

& Ranges

Greenhouse effects from fossil emissions (Table 7.12)a kg CO2-eq./MJ H2 0.0006 (0) L,r,n

Monetized greenhouse effects from fossil emissionsb mh/MJ H2 0.00006 (0) H,g,m

Ozone depletiona kg CFC-11-eq./MJ

H2

0.000000001 L,r,n

Acidificationa kg SO2-eq./MJ H2 0.000003 L,r,n

Eutrophicationa kg NOx-eq./MJ H2 0.000001 L,r,n

Photosmoga kg C2H4-eq./MJ H2 0.000002 L,r,n

Water consumptiona m3/MJ H2 0.00012 L,r,n

Land usea m2/MJ H2 0.000013 L,r,n

Visual intrusion NQ L,l,n

Social Impacts

Mortality/morbidity caused by air pollutionc mh/MJ H2 0.000003 (0) H,r,n

Special toxic substances with human impactsa kg C6H4Cl12-eq./MJ

H2

0.0008 M,r,m

Occupational injuries Small L,l,n

Economic impacts $/kg H2 produced See text

TABLE 7.14 Life-cycle environmental and social damage from geological seasonal hydrogen store, using

high-temperature electrolyzers to convert power into hydrogen and back (Sørensen, 2015b)

NA: not applicable; NQ: not quantified.
L, M, H: low, medium, or high uncertainty; l, r, g: local, regional, or global impact; n, m, d: near, medium, or distant time frame.
aPlant contribution from Patyk et al. (2013), who give impacts per kg of hydrogen produced without disclosing plant life, and from
Table 3. The value in parentheses is for the case where renewable energy is used for producing materials and for installation.
bGlobal warming effects over 100 years, as estimated in Sørensen (2011a) using the 2.6 Mh EU valuation of a life lost.
cMortality as for warming-related deaths, morbidity using the 65 kh EU valuation for a disability-adjusted life shortening of a year
(DALY).

Marginal appraisal

Actual cost

Co
st

Scenario
appraisal

Present
system

Alterna�ve
system

Time

Figure 7.29 Schematic illustration of the difference between marginal appraisal methods and

the scenario method, in describing a transition between two local cost minima separated by a

cost barrier. The cost may or may not comprise LCA externalities.

Based upon Kuemmel et al. (1997).
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8Integrated approaches

In preceding chapters, this book gives the background for renewable energy sources

and describes their occurrence, devices for using them, and the role of renewable

energy in current and future energy systems, depending on social values and the

economic rules used to judge the viability of competing solutions. This concluding

chapter discusses the status of renewable energy development in the context of cur-

rent political focus, and generally gives the author’s personal evaluation of further

development requirements, technically as well as institutionally.

8.1 Greenhouse warming mitigation

Climate impacts caused by human enterprise in general and human energy systems

in particular are touched upon in several of the preceding chapters. The excess

greenhouse warming caused by anthropogenic emissions related to fossil-fuel use

has finally started to get political attention, after 50 years of scientific warnings (cf.

sections 2.3 and 7.3). It was hoped that political intervention would be forthcoming

before the damage became excessive, as in the case of ozone depletion by CFC-

related gases, but this has not happened (presumably because energy provision has

a much more influential role in society than spray-cans did, spanning from powerful

financial interests to corporate enterprises of the energy industry). Depending on

one’s political outlook, one may attribute the delay to politicians’ being marionettes

in the hands of influential business interests or to politicians’ not daring to make

significant changes in a sector of the economy that has decisive importance for the

well-being of nations and their inhabitants.

8.1.1 Proposed fossil-fuel phase-out route

Recognizing that some countries refuse to set targets for limiting greenhouse gas

emissions, and many other countries embrace this resistance by stating that they

will not make reductions unless everyone follows suit, international climate nego-

tiations are currently at an impasse, despite the minimal aims expressed at a recent

COP21 Paris summit (finalized December 2015 with 180 country signatures; by

May 2016, 22 of the required 55 countries had ratified the treaty; UN 2016; the

United States and China in September agreed to ratify the agreement). However,

there are no binding commitments for the 2�C warming limit and no implementa-

tion plan. Some years ago, I proposed a different approach that may be more

appealing: to introduce a scheme based on automatically calculated reductions on a

per capita basis. This would not require negotiated targets for each country or

Renewable Energy. DOI: http://dx.doi.org/10.1016/B978-0-12-804567-1.00008-6
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region and would not hinder the several populous countries that are embarking, or

hope to embark, on a rapid route to industrialization, without compromising on

reaching the stabilization goal before the end of the 21st century (Sørensen, 2008a).

(The advantages of a per capita approach have been aired in connection with previ-

ous climate summits, but no political action has been pursued.) The approach is to

calculate emission pathways for given levels of temperature stabilization by use of

a simple model that is consistent with the circulation models and data sets surveyed

by the Intergovernmental Panel on Climate Change. The allowable emissions would

be detailed on a regional level and on individual country level.

The alternative to the per capita approach is individually decided, country-by-

country CO2-emission targets, such as those recently suggested by the EU, which

are bound to create problems, as concerns agreement, extendibility to the rest of the

world, and probability of actually being carried through. Individual targets are

based on factors like current economic situation and growth, and, to some extent,

current use of renewable or nuclear energy. When noncompliance becomes evident,

offenders will most likely offer excuses like “our economic growth was higher (or

lower) than assumed in setting the targets” or “our targets were set too high in com-

parison with those of Romania.”

In contrast, the approach I propose is both simple and easy to understand, and

therefore has a chance of working in the real world. It consists of introducing

a common ceiling on per capita greenhouse gas emissions, along with optimal

pathways allowing each country to reach the ceiling before a specified date. First,

I select a model that allows calculation of the implications of various policies, with

sufficient accuracy but without the long computing time of the general circulation

models described in section 2.3.

The climate models reviewed by IPCC try to establish a connection between sta-

bilization of the global temperature average (and other climate impacts) at a given

level, the corresponding equilibrium concentration of greenhouse gases in the atmo-

sphere, and allowable CO2 emissions and other climate-altering human activities

that policies have to ensure in order to reach stabilization at the desired level. The

general circulation models used in climate science proceed from given emissions to

calculated atmospheric concentrations, from which temperature changes are deter-

mined. Thus, one would have to look at many calculations with specific emission

assumptions in order to find those for which the average temperature reaches say

1.5�C above the year-2000 average temperature level (which translates to some

2.1�C above the pre-industrial level). They would require a stable 450 ppm level of

CO2 in the atmosphere (� 500 ppm if other greenhouse gases are included), with

the uncertainty induced mainly by model accuracy but also by the different resi-

dence time of different greenhouse gases and the changes in cooling associated

with particulate emissions from industry or from volcanoes. It follows that anthro-

pogenic emissions of greenhouse gases would have to be radically reduced (IPCC,

2007a�c). The reverse calculation from a given temperature stabilization to the

implied allowable emissions profiles (emissions as function of time) is not unique

but requires additional assumptions, such as mitigation costs and technology readi-

ness, in order to allow the determination of an optimal path to stabilization.
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Figure 8.1 shows global average stabilization routes calculated in terms of CO2

emission profiles of various policies for reaching a stable situation before year 2100,

with average surface temperature increases in the range of 1.0�C to 2.5�C. These
temperature rises are relative to year 2000, and the model assumes similar reduction

in other greenhouse gases. The emissions in Fig. 8.1 are shown per capita, i.e., global

emissions divided by global population for a given year. The historic data are those

used by the IPCC, and the 21st-century values are calculated using the simple model

called the Java Climate Model (Matthews, 2008). The model very well reproduces

the results of earlier IPCC assessments and the results given in Fig. 8.1 are consistent

with the simulations presented in Chapter 3 of IPCC (2007b). Detailed comparison

with this or more recent IPCC reports is not possible because the IPCC reports only

gives ranges of results for a selection of literature emission scenarios, whereas the

present calculation determines the emissions leading to a particular level of warming

dynamically by iterating the approach to stabilization.

The calculation uses a population development reaching 1010 by the end of the

21st century, as in the “B2” scenario from IPCC (2007b). The calculation behind

Fig. 8.1 further assumes that per capita emissions converge toward a common value

and reach it at, or shortly after, year 2100. The emission pathway to be followed by

different regions of the world is depicted in Fig. 8.2, for the 1.5�C warming case of

Fig. 8.1. The same pathway, presented on an individual country level year-by-year,

can be downloaded from the Elsevier journal website in the Reference list in con-

nection with Sørensen (2008a). The input data for the calculation take into account

the varying ability of different economies to mitigate greenhouse gas emissions,
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and mitigation therefore starts a little earlier in the most technologically advanced

regions.

The stabilization corresponding to the 1.5�C case of Fig. 8.1 can thus be achieved

by imposing the increasingly strict (as a function of time) per capita emission limits,

as shown in Fig. 8.2 for each region of the world or for each country. The limits start

at the current level of emissions and converge to the common goal value by the end
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of the 21st century. Legislation can be introduced in each country to impose the

diminishing ceiling either individually or collectively. The time-integrated emissions

on a regional basis are given in Table 8.1, but it would be wise to monitor compli-

ance by requiring the sliding targets to be met by the end of each decade. If noncom-

pliance is detected, a penalty (such as a trade embargo) could be implemented,

provided that a penalty system has been agreed upon. The concurrent reduction of

non-CO2 greenhouse gas emissions is shown in Fig. 8.3, for the 1.5�C case.

Clearly, not only emissions from national activities (raw materials extraction,

production, transport, and consumption) should be considered, but also emissions

from international air and ship traffic. To include these emissions in the national

emission budget of each country, which also includes the corresponding transport

activity in its activity measure (such as GNP), is a straightforward extension of the

current method of accounting in the international climate negotiations. It would

substantially increase emission counts for countries with large shipping industries,

such as Denmark, but would similarly show up as economic activity in GNP

accounting. There are at least two other ways of allocating emissions: 1) to ascribe

emissions to the financial owners of each activity, or 2) to ascribe the emissions to

Stabilization by 2100 at 1.5�C
Above 2000 Level

Accumulated Emission

Allowance 2000�2100

(Gt CO2)

Years to Zero CO2

Allowance at Constant

2007 Emissions

United States 255 42

Canada, Australia, New Zealand 44 30

Japan 65 49

Western Europe 179 50

Eastern Europe Ba 34 49

Russia, Ukraine, Belarus 78 39

Middle East 161 79

China 250 64

Other Asia 155 76

India 183 144

Latin America 86 41

Africa 213 115

International ship and air transportation 80 95

World 1783 61

TABLE 8.1 Total allowable emissions for the entire 21st century and the number of years that the

allowed CO2 emission of each region could continue at constant 2007 level, provided that it is reduced to

zero after that time span (Sørensen, 2008a)
aFor countries included in “Eastern Europe B” see Matthews (2008).
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those using or benefiting from the product or service causing the emissions (along

its life cycle). Providing data for these alternative accounting principles is more dif-

ficult than for the method currently in use, but not impossible, given the wealth of

statistical data available (for option 1, emissions from enterprises would be distrib-

uted on shareholders according to country affiliation, while for 2, the emissions

from production and transport would be distributed on the final consumers accord-

ing to country or residence, as derived from trade statistics). Method 2 would

increase emission allocations to countries outsourcing energy-intensive production

to other parts of the world, and would decrease emissions for developing countries

carrying out such energy-intensive production but exporting most of the products.

The calculations presented here all use conventional accounting by country of per-

formed activity.

8.1.1.1 Possible objections to the per capita approach

Looking at the historical part of the per capita emissions in Fig. 8.1, one notes that

per capita emissions rose remarkably little during the 20th century, obviously due

to the explosive growth of the world’s population and massive poverty in many

parts of the world, with the associated smallness of per capita emissions. Population

increase is a main reason for the lack of success in creating economic welfare for

all the inhabitants of the world, and economic disparity has increased rather than

decreased. Could rich countries use population growth to obtain a green light for

Per capita CO2 emissions leading to 1.5 deg C global warming relative to year 2000
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Figure 8.3 Per capita total emissions, expressed as CO2-equivalents, for the model

calculation leading to global warming stabilizing at 1.5�C above the year-2000 average

temperature. For comparison, the CO2 emissions alone, used in Figs. 8.1 and 8.2, are also

shown (Sørensen, 2008a).
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continued high greenhouse gas emissions? The answer is that this does not seem to

be possible even when the regional per capita emissions are used to regulate future

emissions, as assumed in Fig. 8.2. Australia and countries in North America are

already so high above their allocated emissions that they will have to use their tech-

nological skills to accomplish a rapid but realistic decrease in emissions, while less-

developed countries initially have smaller per capita reductions prescribed for them.

For these countries, there is also reason to use mitigating technology, because the

current inefficient use of land and energy already leads to emissions above the tar-

get set for just a few years ahead.

Developing countries may complain that the scheme does not allow them to

increase their emissions to American levels before doing something about the prob-

lem, but that is precisely the intent: they will move directly toward the

stable situation without detours that may form bad habits clouding their future

efforts. The proposed ceilings are proper and realistic because a country seeking

high economic growth must invest in new equipment and processes anyway, and

thus might as well choose the correct solution from the beginning. Furthermore, it

is a mistake to think that the proper solutions are more expensive, because the

expenses will have to be paid anyway and may be higher the longer one waits. It

has also been suggested that long-industrialized countries should pay for the sins of

the past (grandfathering, see section 7.3.3), but precise knowledge of the causes of

global warming has been available for only about 40 years and the suggested

scheme demands a very rapid mitigation from the rich nations anyway.

Would a scheme like the proposed one encourage developing nations to increase

their population in order to get higher emission allowances? This is unlikely,

because the greenhouse mitigation costs are small compared to the efforts needed

to create economic welfare for more people. There is also no reason to compensate

regions with lower than average population density, because it is usually a conse-

quence of land areas’ being hard to populate (examples are Arctic or desert

regions). In any case, avoiding overpopulation should be a primary target in any

region of the world. Population stabilization must be a strong international priority,

with efforts at least as serious as in the case of greenhouse gas emissions. The fact

that, until now, food production growth has on average kept up with population

increases (although not necessarily the distribution of food to all) does not mean

that it will continue to be possible or environmentally sustainable (Friedlingstein,

2008). The emerging food crisis must be solved separately from greenhouse policy,

and the solution includes increased emphasis on education that can lead to increased

industrial wealth as well as better understanding of family planning. The per capita

emission target does not make this more difficult.

The tradable emission permits envisaged by some current greenhouse abatement

schemes would not be needed for the scheme suggested here. Tradable permits aim

at having investments made in the order of increasing abatement cost and would

typically move investments from the countries with large emissions to less devel-

oped nations, where the equipment installed may not be used properly and thus not

achieve the proposed emission reductions. The time-scale on which greenhouse gas

emissions have to be dramatically reduced is so short, that fiddling with the
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succession of investments is unimportant. Fossil-fuel resources must be phased out

faster than dictated by depletion, which is particularly relevant for coal used with-

out decarbonization. The high-emission countries have the skills and should reduce

their own emissions as quickly as possible, which is exactly what the proposed

scheme can accomplish. Tradable permits constitute an attempt to force the green-

house problem into a framework of 19th-century liberal economic theory, assuming

that the market will solve any and all problems. We know that this is not true, and

the global warming damage is a perfect example of the need to base political action

on more than antiquated economic dogmas.

8.2 Greenhouse warming adaptation

Several economists have addressed whether it is cheaper to let the impacts of global

warming happen and then try to reduce the consequences (by adapting to the

warmer world) than to avoid the impacts in the first place (by mitigation, such as

replacing fossil fuels with renewable energy). This proposed “market trade-off”

approach is flawed by the fact that changing the climate has very many types of

impacts and it is far from certain that we have identified even the most important

ones. Tol (2005) may be right that development aid could reduce the mortality rates

for infectious diseases in Africa more than a few degrees’ warming will increase

their death toll, but this disregards the uncertainty of what life conditions will pre-

vail in a warmer climate with changed weather patterns, altered water balances, and

thus the possibility of radically different conditions for agriculture. Similarly, dam-

age caused by increases in ocean-water levels can be reduced by building higher

dikes around low-lying areas (IPCC, 2007c), but the issues of dike failure and more

frequent occurrence of extreme storm and tide combinations still have to be faced.

Avoiding more greenhouse warming by introduction of efficient energy conversion

systems and renewable energy is better than dealing with the consequences, because

the latter may hold surprises that we have not yet been able to identify.

Arguments for the marginal cost advantage of adaptation as compared to abstract

reference to mitigation appear even more suspect when one considers the energy

efficiency measures not implemented. Several studies have shown that energy

demands could be reduced by about a factor of four by efficiency measures fully

available and costing less than the energy they displace, rendering exactly the same

energy service to the user (cf. Chapter 6; Weizsäcker et al., 1997; Sørensen, 1982,

1992, 2008b). Reducing energy demand in this way without any cost increase has

the same effect as a worldwide negotiated agreement to reduce greenhouse gas

emissions by a factor of four. The cost of the first doubling of energy efficiency is

far below what would have had to be paid for the energy saved, and only when

demand is lowered 4- to 5-fold does the cost become comparable with that of pro-

viding the saved energy. In other words, governments should implement the regula-

tion that will bring about improved energy efficiency. This can be done without any

international agreement and has only positive effects on the national economy
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(reducing energy costs and at the same time supporting industry involved in the

technical solutions for bringing about efficiency improvements), and the debate on

mitigation versus adaptation is pushed some 50 years into the future.

8.3 Ecological sustainability

Ecological considerations are gaining an increased role in the manufacture of con-

sumer products. Decades ago, ecological food and personal hygiene products

(organic products as they were called) were sold in specialty shops that charged a

100% or more premium for these exotic goods, which, moreover, were often pro-

duced by amateurs unable to ensure the products’ wholesomeness. Today, at least

in Europe, ecological products go through a certification process that includes tests

for the presence of pesticides and other unhealthy chemical compounds, and they

are sold in any supermarket, at prices typically 10%�30% above those of their

non-ecological counterparts. In several countries, ecologically grown food products

have a market share of 20%�30%, and ecological health products (soap, skin

creams, etc.), textiles, and furniture show a growing market penetration.

In the case of energy, utilities sell “green electricity” and gas stations offer bio-

diesel, but these are still surpassed in volume of energy by private installations of

solar heat or power, shares in wind farms, biogas installations, and so on.

Generally, this is a good start and signals an interest, but the enthusiasts willing to

make such investments are still a minority, and for the majority, who would rather

not think about energy, legislative measures that force nonpolluting energy sources

into the general energy supply appear to be the best way to achieve penetrations

approaching 100%. As mentioned in section 8.1, there will be opposition to such

political intervention from vested interests wanting to maintain fossil-fuel and

nuclear technologies as long as resource availability allows. In reality, there is no

reason to make use of the last drop of oil when better solutions are available. It is

appropriate here to make a few observations regarding whether the different renew-

able energy solutions are ready to take up a dominating place on the energy scene.

8.3.1 Status of renewable energy technologies

For hydropower, development is expected to be largely restricted to efforts to deal

with its environmental and social impacts. This could lead to emphasis on smaller,

cascading schemes, instead of the very large dam installations of the past. Still, the

basic technology must be considered as fully developed, but because the cost of

environmentally sound hydro schemes can be substantial, the global expansion rate

of hydropower has slowed down. There are still possible new sites available, and if

social acceptance can be regained after the disasters of the past (flooding the homes

of hundreds of thousands people and destroying treasures of cultural heritage—as

recently in Turkey and China), then environmentally integrated hydro could add a

further substantial amount to the global renewable energy supply.
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In the case of wind turbines, further development along current trends, particularly

in materials, will allow somewhat larger horizontal-axis turbines to be built. Although

other wind conversion techniques could become viable, the success of the horizontal

axis is likely to keep it in a leading position. Adjustments in blade profile and regula-

tion technology are likely to follow the widespread interest in offshore wind. Over the

last few years, the design of different turbines for onshore and offshore installation has

evolved. Still, there is the basic question of whether to optimize for maximum annual

production, or to aim for more operating hours (but smaller annual total energy), typi-

cally because ways of handling intermittency (storage, power exchange; Sørensen,

2015) are considered too expensive to establish. But these concerns still involve only

small adjustments to a technology already close to maturity. A main challenge for fur-

ther increase in wind turbine size is improvement of materials, particularly for blades.

Cost reduction of foundations, particularly relevant for offshore turbines, where founda-

tion costs constitute a fairly large fraction of the total, are continuously being sought.

Furthermore, as with any mature technology, continued small improvements in cost per

produced kWh with time can be expected. In summary, current wind power technology

is ready for the massive market expansion that is actually taking place in all the regions

of the world identified as suitable (see Chapters 3, 4, and 6).

Of course, entirely new methods could be imagined for harvesting the still higher

wind power levels found at open sea, i.e., winds much further offshore than those

exploited by current machines standing on the sea floor. These could be combined

wave- and wind-capturing devices, floating but kept within a restricted area by an

advanced navigation system. The wind turbines could be shrouded or ducted con-

structions (section 4.3.3), while the wave energy part is likely to use dual air tur-

bines. No developments in this direction have been successful so far. Wave energy

devices for near-shore employment have not successfully struck a balance between

the necessary strength and economic power production, and no large mid-ocean

wave converters have reached interesting sizes for energy production (only niche

devices, such as Masuda’s air pump for buoy light generators (Fig. 4.41), have

shown acceptable performance).

A number of biomass conversion methods are close enough to direct economic

viability for the inclusion of indirect economics in cost comparisons to make them

acceptable. This is true of biogas plants, particularly on a communal scale and as part

of general waste-management schemes. Various schemes for hydrogen or liquid bio-

fuel production are promising viability in the short-term future, but their market pene-

tration will at least initially depend on the valuation used for the externalities of

current fuel-based energy systems. It is difficult to tell which of the biofuels and asso-

ciated technologies (gasification routes, enzymatic routes, etc.) will first reach

acceptable costs, but probably there will be room for more than one solution.

The entire bioenergy field may be in for radical restructuring if current trends

toward valuing high food quality continue and spread to regions not currently con-

cerned. This may alter agricultural practices, both for plant and for animal produc-

tion, in the direction of pesticide-free ecological (“organic”) practice and lead to

new concepts of integrated food and energy production based upon ecological prin-

ciples, as distinct from the concept of dedicated energy crops.
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Geothermal resources used sustainably can be a stable source of low-temperature

heat, and costs already appear acceptable, with some consideration of externalities

for the alternatives. Many existing district heating systems could benefit from this

new source of heat. The market for geothermal solutions depends on the viability of

district heating. If the full potential for making existing and new buildings highly

energy efficient is realized, there will be very few locations in the world where new

district heating schemes are economically attractive (probably only city centers

with dense, high-rise buildings).

For solar energy, thermal applications are economically viable in lower-latitude

regions, as judged in an assessment including externalities for conventional solu-

tions. But this also depends on whether the building is energy efficient in the first

place. A large heat requirement in winter is hardly compatible with solar coverage,

but if the passive and active efficiency features of the building are optimal, the heat

load may be dominated by hot water use, which is more amenable to solar supply.

This is particularly so for niche markets, such as vacation areas (e.g., in the

Mediterranean region or similar places), where there may be lots of building space

being inhabited only during the summer season.

For solar electricity, the current cost of photovoltaic power systems is moving

downward, even before considering indirect costs, but is still higher than that of wind

power. However, technical development is rapid in this area, and novel solutions

under current development for conventional solar cells would include combined

power and heat systems (PVT, cf. section 4.4). A multitude of novel techniques for

converting solar energy have seen the light in recent decades. While organic dyes,

polymer cells, and other low-efficiency solutions do not seem practical (because nei-

ther structural support nor building integration is compatible with such low efficien-

cies, either due to cost or to mounting areas required), some of the thin-film

technologies not using crystallized silicon semiconductors appear to have a chance in

the long run. The perovskite techniques recently investigated (section 4.4) are

actively discussed in scientific circles. In the laboratory, they have much better effi-

ciencies than earlier dye-sensitized cells, but suffer from similar stability and lifetime

problems. Some of them are environmentally dubious due to lead content.

Above all, as mentioned several times in this book, both direct and, even more, a

life-cycle approach to economic valuation will make efficient use of energy more

attractive in nearly all cases, and the implied lowering of energy demand per capita

will generally improve the conditions for all renewable energy types of supply by

making it possible to furnish all required energy from renewable sources with mini-

mal strain on the Earth’s resources.

8.3.2 Energy storage and auxiliaries

The intermittency of several renewable energy flows makes it imperative to include

features in systems relying on renewable energy inputs that can ensure sup-

ply�demand matching in time and place. For less than 100% renewable energy sys-

tems, the nonrenewable units can be used for back-up, but for purely renewable

energy systems, storage or suitable exchange of energy is necessary. To some
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extent, storable biofuels can serve this purpose, but it is highly likely that additional

components will be required.

This brings into focus bulk storage development, as well as means for transmis-

sion to and from power producing devices, and between load locations and supply

locations, especially when the closest ones may be unavailable. Possible candidates

for a flexible conversion between electric power (i.e., the output energy form of

variable renewable sources like wind turbines or photovoltaic converters) and stor-

able energy are (preferably reversible) fuel cells combined with hydrogen storage.

However the efficiency of gas turbines are not much lower than that of the best fuel

cells, so if regeneration of electricity by fuel cells turn out problematic, hydrogen

storage can still be useful in combination with conventional combustion, which is

largely pollution-free for hydrogen. In certain areas, pumped hydro (or managed

operation of combined hydro and intermittent renewable energy systems) can be

used. Other storage forms, such as flywheels and batteries, evidently are not suited

for bulk or long-term storage. This leaves storage of hydrogen in pressure contain-

ers or, much more economically, in underground caverns and aquifers as a central

candidate for a general solution to the supply�demand mismatch problem.

Considerable hopes have been placed on utility uses of advanced batteries, and

after 40 years of development this could finally be about to happen. During the last

two decades, advanced batteries have finally emerged, first on a small scale suited

for consumer appliances (portable computers, cameras, mobile telephones, light

sources, etc.), but increasingly moving in the direction (price, performance) of bulk

applications, such as for hybrid vehicles.

A range of hydrogen storage techniques has been emerging as suitable for medium-

term energy storage, e.g., in combination with fuel-cell conversion. These include

underground storage of hydrogen (in aquifers or flushed-out salt domes). Small-scale

compressed hydrogen storage in containers for use in the transportation sector may in

the future be replaced by storage in media, such as metal hydrides, capable of easily

incorporating and releasing hydrogen. Use of hydrogen as an energy carrier is linked

to the development of dependable and affordable fuel-cell energy converters.

Fuel-cell technology has not yet fulfilled its promise (see, for example, Daimler-

Chrysler-Ballard, 1998), but the substantial price reductions needed still appear pos-

sible. Fuel-cell technology has many similarities to battery technology, so one

might expect similar disappointments and similar successes. Pure fuel-cell vehicles

are less likely to make it than intelligent hybrids, starting with combustion-engine/

fuel-cell hybrids and moving toward plug-in battery/fuel-cell hybrid vehicles. The

requirement for substantial infrastructure changes in order to use hydrogen both in

vehicles and for stationary uses is a further impediment to the development of eco-

nomically viable supply systems, as is the current limited lifetime of fuel cells

(Sørensen, 2012).

8.3.3 The global political dimension

The conditions for energy transitions away from fossil fuels are different in differ-

ent parts of the world. In some countries, there is broad political consensus on not
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redistributing wealth through taxation. This implies a need to keep the price of

basic goods, including energy, at such a low level that a large fraction of the popu-

lation is not pushed below the poverty line. In other parts of the world, there is a

tradition for significant income redistribution through taxes, and consumers have

for many years been accustomed to energy prices far above the direct cost, made

possible because the redistribution policy allows such prices to prevail without mar-

ginalizing large groups of society. In recent years, general taxation has increasingly

been replaced by “fair taxation,” meaning that the governments levy taxes on

energy according to estimated de facto externality costs of pollution, climate

impact, supply insecurity, etc. (having to cut through the large uncertainty of such

estimates). Countries committed to keeping energy prices low are more likely to

consider extreme measures, such as going to war, in order to secure access to cheap

energy sources from politically unstable parts of the world. Similar remarks can be

made in reference to the efforts to encourage more efficient use of energy, which

are often seen as politically unglamorous, although the extra cost of efficiency

improvements, as mentioned, is generally much lower than the cost of introducing

new energy sources.

From this perspective, there is little reason to be optimistic based just on the

spectacular results obtained by past modest investments in renewable energy tech-

nology. Technical feasibility, decent prices, and general public acceptance seem

insufficient to persuade policy makers and the industrial lobby in many parts of the

world. What additional arguments should be brought forward? Air pollution, green-

house gas emissions, fossil resource exhaustion, nuclear accidents, and radioactive

waste have all in some measure failed to affect actual political decisions, although

few would disagree that these are problems “in the long run.” The impetus behind

this behavior is probably political governance’s being increasingly motivated by

short-term goals, likely in part due to the influence of the media that are no longer

independent and unbiased in their analysis and criticism, but are owned by and

serving special interests. So it is tempting to conclude that, although several renew-

able energy solutions are increasingly penetrating the market (albeit sometimes mis-

stating the inclusion of externalities in the cost decisions as “subsidies”), the rules

of the marketplace have to be more fundamentally changed to include long-term

human interests if the market is to become a level playing field. Again, this calls

for political action that is unlikely to be taken unless the rules of the political game

are also modified to include long-term human interests.

Political election campaigns are in many countries conducted with little or no

mention of the climate issue. There seems to exist a variety of politicians believing

that climate change is just another discussion subject that may be considered only if

they see votes in doing so. The seriousness of the matter can perhaps be made clear

by pointing to the ice age regularity that have prevailed for some 600 000 years,

with six regular cycles of glaciation and deglaciation (Chapter 2). The current few

hundred years of relying on burning fossil fuels will, according to the scientific

insights available, destroy this pattern forever, by creating a new climatic regime of

no glaciation for the next 100 000 years or more. People living in parts of the world

that has earlier experienced coverage with ice may welcome this change, but the
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real message is that it is so simple to manipulate the climate of our fragile planet

that a short period of wrong political decisions now can change the world irrepara-

bly. To believe that we have enough knowledge to overview the many impacts of

such a change is hubris. Even the best models of today contain basic simplifications

and assumptions that may be invalid in the long run, and particularly as regards

negative impacts, our past experience is that they always tend to be more serious

than we previously thought. We ought to be humble about our level of insight, con-

sidering that we cannot even predict the weather next week and we only have a

(fairly subjective) belief that our current climate models are adequate on average

for long-term predictions. Figure 8.4 shows the history of ice cover for the

Northern Hemisphere, along with simplistic model calculations for the future:

Curve A, assuming an atmospheric CO2 content of 210 ppmv (parts per million by

volume) and leading to a new ice age is out of the question, as the CO2 content is

already over 370 ppmv; Curves B and C show the results for a CO2 content of 280

and 750 ppmv. In both cases, the onset of a new ice age is postponed by some

50 000 years. In the IPCC reports (IPCC, 2007a, 2013), the issue of interfering with

basic ice age dynamics is totally absent and only short-term sea level changes are

dealt with.

In closing, the greenhouse issue can be illustrated by taking the externality cost

of 21st century greenhouse damage from the Table 7.4 entries with grandfathering,

0.38 h per kg of carbon-equivalent emissions, and multiply this cost with the kg of

carbon-equivalent emissions from a typical gasoline-engine driven passenger car,

per liter or gallon of fuel used, which can be taken from Table 6.7 in Sørensen

(2012) and using the units and conversion factor from the front matter of this book

Figure 8.4 Sketch of the variations in ice cover on the Northern Hemisphere, based on

Elderfield et al. (2012) (historical data, 41/2 glaciation cycles) and Berger and Loutre, 2002

(model exercises for future ice cover). A: CO2 concentration 210 ppmv. B: 280 ppmv.

C: 750 ppmv.
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to get, in 2015-prices, a damage cost of 0.26 h per liter of gasoline or 1.11 US$ per

gallon of gasoline. These are the amounts of money that a liter or gallon of gasoline

has to be taxed, in order to secure funds for paying for the global warming damages

enumerated in Chapter 7. Paying this extra cost is certainly within reach of the

economic ability of most present societies, so the problem presented by such a raise

of current fossil fuel prices (in fact being just similar to the maximum fossil fuel

costs during the peak a few years ago) can clearly be handled if we want to.

However, it also means that we may be better off by speeding the transition to

fossil-free energy up, and that we are cheating ourselves if we continue to keep the

fossil fuel prices used to evaluate the viability of alternatives under half their real

value.

Part III: Mini projects, discussion issues, and exercises

III.1

Discuss the possibility that solar electricity could play the roles considered for wind

electricity in section 6.5.2.

What is the diurnal and seasonal match between variations in solar energy gener-

ation and electricity load? For example, construct power duration curves or power-

minus-load curves and discuss the need for short- and long-term storage of energy,

in comparison with the corresponding information for wind energy systems in geo-

graphic regions of good wind access.

Are there climatic regimes that, from a system structure point of view (as distinct

from a purely economic point of view), would make solar electricity the preferable

solution?

Does it make any difference to the answers to the above questions whether the

solar system in mind is based on solar cells or on concentrating collectors followed

by thermal conversion?

III.2

Referring to Fig. III.1, discuss the potential of wave power in the North Atlantic

Ocean for electricity production. Figure III.2 is the annual power duration curve for

one particular wave device (a Salter duck, Fig. 4.44) with the efficiency curve given

in Fig. 4.45. The diameter of the device is 16 m, and it is assumed to be omnidirec-

tional, in the absence of directional data (Mollison et al., 1976). The corresponding

power duration curve for the waves themselves is given in Fig. 3.59.

Compare the availability of the average power level with that of the wind-power

systems considered in section 6.5.2. Why does the wave power go right to the

100% time fraction in Fig. III.1, in contrast to the single wind turbine power dura-

tion curves (e.g., Fig. 6.69)?
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III.3

Try to answer the same questions as in III.2 on the basis of Fig. III.2 rather than

Fig. III.1. Figure III.2 is based on data from the North Sea, and the size of the

Salter device (6 m) is chosen to give the maximum annual power production.

Consider the statement that “waves accumulate wind energy over time and over

fetch distance, hence wave power is more stable and dependable than wind power.”

III.4

Wind energy converters might be placed on platforms at sea. What advantages

could be expected from such an arrangement? The structures associated with
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Figure III.1 Annual power duration curve for omnidirectional oscillating-vane wave-power

converter of diameter 16 m, using the efficiency curve given in Fig. 4.45. The wave data are

for Station India in the northeast Atlantic (cf. Fig. 3.59), having an average power level of

91 kW m21. The thin straight lines indicate the availability of the average power production

(average efficiency 56%).

Based on Mollison et al. (1976).
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wave-power devices might conceivably be able to support wind energy converters

on top. Would there be advantages in such a combination?

III.5

What size solar collector would be able to provide power for a small automobile

(requiring, say, 25 kW peak power)?

Such a collector is not for integration in the roof of the car, but consider a car

with a suitable storage facility (e.g., flywheel) that could be charged by electricity

from solar cells covering a garage rooftop, for example.
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Figure III.2 Annual power duration curves for omnidirectional (solid, heavy line) or one-

directional (west, dashed line) oscillating-vane wave power converter of diameter 6 m, using

the efficiency curve given in Fig. 4.45. The wave data are for Station Vyl in the North Sea

(for 1971, courtesy of Nielsen, 1977), having an average power level of 5.35 kW m21. The

omnidirectional device has an average efficiency of 79%. If the device were assumed to

accept two opposite directions (east and west), the power duration curve would lie about

midway between the two curves drawn. Diminishing the diameter of the device does not

increase the maximum availability.
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The (annual) average power requirement of the car is much lower than the peak

power. Assume an average net power requirement of 300 W (roughly corresponding

to 1300 W of fuel for the more efficient types of automobiles produced at present),

and estimate the solar cell area that would be required in order to produce power at

about this level for most of the year (depending on latitude).

Flywheel storage, which has also been considered for “peak shaving” in present

generations of cars, has the advantage of being capable of delivering very high

peak power levels for starting and acceleration (if this feature of petrol-driven car

engines is worth preserving).

III.6

Try to build a renewable energy supply�demand scenario for your country or

region, based on the maps and data given in this chapter and possibly supplemented

by additional local data (considering that the geographical resolution of about

503 50 km may not be sufficient for the study of a particular region).

Based on this work, determine whether your region is likely to be an energy-

importing or energy-exporting area.

III.7

Compare direct cost evaluations for a definite renewable energy system, such as

wind turbines, in which the annual interest rate has been taken alternatively as

15%, 10%, 5%, and 0%.

III.8

Discuss differences and similarities between economic models based on dynamic

simulation models (e.g., the simplified one presented by Forrester, 1971), models

based on quasi-static assumptions (such as the one outlined in section 7.1.2) or on

the textbook input�output models (e.g., Cockrane et al., 1974), and finally, models

based on scenarios and life-cycle assessment, as described in section 7.3.

III.9

Consider a wind energy system with storage. Try to find a relation between the

installed wind energy capacity (expressed as a fraction Iwind of the average load)

and the size of storage most appropriate (this in particular implies deciding on the

capacity credit factor A to aim for, as a function of Iwind and coupled with expecta-

tions of future escalation of fuel prices). Once this is at hand, construct accumulated

present-value curves as functions of installed wind capacity (that is, Iwind).
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III.10

Compare centralized and decentralized generation of electricity by means of solar

cells. For the centralized system, one may assume support structures made of con-

crete or of steel frames. The projected cost for support structures and land acquisi-

tion is responsible for roughly half the total cost. Alternatively, consider

decentralized units mounted on individual roofs of existing buildings. The cost of

support structures and land would be saved. On the other hand, mounting and con-

trols may be more expensive.

Try to collect costs for the relevant items that may be different for the two sys-

tems, and discuss the indirect economic factors relevant to the issue.

Extend the economic discussion to include the requirements for energy storage,

based on data for variations in expected solar energy production at a location of

your choice.

If wind converter production data for the same region are available, discuss the

advantages that may be obtained by having the solar cells and wind energy conver-

ters feed into the same energy storage system.

III.11

Discuss the economy of central energy conversion followed by transmission, rela-

tive to decentralized conversion at the load areas, separately for heat and for

electricity.

As an example, construct a small model including possible differences in costs

of conversion equipment, depending on unit size, as well as possible differences in

conversion efficiency. Add to this some assumptions regarding the cost of, and

losses associated with, energy transmission of heat or of electricity.

Identify factors of indirect economy that may have particular relevance for the

discussion of centralized and decentralized conversion (e.g., supply security in vari-

ous cases of system failure).

III.12

Try to carry through a life-cycle analysis of some energy system of interest to your

location (province, country). First make an inventory of the possible types of social

and environmental impacts and the pieces of equipment responsible for these

impacts, and then try to quantify each in physical terms, and, finally, discuss the

possible monetization of impacts. Did the results become more accurate by mone-

tizing, or less accurate?
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Catenary-shaped collectors, 498�502

Cathode, 507, 625�627

Cathode losses, 463

CdS solar cells, 459

CdTe solar cells, 459

Cellulose, 530�531

decomposition, 552�554

enzymatic decomposition of, 552�554

ethanol production from, 547

flywheel disks from, 610

Centralization, 684�685, 688

Centralized biofuel production, 718, 720f

Centralized renewable energy scenario, 836f,

837f, 838f, 839f, 840f, 841f

Centralized solar farms, 684�685, 687f, 981

Centralized wind parks, 688�689, 692f

Cereal grains, 553

Cesium, in thermionic generators, 371

CFC gases, 377

Chain analysis, 885�887, 885f, 890�891

Chain calculations, 903�907, 905f

Change, marginal or systemic, 909

Characteristic of solar cell, 447f, 460

Charcoal, 523

Charge/discharge cycles of storage, 767,

768f

Chemical energy of solutions, 300

Chemical heat pump, 592�594, 595f

Chemical pollutants, 31

Chemical potential, 301, 509

Chemical reaction heat storage, 597�600

Chemical transformation heat storage,

591�600

Chernobyl accident, 896, 942

China

average annual solar radiation, 813f

energy needs in 2050 scenario, 818�827,

822f, 823f

hydropower average annual potential, 814f

offshore wind potential, 816f

regions, 822f, 823�825

wind power average annual potential, 814f

Chlorofluorocarbons, 913�914, 963

Chlorophyll, 309�310, 314, 319�321

CHP. See Combined heat and power

Chromosphere, 57�58

Chulas, 522, 524�525

Circulation modeling, 184�205

atmospheric heat source function,

189�191

basic equations in terms of time-averaged

variables, 184�189

energy conversion processes in

atmosphere, 193�194

in 4th and 5th IPCC assessments,

197�205

ocean modeling, 194�197

separation of scales of motion, 192�193,

192f

tides and waves, 205�211

CIS solar cells, 459

City planning, 872�873

Climate, 30�32, 129�142, 166�169.

See also A1B scenario

anthropogenic interference with, 157,

166�169, 915

changes in, 157�176, 521

adaptation to, 970�971

aerosols and, 170�172
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causes of, 161�162

CO2 and, 172�176, 173f

in early history of Earth, 161

excess mortality from, 922�928, 927f

food production and, 708�713

glaciation and, 162�163

migration due to, 929

mortality factor and, 922�927, 922f,

926f

numbers of people affected by, 928

precipitation effects, 203f, 204

socioeconomic costs of, 856

vector-borne diseases and, 930

white Earth state, 163�166

functions, 135�136

history, 157�161

mathematical, 133�134

models, 31, 147, 161, 197�205,

913�914, 964

stability, 136�140

stabilization, 964

variables, 131�136

Climate development, 31

Climate impacts, 30�32

Climate models, 197�205, 915

approximations in, 31

CO2 in, 162�163, 172�176, 175f

glaciation and, 162�163

Climate variables, 31

Climatic forecasting, 102

Climatic history, 157�161, 160f

temperature trends for Earth surface, 158f

Climatic optimum, 160�161

Cloud cover, 223�224

direct solar radiation dependence on, 223,

225f

influence examples, 231�232

influence on solar radiation, 169, 244

scattered radiation and, 225�227, 226f,

227f, 230f

CNO-chains, 47, 47f

CO2. See Carbon dioxide

Coal, 30, 520f

chain calculations for, 904, 905f

gasification of, 528, 540

in situ, 540

LCA for power stations fired with,

935�938, 939t

liquefaction, 529

power plant start-up time, 753

Coefficients of performance (COP), 368,

376, 377f

for heat pumps, 376, 377f

Co-generation, 372, 583

Cold storage, 502

Collection-efficiency factor, 717�718

Collector, solar, 26, 493�494, 583,

783�784. See also Solar energy

conversion

Combined cycle. See Co-generation

Combined heat and power (CHP), 569�570,

907�908

Combined photovoltaic and thermal system,

738�745

Combined power and heat producing

systems, 539, 723�745

Combustion

of biomass, 520�527

carbon dioxide production in, 522

as chemical reaction, 597

estimating greenhouse-warming

externalities for, 934�935

Communicating with decision-makers,

909�912

Community-size heat storage facilities,

580�588

Community size solar heating system, 583

Comparison of energy system costs, 865

Compartment transfer models, 908

Composite flywheels, 611�612

Composting, 525�527, 526f

Composting, 520�527

Compressed air storage, 613f, 614, 616f,

619f

Compressed gas energy storage, 612�614,

613f

adiabatic, 614�618, 616f

aquifer, 618�620

hydrogen, 620

Compression ratio, 374�375

Compressors, in heat pumps, 376

Concentrating collectors, 490f

efficiency, 492f

liquid sodium in, 589

photo-thermoelectric generators with,

493f

Concentrating solar collectors, 493f, 551,

584
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Concentration ratio of solar collector,

491�492

Concentrator cells, 461, 497

Concentrators, 488�502

on flat-plate collectors, 498

light direction and, 497

ray intensity and, 498, 498f, 500f

ray-tracing through, 497�498, 499f, 501f

for solar-thermal electricity generators,

496�502

Condensation nuclei, 180

Condensation processes, 159, 295

Conducting lines, 572�573

Conduction band, 438, 440, 443�445

Conduction mobility, 446f

Conductivity, of atmosphere, 307

of soil, 180, 583

Conductor, 438

Coniferous forests, albedo of, 166

Coning, 395�396

Constant-stress disk flywheel, 607�608,

611�612

Construction, energy use, 672

Context

LCA and choosing, 895�896

social, 898

Continental topography, 109

in joint ocean�atmosphere models, 126

Continent�ocean column, 96�97

Continents, 114�129

Continuity equation, 383�384

Convective energy transfer, 52�53, 93

turbulent, 191

Convective energy transport, 52, 177�178

Conversion of energy, 20. See also Energy

conversion processes

Cooking, heat loads and, 729�730

Cooling cycle, 502�503, 503f

Cooling towers, 503

Cool storage, 502�503

Co-ops, 872

COP. See Coefficients of performance

COP21 Paris summit, 963�964

Copaifera langsdorffii, 546

Coriolis force, 100�101, 185�186, 268

Corona, 58

Cosmic rays, 58

Cost evaluation, 859

Cost profile, 864�869

Coulomb barrier, 43�45, 44f

Coumarin-derivative organic dyes, 464,

465f, 466, 466f, 468f, 469f

Cows, heat production by, 527, 528f

Cropland, 688

biomass production of, 714, 714t

fodder delivery from, 715, 716f

food productivity of, 716f

fraction of area used for, 711f

Cross-section, 43, 89�90, 445�446

Cross-wind converters, 410�415

Cross wind�induced velocity, 411f, 412

Cu2S�CdS solar cells, 447, 447f

Cultivated land, 713�714

Currency exchange rates, 852

Current power variability, 266�271, 268f,

269f, 270f

Currents

conversion of energy in. See Turbines

formation by waves, 210

geographical distribution, 266

in oceans, 265�271, 265f, 266f, 267f

current power variability, 266�271,

268f, 269f, 270f

power duration curves, 270f

power in, 266�271

Cusp collectors, 489�491

Cyanobacteria, 313f, 325�327

Cyclic processes, 359, 505

Cytochrome, 310�311, 313�314

D

DALYs, 930, 931f, 932, 933f

Dam building, 271

Darcy, 618�620

Dark current, 443

Darrieus rotor, 410�414

Darrieus-type converters, 410�414, 413f,

414f

DC. See Direct current

DC�AC conversion, 573�574

DEA Wave Program, 427

Decentralization of energy supply, 688

scenario for, 682�718

Decentralized biofuel production, 718, 720f

Decentralized heating, 569�570

Decentralized solar generation, 981

Decentralized wind power, 688�689, 691f,

692f

990 Index



Decision-makers, communicating with,

909�912

Decision-making, process of, 912, 912f

Declination, 60�61

Deforestation, 81�82, 274

Deglaciation, 975�976

Dehydrogenation, 529�530

Demand elasticity, 857

Demand for energy. See Energy demand;

Load distribution

Demand modeling

energy, 659

for LCA, 907

Demands, 649

Demand scenarios

construction of, 653�682

end-use precursor scenarios, 654

intermediary system efficiency, 657�658

load structure, 658�682

Denitrification, 156�157

Denitrifying bacteria, 156

Density-averaging method, 185

Depletion of resources. See Recycling of

materials

Depreciation. See Cost evaluation

Deregulation, 880�881

Derived energy needs, 666, 673

Desertification, 166

Desert regions, ambient temperatures in,

502

Deuterium, 19

Development and energy use/supply, 25, 30

Development impacts, 893

Diabatic heating, 189�191, 189f

height and latitude distribution of, 189f

Dialytic battery, 517�518, 517f, 518f

Diborane, 945

Diesel cycle, 366f, 367, 544

Diffuse reflection, 67�68, 228

Diffusion equation, 176�177, 296�297,

583�584

Diffusion parameter, 177�178. See also

Eddy diffusion parameter

Dimethylcarbonate, 629

Dinosaurs, 161

Direct cost, 859�860, 883�884, 980

Direct current (DC), 572�574

AC conversion losses, 574

Direct current transmission, 572

Direct energy conversion. See Energy

conversion processes, principles of

Direct health impacts of warming, 918�929

Direct hydrogenation, of coal, 529

Direct light storage, 632�634

Direct methanol PEM fuel cell, 514�515

Direct photosynthetic production of

hydrocarbons, 546

Direct radiation, 67, 219�224, 234�236

estimates for scenario construction, 683

Direct solar energy, 219�246

dependence on turbidity and cloud cover,

223�224, 224f, 225f, 227f

direct solar radiation, 219�224

Direct solar radiation, 219�224

geographical distribution of, 244

long-wavelength radiation, 239�243

inclined surfaces and, 241�243, 241f,

242f

power distribution curves, 244�246

scattered radiation, 225�227, 226f, 227f,

230f

short-wavelength radiation, 227�239,

231f, 232f, 233f, 234f, 235f

average behavior of, 230�234

inclined surfaces, 235�239, 236f, 237f,

238f

reflected radiation, 228�230, 230f

turbidity and cloud cover dependence,

223�224, 224f, 225f, 227f

variability of, 243�246, 243f, 244f

Direct subsidies, 877�878

Direct thermoelectric conversion, 368�372

thermionic generators, 371�372

thermoelectric generators, 368�370, 368f

Discrete time simulation, 652�653

Diseconomies, 678, 856

Dispatch optimization, 653

Dispersion models, 908

Dissipation of energy, 209�210. See also

Frictional dissipation; Attenuation of

solar radiation

Distillation, 505

Distribution and service sector, energy use,

673

Distribution key for profits, 876�877

Distribution problems, in economic theory,

857�858

District heating, 569�572, 583, 973
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District heating lines, 569�572, 571f

Diurnal temperature variations, 502

Donor level, 438

Donor solvent process, 529

Doping of semiconductor material, 439�440

Double-counting problem, 887�888

Downdraft gasifiers, 544, 544f

Drag forces, 105, 386�387, 392, 418

Drainage basin, 271

Draught animals, energy delivered by,

27�28

Driven cell, 505�507, 511

Drug resistance, 930

Drying, by sun, 522

Dry rock heat accumulation, 294

Dry steppe, 166

Ducted rotors, 415�417, 416f. See also

Turbines

Ducted rotors wind turbines, 415�417

Dust particles, 81�82

in air, 92

E

Earth

albedo at surface of, 72f

atmosphere, solar energy processes in,

79�113

coordinates in, 61f

disposition of solar radiation at, 59�79,

70f

in atmosphere, 71�73

at surface, 67�79

at top of atmosphere, 60�66, 62f, 63f,

64f

energy cycle of, 142�176

energy and matter flows, 144�157

undisturbed, 144�148, 150f

energy of, 19

energy of materials forming, 19

gravitational energy of, 19

heat energy in, 19

kinetic energy of, 19

processes near surface of, 79�142

radiation sources, 58, 59f

recoverable chemical and nuclear energy

of, 19

solar energy processes near surface of,

79�142

solar radiation and, 20, 58�59

in atmosphere, 71�73

penetration of, 78�79

at surface, 67�79

at top of atmosphere, 60�66, 62f, 63f,

64f

variations in, 73�78, 74f, 75f, 76f, 77f,

78f

surface re-radiation from, 146

surface temperature, history, 158f, 159,

160f, 164f, 165�167, 171�172, 175f

white state, 163�166

Earth�atmosphere system

average solar flux for, 32�33

meta-stability of, 31�32

net energy flux components, 98, 99f

radiation absorbed by, 62

radiation equilibrium, 62

vertical energy transport in boundary layer

of, 99�100

East Asia

average annual solar radiation, 813f

average annual wind power potential, 812,

814f

biomass production potentials, 815f

hydropower average annual potential, 812,

814f

Ecological food and hygiene products, 971

Ecological sustainability, 971�977

Ecological systems, 333�335, 334f

productivity, 333�335, 334f

stability of, 333�334

Economic activity

local and national economies, 872�879

regional and global economy, 879�880

social welfare and, 30

Economic assessment, 876

of energy systems, 657�658, 890�891

Economic framework for energy systems,

851�871

Economic growth, 852

Economic impacts, 891�892

Economic theory, 852�859

actual pricing policies, 858�859

cost profiles and break-even prices,

864�869

direct cost and inflation, 859�860

distribution problems in, 857�858

indirect economics, 869�871
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interest and present value, 860�864

neoclassical, 857�858

net present value, 862�864

production planning, 854�857

Economy of scale, 872�879

Ecosystems

estimation of impacts on, 918

greenhouse gas emission impacts on,

929�930

Eddies

large-scale transport by, 185

Eddy diffusion coefficient, 107

Eddy diffusion parameter, 177�179, 339

Eddy motion, 106�108, 111, 113f, 115f

Eddy transport term, 185

Eddy viscosity, 185�186. See also Eddy

diffusion parameter

Eddy viscosity parameter, 185�186

Education, energy use and, 672

Eem period, 22, 23t

Effective interest rate, 860

Efficiency

of biogas conversion, 536f, 538f

of biological conversion and storage,

330�332

of concentrating collectors, 492f

of energy conversion. See Energy

conversion processes, efficiency of

of energy conversion devices, 363�365,

363f

of energy usage, 675�678

first law, 364�365

of fuel cells, 509�510

intermediary system, 657�658

of photo-thermoelectric converters, 495,

496f

of photovoltaic conversion, 460�461, 684

of production from livestock, 715

of rangeland and livestock, 715, 719f

second law, 365, 382

of solar cells

doping parameters and, 454, 455f

electrical, 460�461

operating temperature and, 451�452,

452f

storage-cycle, 765f, 767

of wind turbines

curves for, 700f

wind speed and, 698, 700f

Efficiency scenarios, 773�776

Ekman flow, 211

Ekman spiral, 254

Elasticity of demand, 858�859

Elastomers, 546, 611�612

Electrical conductors, 438

Electrical insulators, 438

Electrical power generation, 420�421.

See also Photovoltaic conversion

biogas in, 533�534, 533f

ocean salinity gradient conversion for,

517�519

radiant, 574�575

solar-thermal, 488�502

Electrical power transmission, 572�573,

881�882

intercontinental, 574

normal conducting lines, 572�573

in North America 2060 scenario,

807�808, 810�811, 811f

offshore issues, 573�575

superconducting lines for, 574�575

Electric field, 424�425

Electricity

atmospheric, 307�308, 307f

green, 971

Electricity production

geothermal, 378�381

hydro- and tidal power, 421�424

photovoltaic, 683�685

quality of wind-produced electricity,

685�708

solar thermal, 472�488, 493

wave energy based, 426�434

wind turbine/synchronous d.c. generator,

689�694

with use of ocean thermal gradients,

288�291

with use of salinity gradients, 300�303,

517�519

Electricity usage, time distribution of,

422�423, 774

Electric transmission. See Energy

transmission

Electrochemical cells, 517�518, 627f

Electrochemical energy conversion,

505�519

Electrodes, 507�508

in batteries, 625�627
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Electrodes (Continued)

potential in fuel cells, 510�511, 510f

in solid electrolyte cells, 516

Electrolysis, 511, 621�622

LCA for, 953t

Electrolyte, 625�628

Electromagnetic radiation, in Sun, 50

Electromotive force, 509

Electron density difference, 469f

Electron holes, 438�439

Electrons

energy bands, 436, 438, 439f

energy levels, 435, 436f, 438�439, 441f

movement in solids of, 434�435

orbitals, 434�435, 437f

potentials, 434�435, 437

spin states, 437

Electrostatic filters, 524

Electrostatic interactions, 48

Elevated water storage, 271�274

Emission current of electrons, 371�372

Emission data, 895

Emission scenarios, 199, 201f, 203f, 661,

915. See also A1B scenario; B2

scenario

Emittance, 239, 475�476, 734

hemispherical, 239

Employment, 875�876

Employment factor, 875�876

End-use energy, 649, 674�679, 675t, 676f

demands, 658, 661t

categories of, 660

estimated, for 1994, 663t

End-use of energy, 24f, 649, 658, 661t, 663t,

674�679, 678f

End-use precursor scenarios, 654�656

Energy See also specific sources

geothermal flows and stored, 293�300

Energy accounting, 870

Energy analysis, 870�871

scale of, 871�883

Energy and matter flows

circulation modeling, 184�205

vertical transport in atmosphere, 176�184

Energy balance

of alcohol fermentation, 548�549, 548f

biogas and, 538

of ethanol, 550

Energy bands, 435�436, 437f, 438, 439f

in semiconductors, 434

in solids, 435�436

Energy collection

from focusing systems, 491�493

spectral efficiency, 450�451, 451f

Energy conservation. See Efficiency, of

energy usage; Energy conversion

processes, efficiency of

Energy conservation, law of, 100

Energy conversion processes, 20, 94,

107�108, 142�143, 358t, 368�381,

519�554. See also Solar energy

conversion; Wind energy conversion;

Wave energy conversion

accounting analysis, 870�871

atmospheric processes, 107�108,

193�194

basic principles, 357�365

device efficiency, 363�365, 363f

irreversible thermodynamics, 360�362

efficiency of, 330�332, 363�365, 552

for food alone, 27

general principles, 357�368

human society uses of, 149

principles of, 357�365

process types, 357, 358t

heat energy, 368�381

mechanical energy, 381�434

quasi-steady-state approximations of, 652,

682

system aspects of. See Energy supply

systems

thermodynamic engine cycles, 365�368

time fluctuations in, 651�652

trends in, 26�27, 26f, 27f

waste heat from, 149�151

Energy costs, 866�867, 866f

break-even capital cost, 865

capital, 865

production, 865

Energy cycle, 21, 42, 142�176

of Earth, 142�176

human interference with, 149�152, 151f

man’s interference with, 149�152,

167�168

undisturbed, 144�148, 150f

Energy demand, 653�654, 658

in China 2050 model, 821�823, 822f,

823f
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demand scenarios, 653�682

employment and, 875�876

end-use, 654�656, 658, 660, 661t

global, 828

in Japan and South Korea 2050 model,

811�818, 816f

in Mediterranean 2050 model, 794, 795f

modeling, 659

in North America 2060 scenario, 802f,

803�806, 803f

Energy efficiency, 199. See also Efficiency,

of energy usage

Energy exchange

atmosphere-ocean momentum exchange,

183�184

precipitation and, 115, 116f

sensible heat, in flat-plate collectors, 479

Energy flux concentration ratio, 491�492

Energy fluxes

in atmosphere, total, 94�95

components in atmosphere of, 191, 191f

in convective energy transfer, 52�53

Earth�atmosphere system components,

98, 99f

human totals of, 21�22

other than solar origin, 21

solar origin, 21

wave motion and, 210

Energy forms, 12�14, 146, 300, 357�359,

368, 421, 504�505

Energy history, 21�29

Energy industry privatization, 880�883

Energy LCAs, 890�891

Energy levels, 435, 436f

Energy parks, 684�685

Energy planning, methodology of,

649�653

Energy policy implementation, 718�723

Energy production

in China 2050 model, 823�825, 823f,

826f, 827f, 828f

in Japan and South Korea 2050 model,

817�818, 818f, 819f, 820f

in main-sequence stars, 39�55, 47f

Energy resources, 19�29

future prospects, 29�30

nuclear, 30

oil and natural gas production, 30

trends in distribution of use, 28f, 29

Energy scenarios, 682�718

Energy spectrum. See also Spectral

distribution

of solar radiation, 56�59

of wave motion, 275�279, 276f

Energy storage, 246, 275, 750�752,

973�974

cold, 502

cycle efficiency of, 600, 601t, 766, 771

differential equation for, 652

energy density in, 600, 601t

heat, 575�591

high-quality, 600

latent heat, 591�600

sensible heat, 93, 146, 576�577

system aspects of. See Energy supply

systems

Energy stores, 20, 151

adiabatic, 614�618, 616f

annual charge/discharge cycles, 767, 768f

batteries, 625�632

capacitors, 632

capacity requirements for peak-load

operation, 770f

compressed gas, 612�614

densities of, 600, 601t

direct light storage, 632�634

in flat-plate collectors with heat storage,

484�488

fuel cells in, 511

high-quality, 600

hydrogen as, 771

load structure and, 658

long-term, 771

power availability and capacity of, 766,

766f, 767f

pumped hydro, 600�635, 771

short-term, 763�765, 768

status of technology, 973�974

superconducting, 634�635

Energy supply systems, 33, 721, 723, 870,

877

cost of energy supply, 701t, 865

solar heat-supply system, 484

wind electricity systems with energy

storage, 746�765

Energy system planning

demand scenarios, 653�682

global energy scenarios, 828�842
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Energy system planning (Continued)

implementation issues, 718�723

local systems, 723�771

regional systems, 771�827

scenario concept use in, 649�651

simulation consistency and, 722�723

supply scenarios, 610�612

system choice and optimization, 721, 722f

time variable in scenarios, 651�653

Energy systems, 886, 886f

forward chains in, 887f

social context of, 899�900

Energy trade, 698, 811f

Energy transfer processes

in atmosphere, 96�99

poleward, 144f

Energy transfer processes. See Energy cycle

Energy transmission, 569�575, 873

by conducting lines, 572�573

as heat, 569�572

by microwaves, 574�575

by superconducting lines, 574�575

Energy transport equations, for Sun, 49�54

Energy transport processes, 93

Energy use, 20

climate impacts and, 30�32

environmental and social issues role in,

32�34

food and water needs and, 669, 774

fossil fuel industry influences on, 33

health needs and, 671, 774

historical, in Northern Europe, 24�25,

24f

history of, 19�29

human activities and, 672�674, 775�776

human relations and, 671�672, 774�775

per capita, for “full goal satisfaction”,

662t

required, in 2050 scenario, 674�679,

676f, 677f

activities, 672�674

biologically acceptable surroundings,

662�668

food and water, 669

health, 671

patterns of time variations, 679�682

relations, 671�672

relative to 1994 usage estimates, 678f

security, 669�671

space heating and cooling, 666, 667f,

668f, 676f

transportation, 677f

sectors of demand, 654, 660

security needs and, 669�671, 774

temperature distribution of, 108

trends in, 27�28

for year-2050 scenario, 664t

Energy use density, 674, 776, 871�872

Energy value, 870

Engine conversion of solar energy, 372�375

Ericsson hot-air engine, 372�375

Engines. See Thermodynamic engines

Enthalpy, 359, 363�364

Entropy, 20, 359

in Carnot cycle, 359, 362

irreversible thermodynamics and,

360�361

Environmental heat, 3�5

Environmental impacts, 32, 272�274,

285�286, 544�545, 549, 883�884,

892

Environmental radiation, 59�79

Environmental values, quantification of,

856�857

Enzymatic decomposition, of cellulose,

552�554

Equation of motion, 100, 107, 185, 207

Equation of state, 54, 187, 194

Equation of time, 61

Equilibrium composition, 544�545

Equilibrium condensation model, 295

Equilibrium states, free energy and, 361

Equilibrium tides, 206

Equivalence ratio, 542

Ergodic hypothesis, 141�142

of climate, 141�142

Ericsson cycle, 366f, 367, 372�375

Ericsson hot-air engine, 372�375

Escalation of prices, 863, 868�869

Ethanol, 545, 547�549, 548f, 715�717

energy balance, 550

environmental impact, 549�550

life-cycle analysis, 550�551

socioeconomic impacts, 549

Ethanol production, 545, 550�551

Ethylene carbonate, 629

Eulerian equation, 184�185

Euler’s equations, 184�185, 385
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Euphorbia plant genus, 546

European Commission, 34, 908

externality calculation policies, 902, 932

European wind atlas, 685�688

EVA-ADAM, 598

Evacuated tubes, 496

Evaporation process, 115, 117�119, 119f,

180

ocean salinity and, 120�121

Evaporative cooling, 503

Evapotranspiration, 117�119, 166, 169,

180�181

Excitation energies, 468f, 469f

Extensive variables, 360

External diseconomies, 856

Externalities, 856, 884, 976�977

difficulties presenting study results, 912

imports and exports and, 889

statistical value of life in calculating,

902�903

taxation and, 974�975

ExternE valuation, 932

Extragalactic radiation, 59, 59f

Extreme events, 932f, 934f

greenhouse warming and, 930�931

Extreme temperatures, impact of, 918

F

Faraday’s constant, 507�508

Fatty acids, 529�530

Fermentation, 333, 529, 532, 545

alcohol, 546�551

for hydrogen production, 621

Fermi�Dirac distribution, 440�441

Fermi energy, 368�369, 441

Fermi energy level, 368�369, 440, 466�467

Ferredoxin, 311, 313�314, 329f

Fertilizer production and use, 155

Fertilizers, 151, 713�714

biogas production waste as, 537

production of, 155�156

Fetch region, 159

5th Assessment of the Intergovernmental

Panel IPCC, 197�205

Fire

energy conversion rate, 22

historical evidence, 22

Firewood, 522

First-generation biofuels, 549, 553

First law efficiency, 364�365, 382, 735

First law of thermodynamics, 100, 187, 363

Fischer-Tropsch process, 528, 553

Fission energy, 19

Fission energy sources, 304�305

Fixed-bed gasifier, 540�541

Fixed price calculation, 860

Fixed prices, 854

Fixprice method, 854, 857�858

Fixprice system, 854

Flat-plate collectors, 242, 475�481, 476f,

484�488, 579f, 585, 652�653

concentrators on, 498

efficiency curve for, 577�578, 579f

tracking, 488

with heat storage, 484�488

Flavodoxin, 329, 330f

Flexprice method, 854, 857�858

Flexprice system, 854

Flooding, 932f

Flow batteries, 631�632

Flow-driven mechanical energy converters,

381�389

Fluctuations

in data, 682

Fluidized bed combustion, 523�524

Fluidized bed gasifiers, 544, 544f

Fluorocarbons, 88

Flux, of radiation, 21�22

Flywheels, 605�607, 606f, 980

constant-stress disk, 607�608

materials, 610�611, 611t

other shapes, 608�610, 611f

performance, 610�612

Flywheel storage, 979

Focusing solar collectors, 488�502,

504�505

energy collection from, 491�493

energy flux concentration ratio, 491�492

Food and water demands, 669

Food chains, 333�334, 346�347

Food energy, 12�14, 13f, 14f

average human intake of, 21

human requirements for, 21

Food energy production, 12�14

Food energy requirement of man, 21

Food intake

in 2050 scenario, 669, 670f, 774

biomass energy impact on, 714
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Food production, 708�715

in global energy scenario

animal-based, 830, 831f

vegetable-based, 828�830, 829f, 830t

Forcings, 199

Forecasts, 650

Foreign debt, 874

Foreign payments balance, 874

Forestry

biofuels from, 717�718, 719f

impact estimation for, 918

residues from, 553, 717�718

Forests, 29

fraction of area occupied by, 712f

Forward bias, 443

Forward chains, 887f

Fossil biomass, 540, 545

Fossil fuels, 3, 149

chain calculation for, 904

CO2 emissions from, 154

energy use influenced by industry, 33

known reserves of, 521, 521t

LCA of power-production chains using,

935�938, 939t

phase-out of, 963�970

per-capita approach, 963�964,

968�970

per country emission targets approach,

964

present usage, 946

production costs, 17�18

recoverable reserves, 152

taxes on, 33

uses of, 521

Foundations, offshore wind, 702�708

Fourier’s law, 362

4th Assessment of the Intergovernmental

Panel IPCC, 197�205, 915�916

Francis turbines, 382, 422�423, 604

Free energy, 301, 360�361, 505�508

Free piston Stirling engine, 504�505, 504f

Free-stream-flow turbines, 382�385, 383f

Fresh biomass gasification, 542�545

Fresnel formula, 477�478

Fresnel lenses, 490f, 496

Fresnel reflectors, 489f

and lenses, 489

Friction

atmospheric motion and, 93, 100, 113

in flywheels, 605

kinetic energy loss to, 147

Frictional dissipation

of tidal energy, 283

Friction velocity, 178

Fuel-based back-up systems

extrapolation model for simulating,

754�757

regulation of, 753�762

simulation results for, 757�759

Fuel-based power units

in back-up system simulation, 755�756

start-up time, 753, 758f

Fuel cells, 505�516, 771

alkaline, 512, 625

design of, 512�516

direct methanol PEM, 514�515

efficiency of, 509�510

electrode potentials, 510�511, 510f

hydrogen�oxygen, 507f

ion-carrying polymers in, 464

molten carbonate, 515

PEM, 513, 513f

phosphoric acid, 512

reverse-mode, 421

reverse operation of, 511�512

reversible, 631�632

solid electrolyte, 516

status of technology, 974

vehicles powered by, 512�515, 515f

Fuel generation, 420�421

Fuel production from biological material,

638

Fuels, energy density of, 623�624

Fuel transmission, 575

Fuel transportation, 569

Fuelwood, market prices, 15

Fukushima accident, 938�940, 942

Full-cost rule, 854

Fully tracking collectors, 488

Fusion energy, 19

Fusion energy sources, 306

G

GaAs solar cells, 459

Gallium arsenide, 945

Gas constant, 48, 301, 374�375

Gaseous fuels
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biomass conversion to, 528�538

pipeline transmission of, 575

Gasification, 528, 715�717

of biomass, 621

catalytic, 541, 541f

environmental impacts of, 544�545

fresh biomass, 542�545

gasifier types, 544f

methods of, 540�541

plasma-arc, 620�621

thermochemical, 540�541

Gasoline

energy density, 514

ethanol as substitute for, 549

safety-related properties, 623t

sales prices, 17�18

Gas turbines, 367, 424, 974

Gearbox exchange ratio, 396�397

General circulation models, 157, 684

atmospheric, 109�113

joint ocean and atmosphere, 125�129

wind-forecasting models and, 761�762

Geographical information systems (GIS),

922�927

Geographical latitude, 61f

Geo-pressurized systems, 294

Geostrophic wind, 186, 247

Geothermal energy, 17f, 34, 149, 293�294,

379f

conversion of, 378�381

heat transport equation, 181

hot springs, 149

origin of, 294�297

status of technology, 973

Geothermal flows and stored energy,

293�300

Geothermal heat fluxes, 183

Geothermal heat origins, 294�297

Gibbs potential, 361

GIS. See Geographical information systems

Glaciation, 157�163, 158f, 975�976

solar constant and, 165

Glacier melt-off, 149

Glauber salt, 592, 593f

Global economy, 879�880

Global energy scenarios, 828�842

assumed supply balances, 832, 832t

energy imports and exports, 836f, 837f,

838f, 839f, 840f, 841f, 842f

food production in

animal-based, 830, 831f

vegetable-based, 828�830, 829f, 830t

resource usage, 833t, 835f

trade patterns, 843f

Globalization, 33, 880

Global politics, 974�977

Global radiation, 230�234

Global temperature

impacts of, 30�32

modeling, 204

rise, 30�32

Global warming, 708�713

estimated impacts from fuel combustion,

931�935

estimated impacts under A1B scenario,

936t

food production impact of, 708�713

valuation of impacts, 937f

Goals of society, 30, 876, 879

Gondwana, 157�159

Gopher plant, 546

Governments, role of. See Public sector

Grandfathering, 934�935, 937t

Graphite nanofibers, 624

Grassland, 147

albedo of, 166

Gravitational constant g, 93�94

Gravitational force at Earth’s surface,

205

Gravity waves, 123�124, 207�208, 276

Gray-body emitters, 240

Gray surface, 475�476

Great Belt, 266�271

Green algae, 147

Green electricity, 971

Greenhouse effect, 3, 31, 63�64, 976�977

albedo and, 165�166

Greenhouse gas emissions, 539

greenhouse forcing, 915�916

life-cycle assessment, 913�918

Greenhouse gases, 30�31, 198�199, 915

biogas production and emissions of, 539

glaciation and, 162�163

in joint ocean�atmosphere models,

126�127

LCA of emission, 913�918

per-capita approach to emissions controls,

964, 968�970
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Greenhouses, 474

Greenhouse warming

adaptation to, 970�971

additional annual mortality from,

927�928, 927f

anthropogenic effects in, 915�916, 917f

externality estimation for fuel combustion

and, 934�935

extreme events and, 930�931, 932f, 934f

grandfathering issue and, 934�935, 937t

impacts of, 916�918

on agriculture, ecosystems, and

silviculture, 929�930

monetized, 931�935, 935t, 937f

mitigation of, 963�970

fossil-fuel phase-out route for,

963�970

valuation of impacts of, 931�935, 935t,

937f

vector-borne diseases and, 930

Greenhouse-warming potential (GWP),

947�948

Green plants, 309�312

Grid, electric. See Transmission

intercontinental grid connections: of

power

Gross national product, 852

Ground-level atmospheric pressure,

109�110, 111f

Ground state, 574

Group velocity of waves, 279

Guilds, 872

Gulf Stream, 380, 580

GWP. See Greenhouse-warming potential

(GWP)

H

Haber process, 155

HADCM2-SUL model, 684

Hadley cells, 102�104, 111

Hadley model data, 688

Hartree-Foch self-consistent field

calculation, 466�467

H-coal process, 529

Health, energy requirement, 774

Health impacts, 894

in LCA, 918�929

of temperature changes, 918�929

Health needs, energy use and, 671, 774

Heat capacity, 472�473, 485, 666

Heat capacity storage, 576�577

Heat energy conversion processes, 368�381

direct thermoelectric conversion,

368�372

engine conversion of solar energy,

372�375

geothermal energy, 378�381

ocean-thermal conversion, 380�381

PV panel hybrids with, 460�461

Heat engines, 357�359

Heat exchangers, 373�374, 378, 484

in flat-plate collectors with heat storage,

484�485, 484f

fluid circulation rate and efficiency of,

485

in heat pumps, 377�378, 378f

in photo-thermoelectric converters,

493�494, 494f

in water heat storage, 577�578, 578f

Heat flow in pipes, 483

Heat flows, 286�308

atmospheric electricity, 307�308, 307f

distribution of smoothly varying part of,

297f

geothermal flows and stored energy,

293�300

geothermal heat origins, 294�297

nuclear energy, 303�306, 304f

ocean thermal gradients power, 288�291,

289f, 290f, 291f

regions of high, 293�294

solar-derived heat sources, 287�293

upper soil and air temperature gradients,

291�293, 292f

Heat flows and stores, 286�308

geothermal, 293�300

in oceans, 288�291, 300�303

in soil and air, 291�293

Heat flux

of anthropogenic origin, 32�33

geothermal, 183

Heat from interior of Earth, 19, 293

Heat generation, 421

biomass burning for, 522�525

solar thermal conversion, 472�474

Heating systems

geothermal, 293�300
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heat pump, 375�378

hot water, 577�578

solar, 377, 485

Heat islands, 149�151, 169

Heat loads, 726�731, 728f

domestic appliances and, 729�730

heat loss and, 729

human metabolism and, 729�730

of individual houses, 726�731, 728f

Heat loss

heat loads and, 729

for heat storage systems, 582, 582f

from pipe sections, 570

through building surfaces, 727�729

ventilation and, 727�729

Heat of fusion storage, 592

Heat pipes, 371, 572

Heat pumps, 149, 357, 375�378, 731�732

decentralized, 569�570

heat exchange in, 377�378, 378f

modeling, 731�733

operation of, 375�377

solar heating with, 731�733, 732f

wind energy powering, 421

Heat source function, 189�191

Heat storage, 484f, 575�591. See also

Energy storage, heat

aquifer, 586�588

chemical transformation, 591�600

chemical reactions, 597�600

salt hydrates, 592�597

community-size, 580�588

flat-plate collectors with, 484�488

heat capacity storage, 576�577

heat loss from, 582, 582f

latent heat, 591�600

materials other than water for, 585�586

medium- and high-temperature, 588�591

multi-unit systems, 585

solar ponds, 586�588

in solid metals, 589

system dynamics, 724

temperature stratification in, 584�585,

585f

underground containers for, 583�584

uninsulated, 585, 586f

water storage, 577�580, 578f

Heat transfer coefficient, 377�378, 484

Heat transmission

district heating lines, 569�572, 571f

heat loss from pipe sections, 570

heat pipes, 572

Heat usage

in buildings, 654, 786f

temperature distribution of, 679, 679f

Heat waves, 918�919

Heliostats, 489f

Helium, 54�55

Helium fraction in Sun, 48

Helmholtz potential, 361

Heterojunction, 447

Hevea brasiliensis, 546

HfO2, 502

Hidden unemployment, 875

High-energy-growth precursor scenario, 654

High heat flow regions, 293�294

High-pressure hydrogenation, 551

High-quality energy stores, 600

High-temperature batteries, 628�629

High-temperature closed-loop C-H-O

systems, 598�599, 599t

High-temperature heat storage, 588�591

High-temperature plasma-arc gasification,

620�621

High-voltage DC lines, 573

Historical energy use, 680�681

History of man’s energy usage, 19�29

Hole description of electron vacancies,

368�369, 438�439

Holes, 438�439

Hopping, of electrons, 458

Horizontal axis wind turbines, 689�694, 696

Horizontal wind profile, 247�250

Hot storage, 502�503

Hot water production. See Heating systems,

hot water

Hot water systems, 729

storage components, 577, 579�580

Hour angle, 60�61, 206, 219�221

Hourly simulation, 767

Housing, 25

average heat losses by, 727�729

heat loads of, 726�731, 728f

reference data for simulating, 730t

Human energy. See Man’s energy

requirement

Human relations, 774�775

energy use and, 671�672
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Human society

energy conversion uses, 149

organic matter energy flow to, 149

stored energy build-up in, 152

Human work energy, 21

Humidity, 176�177, 240�241, 503

Huntorf compressed air storage facility,

616�618, 619f

Hybridization of atomic orbitals, 436

Hybrid vehicles, 512

Hydrocarbons

direct photosynthetic production of, 546

hydrogen production from, 620�621

Hydroelectric generators, 382

Hydrogen

in China 2050 model, 825�826, 825f

as energy store, 771

methanol reformer production of, 514,

515f

in northern Europe 2050 scenario,

780�782, 781f

in nuclear reactions in Sun, 42�43,

54�55

pipeline transmission of, 575

power regeneration from, 624

production costs, 17�18

production of, 421, 620�622

safety-related properties, 623t

storage difficulties, 514

storage forms, 622�624

compressed gas, 623

graphite nanofibers, 624

LCA for, 951t, 952�953, 953t

liquid, 623�624

metal hydrides, 599, 624

methanol, 624

status of technology, 974

underground cavity storage of, 620, 771,

825�826, 951t, 952

vehicle safety issues, 516

Hydrogenation

direct, 529

high-pressure, 551

Hydrogen fraction in Sun, 48

Hydrogen fuel use, 516

Hydrogen�oxygen fuel cell, 507f, 512

Hydrogen-producing cultures, 539�541

Hydrogen production, 620�622, 631

Hydrogen storage, 514, 620, 622�624, 974

Hydrogen sulfide, 949

Hydrological cycle, 109, 149

human interference with, 167�168, 168f

irrigation impact on, 169

Hydrolysis, 547, 549, 553

Hydropower, 3, 16f, 149, 271�274, 273f,

421�424, 971

East Asia potentials, 812, 814f

environmental impact, 272�274

geographical distribution, 272

high-voltage DC transmission and, 573

in North America 2060 scenario,

797�799, 801f

in northern Europe 2050 scenario, 776,

779f, 780�782

North America average potentials, 798f

present usage, 29

production costs, 16

pumped storage, 600�635

start-up time, 600�602

status of technology, 971

turbine types and efficiency. See Turbines

Hydropower production, 573

Hydrosphere, 146

Hydrostatic approximation, 101

Hydrostatic equilibrium, 47�49

Hy-gas process, 541

I

Ice age disappearance, 975�976

Ice ages, 160�161, 976f. See also Glaciation

Ice cover, 31�32, 159

Ideal gas law, 374�375, 509

Impact assessments, 898, 907�908

monetized, 911�912

monetizing issues, 900�903

multivariate, 910�911, 910f

social context and, 899�900

Impact profile, 910�911, 911f

Implementation studies, 718�723

simulation consistency and, 722�723

system choice and optimization, 721

Import value of energy technologies,

874�875

Impurities in solids, 438

Incineration, 523�524

Inclined surfaces, 235�239, 236f, 237f,

238f
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long-wavelength radiation and, 239�243,

241f, 242f

radiation on, 226, 229, 235

Including externalities, 884

Index loan, 867

Indian Ocean, average annual temperature

and salinity in, 121f

Indirect economics, 869�871, 877

Indirect heat gains, 729�730, 735

Individual house

heat load of, 726�731

solar heating system for, 473f, 474f

Induced current, 424�425

Industrialization, 28�29

Industrial revolution, 26

Inflation, 859�860

Infrastructure and physical planning, 872

Input streams, 886f

In situ coal gasification, 540

Installation licensing, 897�898

Instalment. See Annuity

Insulation materials, heat, 377

Insulators, 438

Insurance industry, 894

Integrated agriculture, 713

Integration mesh, in climate models, 31

Intensive variables, 360�361

Intercontinental electrical transmission,

574

Intercontinental fuel transport, 574

Intercropping, 546

Interest rate, 859�862

Interference factors, 404�405

Intergenerational interest, 860�862

Intermediary energy conversion, 653�654

Intermediary system efficiency, 657�658

Intermediate load (power plants), 755

Intermediate-load units, 753, 755�756

Internal combustion engines, 512

Internal consistency, 718�721

Internal energy, 108

Internal stress force, 605�607, 606f

International trade, 874, 879�880

Intransitive, equations of climate, 135

Intransitive equations, 135

Inventory, 890�891, 913

Inverters, 460

Ion-carrying polymers, 464

Ionosphere, 80

IPCC assessments, 197�205. See also A1B

scenario

A1B scenario, estimates based thereupon,

915�922

B2 scenario, 965�966

climate models reviewed by, 964

historical data used by, 965

malaria in, 930

vector-borne diseases in, 930

Irreversible thermodynamics, 360�362

Irrigation, 167�169, 338�339, 797�799.

See also Pumping devices

in Mediterranean 2050 model, 791�794

Isothermal expansion, 362

J

Japan

average annual solar radiation, 813f

average annual wind power potential, 814f

biofuels potentials, 812

energy needs in 2050 scenario, 811�818,

816f

energy production in 2050 scenario, 818f,

819f, 820f, 821f

offshore wind potential, 816f

solar energy in 2050 scenario, 812

Java Climate Model, 965

Jet engines, 367

Joint ocean and atmosphere general

circulation models, 125�129

precipitation in, 129f

salinity in, 125f, 127

solar radiation in, 131f

surface temperatures in, 134f

wind in, 133f

K

Kaplan turbine, 422�424, 602�603

Kinetic energy

in atmosphere, 19, 100, 108

creation and destruction of, 108�109,

113, 115f

in Sun, 50

in wind, 255�256, 256f, 257f

Kirchhoff’s law, 50�51

Koppers�Totzek gasifier, 540�541

Krakatoa eruption, 85

Krebs cycle, 312
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Kronecker delta, 185

Kuro Shio, 380

Kutta�Joukowski theorem, 386

L

Laisser-faire precursor scenarios, 657

Laminar boundary layer, 99�100, 177, 179

Land-use change, 31

Large system, 360

Laser power transmission, 574�575

Late capitalist economies, 857�858

Latent energy

emissions of, 149�151

irrigation movement of, 169

storage of, 591�600

Latent heat, 96f, 591�600

in atmosphere, 93�94, 98

Latent heat of evaporation, 371

Latex, 546

Latitude, 69

Latitudinal energy transport

atmospheric, 98

oceanic, 97�98

Lattice structures, 301, 434�435, 437�438

Laurasia, 157�159

LCA. See Life-cycle analysis

Lead�acid batteries, 625, 627�628

Leakage factor, 382

Leak current, 572

Least cost planning, 884

Lens concentrators, 489

Liberalism, 33

Liberalization in energy industry, 882

LiBr, 503

Life-cycle analysis (LCA), 550�551,

883�953

analysis types in, 885

application of, 913�953

of biogas plants, 947�952

chain analysis, 885�886, 885f

chain calculations, 903�907

of coal-fired power plant, 935�938

communicating with decision-makers,

909�912

demand modeling in, 907

difficulties in presenting results, 912

energy, 890�891

of energy systems with storage and

transmission, 952�953, 953t

for ethanol, 550�551

full system, 907

of greenhouse gas emissions, 913�918

agriculture, siliviculture, and

ecosystems impacts, 929�930

direct health impacts of temperature

changes, 918�929

extreme events, 930�931, 932f, 934f

fuel combustion externality estimation,

934�935

valuation of impacts, 931�935, 935t,

937f

vector-borne diseases, 930

warming impacts, 913, 916�918

for hydrogen storage, 951t

input and output streams, 886f

marginal versus systemic change, 909

matrix calculation for, 907�909

methodology, 884�909

aggregation issues, 896�900

context choice, 895�896

impacts considered in, 890�895, 891t

imports and exports, 888�890, 890f

qualitative or quantitative estimates of

impacts, 893�894

treatment of risk-related impacts and

accidents, 894�895

monetized impacts, 911

monetizing issues, 900�903

multivariate and monetized presentations

of, 906�907, 906f

of nuclear power plant, 938, 940�942

partial system analysis, 887�888

of photovoltaic power, 853�854

of power-production, 935�942

biogas plants, 947�952, 949t, 950t

coal, 935�938, 939t

nuclear, 938�942, 941t

photovoltaic power, 944�947, 944f,

946t, 947t, 948f

renewable energy, 942�952

wind power, 942�944, 943t

product, 890�891

of road traffic, 913

social context, 899�900

system, 907

system-level analysis, 886�887

of total energy systems, 907

of wind power, 942�944
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Life-cycle assessment, 852, 883

Lifetime of equipment, 657�658, 903

Lift forces, 386�387, 417

Light, velocity of, 52

Light-absorbing gases, 31

Lighting, heat gain from, 729�730

Lightning, power associated with, 307�308

Lignin, 547�548

Limestone, 152�154

Limiting factors of productivity, 335�341,

335f, 337f, 338f, 339f

Linear programming, 653

Liquid biofuels, 12, 15f, 715�717

biological conversion into, 545�552

production costs, 17�18

Liquid fuels, pipeline transmission of, 575

Liquid hydrogen, 623�624

Liquid sodium, 589

Lithium hexafluorophosphate, 629

Lithium-ion batteries, 629�631, 629f

Lithium-oxygen batteries, 630, 630f

Lithium�polymer batteries, 630

Lithosphere, 147

Livestock, 22, 29

fodder delivery to, 715, 716f

heat production by, 527, 528f

manure supplies and, 717

production efficiency from, 715

rangeland and efficiency of, 715, 719f

Living standard, 29

Load distribution, 764�765

temperature dependence of, 47

time distribution of, 487�488

Load factor, 171�172

Load�following operation of mixed

electricity supply system, 764, 768

Loads, 649

Load structure, 658�682

biologically acceptable surroundings and,

662�668

food and water needs and, 669

health needs and, 671

human relations and, 671�672

security needs and, 669�671

Loan types, 863

Local economies, 872�879

Local energy scenarios, 649�651

Local planning, 872

Local systems, 723�771

solar heat or heat-and-electricity,

723�745

wind electricity systems, 746�765

Local time, 60�61

Long-term power storage, 771

Long-term prices, 854

Long-wavelength radiation, 239�243

inclined surfaces and, 241�243, 241f, 242f

Long-wavelength re-radiation, 65, 66f

Lorentz force, 424�425

Low-energy-demand precursor scenarios,

655�656

Luminance distribution, 90f

Mie scattering, 91�92

Rayleigh scattering, 90

Luminosity, 51, 53�54

Lunar orbital plane, 206

Lurgi fixed-bed gasifier, 540�541

M

Magnetic flux density, 635

Magnetic induction, 635

Magnetic storage, 635

Magneto-hydrodynamic (MHD) converter,

424�425

Magnetosphere, 80

Main-sequence stars

creation of, 40�41

energy production in, 39�55

Malaria, 930, 931f

Man-power, 21

Manufacturing, energy use, 673

Manure, composting of, 525

Man’s energy requirement, 21

Marginal change, 909

Marginal land, 708�713, 712f

Market economies, 33

Market interest rate, 865�866

Market position of renewable energy, 5

Markets, 852

Mark-up procedure, 854

Mass absorption coefficient, 49�51

Matrix calculations, 907�909

Matter cycles, 152

Maximum-efficiency precursor scenarios,

658

Maxwell�Boltzmann distribution law, 45,

50
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Mean free path, 49�50, 92

Measures of value, 852

Mechanical energy conversion processes,

381�434

cross-wind and other alternative converter

concepts, 410�415

ducted rotors, 415�417

flow-driven converters, 381�389

other concepts for, 418�421

propeller-type converters, 389�409

rotors with tip-vanes, 417�418

Mediterranean energy scenario, 783�797

Mediterranean region

energy needs in 2050 scenario, 783�797

power grid connections, 792f

Medium-temperature heat storage, 588�591

Meridional atmospheric circulation,

102�107, 105f, 111, 112f

Meridional circulation, 102�104

Mesozoic era, 157�159, 161

Metabolic heat, of livestock, 527, 528f, 656

Metal hydrides, 514

heat storage in, 599�600

hydrogen storage in, 599, 624

Metals

heat capacities of, 590t

heat storage in, 589

Meteorological forecasting, 753, 761�762

probability period for, 102

Methane, 153, 163, 535, 598, 913�914,

950�952

atmospheric concentrations of, 914�915

in biogas, 530, 947�948

hydrogen production from, 620

production, 530f, 534f

safety-related properties, 623t

storage, 534

Methanogenic bacteria, 530

Methanol, 514�515, 544, 715�717

from biomass, 551�552, 551f

hydrogen production from reformed, 514,

515f

hydrogen storage and, 624

use as a fuel, 514�515

storage, 600, 624

MHD. See Magneto-hydrodynamic (MHD)

converter

Microwave power transmission, 574�575

Microwave scatterometers, 702�705

Mie scattering, 90�92, 90f, 92f, 170�171

Migration, 929

MIHR model, 920

Mixed economy, 873�874, 876�877

Mixing length, 52

Mixing ratio, 94, 187

Mobility of electrons, 445

Modeling, aims of, 653

Molasses, 545

Molecular orbits, 466�468, 467f

Molten carbonate fuel cells, 515

Molten sodium, 496

Momentum equations, for non-uniform wind

velocity, 402

Momentum exchange processes, between

atmosphere and oceans, 183�184

Monetary economy, 851�852

Monetary systems, 860

Monetary values, 852

Monetized impacts, 911�912

for building-integrated PV, 947t

for greenhouse warming, 931�935, 935t,

937f

Monetizing externalities, 902�903

Monetizing issues, 900�903

Monin�Obukhov length, 247�248

Monin-Obukhov relations, 703, 706

Monocrystalline silicon cells, 453�454, 453f

Mortality factor, 920, 922f, 926f, 928

Mosquitoes, 930

Multicrystalline solar cells, 453�456, 456f

Multilayer solar cells. See Stacked solar

cells

Multiplier effect

of job creation, 875

of public spending, 857�858

Multivariate impact assessment approach,

910�911, 910f

Multivariate impact profile approach, 911

Municipal biomass waste, 12

Muscle work, 21

N

N2. See Nitrogen

N3 dye, 464

NACA airfoils, 388f, 394�395

Nagler turbine, 422�424, 602�603

Nanofiber storage, 514, 624
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Nanoparticles, 462�463

National debt accounts, 877

National economy, 872�879

National energy systems, renewable energy

penetration in, 5

Natural circulation, 472

Natural gas, production peaking of, 30

Natural gas pipeline networks, 575

NCEP-NCAR wind speed database, 688

Neanderthal energy use, 22, 23t

Near-intransitive equations, 137�138

Neoclassical economic theory, 857

Neoclassical theory, 857�858

Neolithic age, 22, 25

Neolithic energy use, 25

NESO model, 806�807

Net energy, 870, 871f

demand, 743�745

produced by energy converters, 868, 870

time profile, 871

Net present value, 862�864

Net primary production (NPP), 790, 792f

Net radiation, 64f, 71�73

Network, electrical. See Transmission

intercontinental grid connections: of

power

Neutrinos, 42�43, 49�50

NH3. See Ammonia

Nickel�cadmium batteries, 625

Nicotinamide-adenine dinucleotide

phosphate (NADP), 311

cycle, 154�157, 155f

fixation, 154

influence on biomass production,

551�552

Nitrifying bacteria, 156

Nitrogen, 154

in biogas production, 531

fixation of, 154�156

Nitrogen cycle, 154�157, 155f

Nitrogen oxides, 88, 524

Nitrous oxide, 913�915

NMR. See Nuclear magnetic resonance

Non-interacting streamtubes, 389�394

Non-laminar wind fields, 404�405

Non-radiative energy flows, 176�211

Non-renewable energy resources, 20, 877

indirect economics and, 869

interest rates and, 861

Non-uniform wind velocity, 400�403, 401f,

404f

Nordic Power Pool, 761�762, 763f

Normal conducting lines, 572�573

Normal incidence radiation. See Normal

radiation

Normal mode wave solutions, 638

Normal radiation, 219�221

North America

average solar radiation, 797f

average wind-power potentials, 798f

biomass average potentials, 799f

energy needs in 2050 scenario, 797�811,

803f, 804f, 805f

energy scenario, 656

hydropower average potentials, 798f

power import/export simulation,

806�811, 808f, 809f, 810f, 811f

Northern Europe

energy needs in 2050 scenario,

776�782

energy scenario, 776�778

past energy use in, 24�25, 24f

North Sea, offshore wind in, 427�428

Norwegian Sea, 121�123

NPP. See Net primary production

NSES software, 733�734, 734f, 744f

n-type material, 439�440, 447, 945

Nuclear accidents, 938�940, 940t

Nuclear breeder reactors, 589

Nuclear energy, 19, 149, 303�306, 304f

fuel resources, 30

LCA for fuel chain, 938�942, 941t

start-up time, 753

Nuclear fusion

as energy source, 149

in stars, 39�41

Nuclear magnetic resonance (NMR), spectra,

465�466

Nuclear potential, 44f

Nuclear processes in Sun, 49�50, 53�54,

346

Nuclear reactions

rate of, 45�46, 46f

in Sun, 42�47

Nuclear resonance, 43�44, 44f

Nuclear test ban, 85, 85f

Nuclear weapons, 32�33

atmospheric 14C and testing, 154
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Nutrients, requirement for biomass

production, 169

O
18O, 159

O3. See Ozone

Obliquity, 162

Ocean biomass production, 339

Ocean currents. See Currents, in oceans

Ocean farming, 421

Ocean power sources, 17f

Oceans, 114�129

circulation of, 125�129

human impact on, 169

modeling, 194�197

wind and, 147, 210�211

wind-driven, 210�211

energy absorbed by, 146�147

evaporation from, 180

gravity waves in, 207�208

heat transport by, 97�98

momentum exchange processes with

atmosphere and, 183�184

salinity distributions, 121�123

scales of motion, 123�125

state variables of, 119�123

temperature adjustments in, 123

temperature gradients in, 120�121, 380

tide and wave modeling, 205�211

Ocean salinity gradient conversion,

517�519

Ocean-thermal conversion, 380�381

Ocean thermal gradients, 288�291,

300�303

electricity generation from, 421�422

environmental impact of utilization, 877

geographical distribution, 244

power derived from, 286

Ocean thermal gradients power, 288�291,

289f, 290f, 291f

Ocean waves, 274�279. See also Wave

motion

power of, 279�282, 280f, 281f, 282f

spectra, 275�279, 276f

tides, 283�286, 283f, 284f, 285f

wave spectra, 276f, 277f, 278f, 279f

Odeillo plant, 496

Offshore power transmission, 572�573

Offshore wind, 427�428, 688�689, 694f,

698�702, 699f, 701t

advantages of, 708

estimating production, 702�708

Japan, Korean and Chinese coast

potentials, 816f

power transmission issues, 573�575

Offshore wind power production, 702�708

Offshore wind turbine foundation, 409

Ohmic losses, 574

Ohm’s law, 362

Oil, 25

pipeline transmission of, 575

production peaking of, 30

seed, 546

Oil spills, 169

Oil supply crisis of 1973/1974, 878�879

Onsager relations, 362

Open cycles, 367

Operating collectors, 481�484, 492

Optical systems, 491

Orbital parameters of Earth, influence on

climate, 161�162

Organic agriculture, 713

Organic-compound emissions, 524�525

Organic dyes, 470

Organic fuels, 520

Organic matter, energy flow to human

society of, 149

Organic solar cells, 461

Oscillating-vane wave energy converter,

431f, 433f

Osmotic pump, 302

Otto cycle, 366f, 367, 544, 549

Output streams, 886f

Overgrazing, 166

Overhead transmission lines, 572�573

Overshot waterwheels, 382

Oxygen in Earth’s atmosphere, 41f

Ozone (O3), 80, 88, 963

anthropogenic emissions, 88

in atmosphere, 161

distributions of, 88f

plant growth impacts, 929�930

solar radiation absorption by, 87�88, 87f

P

Pacific Ocean, average annual temperature

and salinity in, 122f
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Paleozoic period, 157�159, 161

Palm oil, 546

Panemone. See Cross-wind converters

Parabolic reflectors, 489, 489f

Partial system analysis, 887�888

Partial tuning, 432

Particles

in buildings, 654

influence on solar radiation, 84�85

sea salt spray, 180, 197

Particulate emissions, 157

impact of anthropogenic, 964

Particulate matter

altitude and density of, 82, 83f

in atmosphere, 80�85

emissions of, 31, 524

estimates of, 82

hydrological cycle impacts of, 169

radioactive, 85, 85f

residence times in atmosphere, 84�85

size distribution in atmosphere of, 83f

solar radiation transmittance and, 84�85,

84f

ventilation requirements and, 729

Passivation, 453�454

Passive solar heating, 3, 472�473, 473f,

474f

Passive wind energy, 3

Pastures, 147, 166

Pathogens, 532

Pathway method, 903�904, 904f

Pauli principle, 438

Peak load, 764

Peak-load units, 756�759, 758f, 761

wind power as, 764

Peak shaving, 768�770, 980

Peat, 520f

PEC. See Photo-electrochemical conversion

Pelletizing, 523

Pelton turbine, 604

Pelton turbines, 382, 422�423, 604

PEM cells. See Proton exchange membrane

cells

Penetration of renewable energy, 3

Per-capita emission limits, 966�967

Performance modeling, 653

PERL cells, 453f, 454f

Permeability, electric in vacuum, 635

Permeability, soil, 298�300

Perovskite solar cells, 470�472, 471f

Phase changes, 591

solid�solid, 591, 591t

Pheophytin, 316�319

Phosphine, 945

Phosphoric acid cells, 512

Photochemical smog, 172

Photodissociation, 153f

Photoelectrochemical cells, 461�472

Photo-electrochemical conversion (PEC),

461�472, 462f

sensitizers for, 464�466, 465f

Photo-electrochemical dye, 470

Photolysis, 330

Photosphere, 57�58

Photosynthesis, 147, 152�153, 309�333

bacterial, 332�333

efficiency of, 330�332

green plant, 309�312

mechanisms of green plant, 309�312,

310f, 311f

process details, 313f, 315f, 316f, 317f,

318f, 319f, 320f, 321f, 322f, 323f,

324f, 325f, 326f, 327f, 328f, 329f,

330f, 346�347

Photosystems I, II, 313�314

Photo-thermoelectric converters, 494f

design of, 493�496, 493f

efficiency of, 495, 496f

Photovoltaic conversion, 434�461

converter design, 449�453

efficiency, 724

electrical efficiencies of, 460�461, 684

inverters for, 460

LCA for, 944�947, 944f, 946t, 947t, 948f

module construction, 460

photovoltaic devices, 439�440

p�n junction, 439�440, 441f

residual energy use, 460�461

solar cells, 443�449

status of technology, 973

temperature dependence, 452�453, 461

Photovoltaic devices, 439�440

Photovoltaic panels

building-integrated, 683�684, 686f

site availability for, 684�685

Photovoltaic solar power

production cost, 15�16

subsidies and buy-back rates, 15�16
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Photovoltaic solar power (Continued)

in supply scenario, 683�685

Photovoltaic�thermal systems (PVT

systems), 724, 726

simulation results for, 733�734, 733t

large system, 738�743, 741f, 742f,

743f, 744f

medium system, 735�738, 738f, 739f,

740f

small system, 734�735, 736f, 737f

system with heat pump, 743�745, 745f,

746f, 747f, 748f

Physical planning, 872

Phytoplankton, 147

Pipeline networks, 575

Pipeline transport, 947�948

Pipe sections, heat loss from, 570

Pitch angle, 393, 398�399

Planck spectrum, 472

Planck’s constant, 50, 314�316, 440�441,

448

Planck’s law of radiation, 50

Planning assessments, 898

Planning methodology, 649�653

Plant growth. See Biological energy

conversion and storage

Plants (green) photosynthesis, 309�312

Plasma, in thermionic generators, 371

Plasma-arc gasification, 620�621

Plasmodium falciparium parasite, 930

Plastic solar cells, 464

Plastocyanine, 325�327

Plastoquinone, 316�319, 321f, 322

Platinum, 462�464, 512

in fuel cell catalysts, 513

Plywood flywheel disks, 610

Pneumatic wave energy converter, 428�431,

429f, 431f

p�n junction, 439�444, 441f

Polar ice, 147

Polar ice melting energy, 147, 172�173

Polarization, of solar radiation, 90, 91f, 92f

Polarization of sunlight, 90

Poleward energy transfer, 65, 144f

Poleward energy transport, 65, 65f

Political election campaigns, 975�976

Political impacts, 893

Pollution

chain calculations and, 905�906

dispersal of, 906�907

government-enforced limits on, 857

interest rates and, 861

socioeconomic costs of, 856�857

Polycrystalline solar cells.

See Multicrystalline solar cells

Polyperfluorosulfonic acid, 513

Pool bidding, 762, 881

Population, world, 5, 714

Population distribution, 28�29

density in 1994, 665f

density in 2050 scenario, 665f

Population projections, 668f, 773�774,

921�922

Population stabilization, 969

Post-numerando interest, 863

Potential energy, 48�49, 148

Potentials

electron, 434�435, 437

Gibbs, 361

Helmholtz, 361

Potential temperature, 187

Power availability, 766f

Power coefficient, of wind energy converter,

754�755

Power coefficients, 751f

Power curves

for wave power, 978f, 979f

for wind turbines, 695�696, 697f, 750f,

752f, 761, 765f

Power duration curve, 245f

of power in the wind, 258�259, 263

of power in waves, 279�282

of solar radiation, 244�246

of wave energy converter, 978f

of wind energy converter, 262�263

of wind energy system, 746�748,

750�752

Power grid, 881�882

in Mediterranean, 792f

Power plants See also specific types

biogas, 947�952, 949t, 950t

operation, 940�942, 941t

start-up times of, 753

Power pools, 761�762, 881

Power-production chains, LCA of, 935�942

biogas plants, 947�952, 949t, 950t

coal, 935�938, 939t

coal-fired stations, 935�938, 939t
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nuclear, 938�942, 941t

nuclear power, 938�942, 941t

photovoltaic power, 944�947, 944f, 946t,

947t, 948f

renewable energy, 942�952

wind power, 942�944, 943t

Power regeneration, from hydrogen, 624

Power towers, 496

Power transmission, 572�573

intercontinental, 574

normal conducting lines, 572�573

offshore issues, 573�575

radiant, 574�575

superconducting lines for, 574�575

pp-chains, 47, 47f

PPP. See Purchasing power parity

pp-reactions, 43, 45

Prandtl layer, 184�186

Prandtl model, 394�395

Precipitation, 128

climate change effects on, 203f, 204

collection, 271�272

energy exchange through, 115, 116f

observed, 137f

tropical forest removal and, 167, 167f

Precipitation rates

annual

in 1995, 116f

average, 111�113, 114f

in joint ocean�atmosphere models, 128,

129f

Precursor scenarios, 653�654, 773

catastrophe, 656

high-energy, 654

laisser-faire, 657

low-energy-demand, 655�656

maximum-efficiency, 658

rational investment, 657�658

runaway, 654

stability, 655

Pre-industrial temperature reference, 964

Present value, 860�864

accumulated, 864�865, 864f

net, 862�864

Pressure at ground level, 109�110

Pressure gradient term, 185�186

Price fixation, 876

Price flexibility, 858�859

Price index, 867

Prices

break-even, 864�869

fixed, 854

long-term, 854

market

biomass waste, 15

fuelwood, 15

sales

diesel fuel, 17�18

gasoline, 17�18

shadow, 855

short-term, 854

Pricing of commodities, 12�14, 853�854

actual pricing, 858�859

fixprice system, 854

flexprice system, 854

Pricing policies, 858�859

Primary battery, 505�507, 625

Primary production of biological material,

545

Private interest rate, 860�862

Privatization of the energy industry,

880�883

Probability, 895

Production function, 854�855

Production planning, 854�857

Productivity. See Biological energy

conversion and storage

Product LCAs, 890�891

Profit. See Surplus value

Profit allocation, 855

government influencing, 876�877

Program verification, 734�735

Propane, safety-related properties, 623t

Propeller-type converters, 389�409

blade profiles, 405f

development of, 689�697, 695f, 696f

ducted rotors, 415�417, 416f

floating offshore wind turbines, 409

load, 399�400

model behavior of power output and

matching to load, 394�400

non-interacting streamtubes, 389�394

non-uniform wind velocity, 400�403,

401f, 404f

offshore foundation issues, 409, 410f, 427

power coefficient curves, 394�396, 395f,

398f

rotors with tip-vanes, 417�418, 417f, 696
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Propeller-type converters (Continued)

size limits, 408�409

torque, 397�399, 399f, 400f

velocity and force components of blade

segment, 390, 391f

wind profile in wake and arrays of,

403�408

wind speeds and, 395�397, 397f

Proton exchange membrane cells (PEM

cells), 513, 513f, 514f, 631

direct methanol, 514�515

Proton mass Mp, 48

PSO. See Public service obligation

p-type material, 439�440, 443�445, 447,

945

Public sector, role of, 853, 876

Public service obligation (PSO), 881

Public subsidies, for photovoltaic solar

power, 15�16

Pumped hydro energy storage, 600�635,

771

Pumped hydro storage, 600�635

Pumping devices

solar, 372

Purchasing power parity (PPP), 932

PVT, combined photovoltaic and thermal

solar system, 724, 781t, 872

PVT panels, 460�461

PVT systems. See Photovoltaic�thermal

systems

Pyrolysis, 542, 551

Q

Quantum efficiency, of solar cell, 445�446

Quantum tunneling, 44f

Quasi-static theory, 855�856

Quasi-steady-state approximation, 682

Quaternary period, 159, 161�162

QuicksSCAT, 702, 705

Q-value, 42�43

R

Racell prototype, 734�735

Radar measurements, 702

Radial stress, 609

Radiant electrical energy transmission,

574�575

Radiation. See also Direct solar radiation;

Solar radiation

absorption

aerosols and, 170�171, 171f

by Earth�atmosphere system, 62

absorption and scattering, in atmosphere,

85�86, 146

blackbody, 48, 52

spectral distributions of, 60

direct, 67

estimates for scenario construction, 683

disposition in Earth-atmosphere system,

59�79

electromagnetic, in Sun, 50

equilibrium, Earth�atmosphere system, 62

extragalactic, 59, 59f

global, 230�232

normal, 219�221

reflected, 228�230, 230f

source term, 109

total at top of atmosphere, 66f

ultraviolet, 80

absorption in atmosphere of, 87, 87f

Radiation constant a, 52

Radiation equilibrium, 62

Radiation pressure, 52

Radiative cooling, 502

Radiative forcing, 917f

Radiative transfer, 50

Radioactive decay, in Earth’s crust, 295

Radioactivity. See Nuclear energy

Radiolarians, 162

Rain making, 169

Rainout, 84�85

Rain prevention, 169

RAINS model, 908

Rajasthan desert, 204

Rajputana desert, 166

Rangeland, 711f, 715, 719f

biomass production on, 718

Rankine cycle, 366f, 367�368, 372�373,

588

in heat pumps, 375�376

in ocean thermal energy conversion, 380

in photo-thermoelectric converter design,

493�494

solar pumps with, 505, 506f

thermodynamic cooling with, 504

Rational distribution, 855

Rational investment precursor scenarios,

657�658

1012 Index



Rayleigh scattering, 89�91, 90f

Ray-tracing, 497�498, 499f, 501f

Reaction rate, for nuclear process,

53�54

Recombination lifetime, 446

Recombination processes, 329�330

Recycling of materials, 904�905

Redistribution subsidies, 876

Redox couples, 463�464

Reference data, 235�236

Reference year, 232�234, 635�636, 682,

725, 725f, 726f

Reflectance, 228�229

hemispherical, 229

Reflected radiation, 75�78, 228�230, 230f

Reflection

diffuse, 228

in flat-plate solar collector cover system,

477�479

specular, 228

Reflectors

Fresnel, 489f

parabolic, 489, 489f

Reformed gas, 598

Refrigeration cycle, 367�368

Regenerative battery, 505�507

Regenerative fuel cell, 505�507, 511

Regional economy, 879�880, 891�892

Regional energy scenarios, 773�776

Regional systems, 771�827

scenario construction for, 773�776

China, 818�827

efficiency scenarios, 773�776

Japan and South Korea, 811�818

Mediterranean, 783�797

North America, 797�811

northern Europe, 776�782

Relations, energy requirement, 660�661

Renewability, 344

Renewable energy

average use, year 2000, 6t

average use, year 2013, 9t

China resources for, 818�821, 823�825

costs, 867

current market, 3�18, 4f

defined, 19

global politics and, 974�977

LCA for, 942�952

biogas plants, 947�952, 949t, 950t

photovoltaic power, 944�947, 944f,

946t, 947t, 948f

wind power, 942�944, 943t

market characteristics of forms of, 12�14

outlook, 963

past and present resources, 19�29

present production, by country, 5

R&D needs, 878

status of technologies, 971�973

subsidies supporting, 877

theoretical maximum rates of flows from,

34

Renewable energy resources, 20

Renewable energy scenarios, 653�682

centralized scenario, 833

China, 818�827

Japan and South Korea, 811�818

Mediterranean region, 783�797

North America, 797�811

Northern Europe, 776�782

worldwide, 828�842

Renewable energy sources See also specific

sources

biological conversion and storage,

308�343

bacterial photosynthesis, 332�333

ecological systems productivity,

333�335, 334f

efficiency of conversion, 330�332

limiting factors of productivity,

335�341, 335f, 337f, 338f, 339f

liquid biofuels, 545�552

photosynthesis, 309�333, 310f, 311f,

313f, 315f, 316f, 317f, 318f, 319f,

320f, 321f, 322f, 323f, 324f, 325f,

326f, 327f, 328f, 329f, 330f,

346�347

productivity data, 341�343, 342f, 343f

productivity in different environments,

333�343

direct solar energy, 219�246

dependence on turbidity and cloud

cover, 223�224, 224f, 225f, 227f

direct solar radiation

geographical distribution of, 244

inclined surfaces and long-wavelength

radiation, 241�243, 241f, 242f

long-wavelength radiation, 239�243

power distribution curves, 244�246
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Renewable energy sources (Continued)

short-wavelength radiation, 227�239,

230f, 231f, 232f, 233f, 234f, 235f,

236f, 237f, 238f

variability of, 243�246, 243f, 244f

heat flows

atmospheric electricity, 307�308, 307f

distribution of smoothly varying part of,

297�300, 297f, 299f

geothermal heat origins, 294�297

nuclear energy, 303�306, 304f

ocean thermal gradients power,

288�291, 289f, 290f, 291f

regions of high, 293�294

solar-derived heat sources, 287�293

upper soil and air temperature

gradients, 291�293, 292f

heat flows, reservoirs, and other sources,

286�308

geothermal flows and stored energy,

293�300

hydropower, 271�274, 273f

hydropower environmental impact, 272�274

ocean currents, 265�271, 265f, 266f, 267f

current power variability, 266�271,

268f, 269f, 270f

hydropower sources geographical

distribution, 272, 273f

ocean thermal and salinity gradients,

300�303

ocean waves, 274�279

in climatic context, 282

power of, 279�282, 280f, 281f, 282f

wave spectra, 276f, 277f, 278f, 279f

wave spectra power, 275�279

river flows, hydropower, and elevated

water storage, 271�274

salinity differences, 301�303, 302f

tides, 283�286, 283f, 284f, 285f

water flows and reservoirs, waves, and

tides, 265�286

wind, 246�264

height scaling and distribution,

254�255

horizontal profile, 247�250

kinetic energy in, 255�256, 256f, 257f

power in, 257�259, 258f, 259f

power variability, 259�264, 260f, 261f,

262f, 263f

speed data, 250�254, 251f

speed profiles, 249f, 251f, 252f, 253f,

254f, 255f

variability in power duration curves,

262�264, 262f, 263f, 264f

velocities, 247�255

Research and development, of energy

systems, 873

Research and development subsidies, 878

Reservoirs, 265�308

for heat pumps, 376

for pumped storage facilities, 602

river flows, hydropower, and elevated

water storage, 271�274

water flows and, 265�286

Resilience, 893

Resistance, electric, 375

Resource industry, energy uses, 673�674

Resources for the future, 29�30

Respiration, 333

Respiration losses, 21�22

Reverse bias, 443

Reverse-mode fuel cells, 421

Reversible chemical reactions, 597�598

Reversible fuel cell, 505�507, 622, 631�632

Reynolds number, 387, 388f, 413, 589�590

Reynold stress, 195

Richardson number, 248

Risk, 894

accident, 894

Risk-related impacts, 894�895

River flow, 271�274

Rock beds, heat storage in, 589�590, 590f

Rock cavities, 613

Rock storage, 613f

Roughness length z0, 247, 407, 706

Rubber tree, 546

Runaway precursor scenario, 654

Run-off, 118f, 818�821

human interference with, 167�168, 168f

Ruthenium

in fuel cell catalysts, 513

in PEC devices, 461�462, 464, 465f

S

Saccharification enzymes, 554

Safety

fuel properties, 623t

hydrogen vehicle issues, 516
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Safety factor, in flywheel design, 609�610

Sailing vessels, 385�387, 389f

Sails, 385

Sail-ships, energy conversion by, 25�26

Salinity, 121�123

in Atlantic Ocean, 120f

differences, 301�303, 302f

glaciation and, 161

gradients, 300�303

in Indian Ocean, 121f

in joint ocean�atmosphere models, 125f,

127

ocean gradients of, 149

electrical conversion, 517�519

in Pacific Ocean, 122f

Salinity differences

electricity generation from, 302�303

energy associated with, 302�303

in oceans, 125, 127, 517�519

Salt deposit cavities, 613, 952

Salt dome storage of gas, 620

Salter device, 433�434, 434f, 978

Salt-gradient ponds, 587�588, 587f

Salt hydrates, 592�597, 593t

Salt storage of heat, 615

Sargasso Sea, 211

Satellite-based wind measurements,

702�706

Satellite energy data, 63f, 705�706

Satellite solar power, 574�575

Satellite wind estimates, 250�251

Savonius rotor, 410

Savonius rotor. See Cross-wind converters

Scales of motion

in atmosphere, 108

Scattered radiation, 67, 89�92, 225�227,

226f, 227f, 230f, 246

in atmosphere, 85�86

estimates for scenario construction, 683

models for description of, 89�92

Scatterometer data, 702�707

Scavenging, 84

Scenario construction, 600, 650

Scenarios

demand, construction of, 653�682

for future energy supply, 682�683

implementation issues, 718�723

precursor, 653�654, 773

catastrophe, 656

high-energy-growth, 654

laisser-faire, 657

low-energy-demand, 655�656

maximum-efficiency, 658

rational investment, 657�658

runaway, 654

stability, 655

for regional systems, 773�776

supply, 682�718

system choice and optimization, 721

time variable in, 651�653

use of concept, 649�651

Schottky junction, 449

Schrödinger equation, 437

Sea-level pressure P0, 187

models of, 127�128, 128f

observed, 135f, 136f

Seawinds, 702�703

Secondary battery, 505�507, 625

Second-generation biofuels, 553

Second law efficiency, 365, 368, 382

Second law of efficiency, 365, 382

Security, 669�671, 774

energy use and, 669�671, 774

Security impacts, 893

Seebeck coefficient, 369�370

Selective surface, 475�476, 476f, 496

Semiconductors, 434�435, 438�440

amorphous, 457�459

band gap, 450

Semiconductor theory, 439

Semi-deserts

albedo of, 166

steppe transformation to, 166

Sensible energy emissions, 149�151

Sensible heat, 93, 95f, 177, 479, 576

in atmosphere, 93�94

exchange in flat-plate collectors, 479

height and latitude distribution of, 190f

Sensible heat storage. See Heat capacity

storage

Sensitized dye solar cells, 452�453

Sensitizers, for PEC systems, 464�466, 465f

SETAC, 884, 890�891

Sewage plants, biogas production by,

537�538

Shadow price, 855

Shape factor, 609�610, 610t

Shearing stress exerted by wind, 407
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Shelter, 662

Short-circuit current of solar cell, 445

Short-term power storage, 763�765, 768

Short-term prices, 854

Short-wavelength radiation, 47�49, 67�68,

71�73, 227�239, 231f, 232f, 233f,

234f, 235f

average behavior of, 230�234

definition, 67

inclined surfaces, 235�239, 236f, 237f,

238f

reflected radiation, 228�230, 230f

Sideline inputs, 885�886, 886f

Silicon dioxide, 945

Silviculture, greenhouse gas emission

impacts on, 929�930

Simulation consistency, 722�723

Simulation models, 680

SiO2, 502

Slagging Lurgi process, 541

Small system, 360�361

Snow. See Precipitation

Social context, 899�900

Social framework for energy systems,

851�871

Social impacts, 892�893

Social interest rate, 860�862

Social issues, 32�34

Socialist economies, 853�854, 873�874

employment impact in, 875

resource allocation in, 858

Socialistic economy, 853�854, 858

Social settings, aggregation over, 896

Social values, 851�852

Social values and goals, 851�852, 902�903

Social welfare, economic activity and, 30

Socioeconomic assessment, framework for,

851�871

Socio-economic assessment of energy

systems, 851

break-even calculation, 864�869

direct cost, 859�860

examples of cost comparison, 867

indirect economics, 869�871

present value calculation, 862�864

price assignment, 855

value assignment, 855

Socioeconomic costs, 856

Sodium

liquid, 589

molten, 496

Sodium sulfide/water systems, 594�596,

595f, 596f

SOFC. See Solid oxide fuel cells

Soil

air fraction of, 589�590

carbon stored in, 915, 916f

heat capacity of, 180

heat conductivity of, 180�181, 181f

heat transport in, 181

moisture content of, 180�181

seasonal variations of temperature of, 182f

water and heat disposition in, 180�183

Soil temperature, 291�293, 292f

Solar absorption cooling systems, 503, 503f

Solar cell, 149, 443�449

amorphous, 457�459, 458f, 945

centralized and decentralized, 981

concentrator, 461, 497

concentrators, 496�502

Cu2S�CdS, 447, 447f

doping parameters and efficiency of, 454,

455f

electrical efficiencies of, 460�461

heat generation with, 460�461

module construction, 460

modules, 460

monocrystalline silicon cells, 453�454,

453f

multicrystalline, 453�456, 456f

operating temperature and efficiency of,

451�452, 452f

optical subsystem, 496�502

other materials for, 459�460

PEC, 461�472, 462f

PERL, 453f, 454f

perovskite, 470�472

plastic, 464

spectral collection efficiency, 450�451,

451f

stacked, 456, 457f

thin-film, 459�460

in windowpanes, 460

Solar collectors, 149, 374, 472, 725�726,

979

catenary-shaped, 498�502

flat-plate, 475�481, 476f

with heat storage, 484�488
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fluid circulation rate and efficiency of,

485, 486f, 487f

modeling windows as, 730�731

operating, 481�484, 492

stalled, 481�484, 482f, 492

tracking, 488

Solar constant, 60�61, 164�166

yearly variations in, 39, 40f

Solar cooling, 502�505

Solar coordinates, 61f

Solar-derived heat sources, 287�293

Solar energy, 3, 20, 977. See also Direct

solar energy

building-integrated panels, 683�684, 686f

centralized farms, 684�685, 687f

engine conversion of, 372�375

Ericsson hot-air engine, 372�375

historical uses of, 22

housing and, 25

in Japan and South Korea 2050 scenario,

812

in Mediterranean 2050 model, 783�785,

784f, 785f, 786f, 787f, 788, 794�797

processes near surface of Earth, 79�142

atmosphere, 79�113

oceans and continents, 114�129

status of technology, 973

Solar energy conversion, 149

concentrating collectors, 459

electricity production, 735

flat-plate collector, 475�481, 484�488

focusing systems, 491�493

heat production, 735

heat pump combination, 375�378

passive heating and cooling, 473f, 474f

photo-thermoelectric converters, 493�496

photovoltaic converters, 449�453

pumps, 375�378

refrigerators, 573

tracking systems, 449

work delivered by hot-air engine,

617�618

Solar energy cycle, 21

Solar energy flux at Earth, 32

Solar evolution, 54�55

Solar flux, average, Earth�atmosphere

system absorption of, 32�33

Solar heating

decentralized, 569�570

flat-plate collectors, 475�481

with heat storage, 484�488, 486f, 487f

greenhouses, 474

heat storage in, 576�577

local resource availability and, 723�745

modeling, 724�726

national average values, 2013, 18f

passive, 3, 472�473, 473f, 474f

reference data for home, 730t

system dynamics, 724

usage of, 12

water heaters, 474

water storage and, 577�580, 578f

with heat pumps, 731�733, 732f

Solar layers, 56�57, 56f

Solar mass, 49

Solar pond, 474, 475f, 586�588, 587f

Solar power

national average values, 2013, 18f

in North America 2060 scenario,

797�799, 800f

Solar processes, modeling, 54�55, 55f

Solar radiation, 20, 31, 39�59, 59f

absorption and scattering in atmosphere,

85�86, 146

aerosols and absorption of, 170�171,

171f

angular distributions of, 91, 92f

average behaviour, 230�234

cloud cover, influence of, 231�232

conversion of, 434�505. See also Solar

energy conversion

photo-electrochemical, 461�472

photovoltaic conversion, 434�461

solar cooling, 502�505

solar thermal conversion, 472�488

data for local system model, 724�726,

725f, 726f

data series, 853

direct, 25, 633

disposition on Earth of, 59�79, 70f

in atmosphere, 71�73

at surface, 67�79

at top of atmosphere, 60�66, 62f, 63f,

64f

Earth�atmosphere system absorption of,

62

Earth receiving, 58�59

at Earth’s surface, 67�79
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Solar radiation (Continued)

in coupled ocean�atmosphere models,

131f

direct and scattered radiation, 67

penetration of, 78�79

variations in, 73�78, 74f, 75f, 76f, 77f,

78f

East Asia average annual, 813f

frequency spectrum, 68f

absorption processes and, 87�89

global, 650�651. See also Solar radiation:

short-wavelength

hydrosphere absorption of, 146�147

inclined surfaces, 235�239

long-wavelength, 239�243

models of, 683

North America averages, 797f

particulate matter and transmittance of,

84�85, 84f

penetration into water and soil, 78�79

polarization, 90, 91f, 92f

reference year, 682

reflected, 228�230

scattered, 67, 89�92

seasonal, 73�78

seasonal variations in, 220f, 683�684

short-wavelength, 146, 220f

spectral composition of, 56�59

spectral distribution, 59

tilted surfaces, 236f

total, 162, 487�488

turbidity, dependence on, 223�224

variability of, 243�246

wavelengths of, 85�86

weather system and seasonal periodicity

of, 102

Solar radius, 49, 56f

variation in, 39, 41f

Solar spectrum, 85�86, 449, 634

Solar still, 505, 506f

Solar thermal collection, 724

in Mediterranean 2050 model, 794, 795f,

796f

Solar thermal conversion, 472�488

Solar-thermal electricity generators, 488�502

optical subsystem and concentrators,

496�502

photo-thermoelectric converter design,

493�496, 493f

Solar water pumps, 504�505, 504f, 506f

Solar wind, 58

Solid electrolyte cells, 516

Solid oxide fuel cells (SOFC), 516

Solid�solid phase transitions, 591, 591t

Solutions, energy relative to pure solvent,

301

Solvent refining, 529

South Korea

average annual solar radiation, 813f

average annual wind power potential, 814f

biofuels potentials, 812

energy needs in 2050 scenario, 811�818,

816f

energy production in 2050 scenario, 818f,

819f, 820f, 821f

offshore wind potential, 816f

Space heating, 28�29

demands for, 747f

inlet temperatures, 729

in PVT simulation, 735

water storage components, 577, 579�580

wood-burning stoves and furnaces for,

523

Spectra, measurements of, 465�466

Spectral collection efficiency, 450�451,

451f

Spectral composition, of solar radiation,

56�59

Spectral distribution

of blackbody radiation, 60

of solar radiation, 59

of waves, 279

of wind speeds, 689

Spectral gap, wind, 259�260

Spectral sensitivity, of PEC sensitizers,

464�466, 465f

Spectral transmittance, 477�478, 477f

Specular reflection, 67�68, 228

Spending energy, 20

Spin states, 437

Stability of atmosphere, 193

Stacked solar cells, 456, 457f

Stalled collectors, 481�484, 482f, 492

Standardization institutions, 890�891

Standard reversible potential, 509

Standing crop. See Biomass, energy stored

in

Starch decomposition, 553
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Starch sugar crops, 553

Stars

main-sequence, energy production in,

39�55

modeling processes in, 54�55, 55f

Start-up of power plants. See Power plants:

operation

Statistical value of life (SVL), 902�903,

932

Status of technology

renewable energy, 971�973

solar energy, 973

Steady-state flow, 363f

Steam heating systems, 729

Stefan�Boltzmann’s law, 51�52

Stefan’s constant σ, 52
Steppe

albedo of, 166

overgrazing of, 166

Sterols, 546

Stirling cycle, 366f, 367, 372�373,

504�505, 504f

Stochastically generated data, 682

Stochastic models, 759�761

Stomata, 337�338

Stone age, 24�25

Stone age energy use, 22, 24�25

Storage. See Energy storage

Storage-cycle efficiencies, 765f, 766

Stored energy, 293�300. See also Energy

storage

in atmosphere, types of, 93�94

build-up in human society of, 152

flat-plate collectors with heat storage,

484�488

Stoves, 522�523

Stratification of water storage temperatures,

577�578, 578f

Stratosphere, particulate matter residence

times in, 84�85

Stream flow converters. See Turbines

Streamfunctions, 105f, 112f, 126f

Streamtube model, 413f, 415

Streamtubes, 389�390

for Darrieus rotors, 410�411, 411f

defining, 390f

for ducted rotors, 415�416, 416f

non-interacting, 389�394

non-uniform wind velocity and, 402, 404f

Stress, 605�607, 606f. See also Shearing

stress

Stress tensor, 185, 605�606

Subsidies, 876�879

Subtropical forests, 147

Suez Canal, 689�694

Sugar-containing materials, 545, 547

Sulfur dioxide, 524, 913�914

dispersal modeling, 908

in joint ocean�atmosphere models,

126�127

Sulfuric acid/water mixtures, 592�594, 594f

Sulfur oxides, 172

Sun

convective layer, 57

energy production in, 39�55

energy transport equations for, 49�54

equilibrium processes in, 47�49

luminance distribution and azimuth

relative to, 90f

nuclear reactions in, 42�47, 54�55

radial model of, 55f

reaction rate in, 45

stability of, 39

structure of surface of, 57�58

thermodynamic equilibrium in, 50�51, 53

Sun-facing walls, 472�473

Sunspots, 57, 161�162

Supercapacitors, 632

Superconducting storage, 634�635

Superconducting transmission lines,

574�575

Supply models

scenarios, 682�718

biofuel production, 715�718

biomass energy, 523

photovoltaic power, 683�685

wind power, 685�708

Supply scenarios, 682�718

biofuel production in, 715�718

food production in, 708�715

photovoltaic power production in,

683�685

wind power production in, 685�708

industry development, 689�702

Surface recombination velocity,

446�447

Surface re-radiation, 146

Surface temperatures
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Surface temperatures (Continued)

in joint ocean and atmosphere general

circulation models, 134f

trends of, 158f, 159, 160f

Surface tension of water, 123�124

Surf beat, 124

Surplus value, 853�854

Sustainability, 34�35, 344, 971�977

SVL. See Statistical value of life

Synchronous DC electric generators,

399�400

Synthesis gas, 551�552, 715�717

Synthetic databases, 682

Systemic change, 909

System layout modeling, 653

System LCAs, 907

System-level analysis, 886�887

System optimization, 653

Systems for energy conversion, storage and

supply. See Energy supply systems

T

Tangential interference factor, 391

Taxation, 876�877, 974�975

Tax credit, 859�860, 876

TDHF. See Time-dependent Hartree-Foch

Technology

aggregation over, 896�897

appropriate, 876�880

status of

batteries, 974

bioenergy conversion processes, 972

biogas, 972

biomass, 972

energy stores, 973�974

fuel cells, 974

geothermal energy, 973

hydrogen storage forms, 974

hydropower, 971

photovoltaic conversion, 973

wind power, 972

TEM. See Terrestrial Ecosystem Model

Temperature distribution of heat demand,

679, 679f

Temperature gradients

in oceans, 291�292, 300

at polar ice, 147, 170, 172�173

in soil and air, 291�293

Temperatures

in A1B emission scenario, 920, 921f

air, 291�293, 292f

in Atlantic Ocean, 120f, 121�123

in atmosphere, 80f, 81f

atmospheric aerosol content and global,

170

climatic history of trends in surface, 158f

in coupled ocean�atmosphere models,

134f

desert region ambient, 502

diurnal variations, 502

Earth surface trends, 158f, 159, 160f

equilibrium distribution of, 145f

extreme, impacts of, 918

global

impacts of, 30�32

modeling, 204

gradients in upper soil and air, 291�293,

292f

health impacts of changes in, 918�929

historical variations in, 158f, 159, 160f

impact of extreme, 918

in Indian Ocean, 121f

inlet, 729

mortality and daily maximum, 919�920,

919f

observed, 143f

ocean adjustments of, 123

ocean gradients of, 120�121, 149

oceans

adjustments in, 123

gradients in, 120�121, 380

in Pacific Ocean, 122f

soil, 291�293, 292f

seasonal variations in, 182f

solar cell efficiency and operating,

451�452, 452f

surface

in joint ocean and atmosphere general

circulation models, 134f

trends of, 158f, 159, 160f

variations by altitude, 80f, 81f

white Earth state and, 164�165, 164f

zonal mean, 108

Tensile strength, 605, 689

Terpenes, 546

Terrestrial Ecosystem Model (TEM),

708�714
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Tertiary period, 159

Thermal conductivity, 180�181, 296�297,

581

Thermal decomposition, of water, 622

Thermal equilibrium, 46, 53, 442�443

Thermionic generator, 371�372

Thermionic generators, 371�372

Thermocouple, 368f

Thermodynamic cooling cycles, 504

Thermodynamic engine cycles, 365�368,

366f, 493�495

Thermodynamic engines, 365�368,

378�379

Thermodynamic equilibrium, 50

in Sun, 50�51, 53

Thermodynamic laws, 100, 187�188, 287,

365

Thermodynamic theory, 357�359

Thermoelectric generator, 368�370

Thermoelectric generators, 368�370, 368f

Thin-film solar cells, 455�456, 457f,

459�460

Thylakoids, 309�310

Thyristor converters, 573

Tidal energy, 146, 283, 285, 421�424

power level associated with, 284�285

utilization of, 285�286

Tidal power, 12, 17f, 149, 421�424, 424f

production, 285�286

Tidal range, 283�285, 283f

Tidal waves, 124�125, 206�207

Tides, 265�286, 284f, 285f

modeling, 205�211

Tilt angle, 219�221

Time averaging, 101�102, 192�193

Time-dependent Hartree-Foch (TDHF),

467�468

Time discretization, in simulation models,

679�680

Time duration curve. See Power duration

curve

Time variable, 651�653

TiO2, 462�463, 466, 469f

Tip losses, 394�395

Tip-loss factor, 394�395

Tip-speed ratio, 394�395, 395f, 398f

Tip-vane, 417�418

Tip-vanes, on wind turbine rotors, 417�418

Topography, 693f

aggregation over sites and, 896�897

Torque, 397�399, 414

exerted on atmosphere, 105, 106f

Total assessment, 884

Tower absorbers, 489f

Tracking collectors, 488

Tracking systems of solar collectors, 488

Tradable emission permits, 969�970

Trade in renewable energy, 3�5, 771�772

Trade winds, 104�105

Trailing vortices, 394

Transitive equations of climate, 135�138

Transmission-absorption product, 477�478

Transmission intercontinental grid

connections, 792f

of heat, 569�572

of power, 572�573

system aspects of. See Energy supply

systems

Transmission losses, for heating lines,

570�572

Transmission networks, 651

Transmittance, 84f, 476�477

Transportation, 672

Transport equation, 49�54

Transport of energy, 569

Trapping of electrons, 458

TRNSYS, 734

Trophic levels of ecological system,

333�334

Tropical forests, 147

albedo of, 166

effects of removal, 167, 167f

Troposphere, particulate matter residence

times in, 84�85

Tsunamis, 124

TTIP, 880

Tuning of wave energy converter, 430�432

Turbidity

of air, 92

direct solar radiation dependence on,

222�224, 224f

Turbidity coefficient, 223

Turbines, 381, 407�408, 689, 703,

707�708, 942, 972

free-stream-flow, 382�385, 383f

wake wind speed and arrays of,

403�408

Turbulent convection, 191
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Turbulent transport. See also Eddy diffusion

parameter

of heat from Earth’s surface, 185�186

Twist, of airfoil, 394�395

Tyrosine, 319�321, 319f

U

Ultraviolet radiation, 80

absorption in atmosphere of, 87, 87f

Unanticipated event chains, 894�895

Uncertainty, in planning, 853

Underground cavities

adiabatic storage and, 614�618

aquifers as, 613, 618�620

compressed air storage in, 613�614

hydrogen storage in, 620, 771, 825�826,

952

LCA for, 951t

stability of, 614

types of, 613, 613f

Underground transmission lines, 572�573

Undershot waterwheels, 422

Underwater transmission lines, 573

Unemployment, 858, 877. See also

Employment

hidden, 875

Unidirectional materials, 610�611

United Nations

population studies, 661

year 2050 population projections,
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climate modification and, 167

effect on climate, 167
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Ventilation. See Air exchange
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Wake wind speed, 403�408

Walras equilibrium, 857�858

Warm start, 753

Washout, 84
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Water cycle, 114�117
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Water fluxes
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Wind (Continued)
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