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Preface to fifth edition

The market penetration of renewable energy-based systems has accelerated during
the years since the Fourth Edition of this book from 2010. Particularly wind power
has established itself as a very competitive solution in offshore or resource-favored
inland locations, relative to fossil and nuclear energy. The technology showing the
most rapid lowering of cost during the period has been solar photovoltaics, that
today approach wind in economic viability at sites with favorable solar radiation
incidence. These developments are presented in quantitative terms through the revi-
sions of Chapter 1.

The physical basis for renewable energy flows, covered in Chapters 2 and 3,
touches upon the climate issue of anthropogenic emissions and other disturbances
of the determinants for climates on the Earth. Here the assessments of scientific lit-
erature by the Intergovernmental Climate Panel, through its most recent publica-
tions, have confirmed the human impacts on climate not only by theoretical models
but by indisputable observations regarding world temperatures, ice melting near
poles, and increased frequencies of extreme events such as storms and flooding.
Details have been added to Chapter 2 and used in an updated discussion if climate
change impacts in Chapter 7.

The engineering aspects of renewable energy conversion devices that form the
subject of Chapter 4, has been modestly updated by some new scientific ideas com-
ing up during the last couple of years. However, precisely the commercial success
of what have now become the “standard” renewable energy technologies is making
it difficult for new ideas to become developed from a scientific idea to a commer-
cial product, unless the advantages are so obvious that industry will risk the associ-
ated investments. The same might be said for the energy storage technologies that
are the subject of Chapter 5, but here, particularly for storage of excess power and
regeneration of electricity, no single preferred solution has yet been identified. The
cost of electrochemical energy storage devices has declined, but other options such
as underground hydrogen stores being charged and discharged with use of fuel cells
or gas turbines may turn out to be the most attractive solution. Storage technologies
cannot be avoided if renewable energy is to become a 100% solution, due to the
variations in resource flow that is obvious for wind and solar radiation, the latter
being particularly uncorrelated with energy demand due to day—night and seasonal
variations, plus the effect of passing cloud cover.

Quite substantial updates and additions are made in Chapter 6, dealing with sce-
narios for supply—demand matching in different parts of the world. New scenarios
has been added, for the North American countries, for Japan and Korea, and partic-
ularly for China, where a model highlighting the continuation of the bold steps
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already made over the last decade has been based on dividing China into four parts,
according to resource availability and demand density considerations. This model
determines the requirement for power transmission between regions of China as
well as further energy storage needs, that will allow Chinese energy demands to be
fully covered by renewable resources.

The details of the most recent climate-related impact estimations presented in
Chapter 7 are also used to update the earlier energy system life-cycle analysis
examples and add a few new ones. Finally, Chapter 8 again summarizes the overall
conditions for success of the transition away from fuel-based energy systems,
including getting rid of false economic paradigms and creating a new spirit of
international cooperation based on equity and welfare rather than on the present
exploitation and inequality-creating behavior of international traders and the selfish
politics of many national leaders.

Bent Sgrensen
Gilleleje, October 2016
ORCID.org/0000-0002-6724-7396
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Preface to fourth edition

The ongoing commercialization of the most viable renewable energy systems has
led to maturation of these systems that may not have introduced many novel funda-
mental insights, but has streamlined the components in the interest of cost, durabil-
ity, and trouble-free operation. For renewable technologies not competitive yet, the
fact that technologies like wind power have already reached the marketplace seems
to have spurred an enhanced effort to reach the same status. The evidence for this is
a simultaneous focus on lowering cost and on offering smooth integration into
existing or new energy systems. Rapidly developing countries that are attempting to
create a 100-fold increase in average wealth within a few decades are a special mar-
ket focus. It is evidently not possible to realize this growth for nearly half the
world’s population if energy continues to be derived from fossil resources. The
interesting option is then to jump directly to the long-range solution offered by
renewable energy systems, even if the mix of such systems includes some technolo-
gies that are not instantaneously characterized by economic viability but still may
be so in a life-cycle view. The foresight and courage to follow such a path are the
hallmarks of responsible politicians and other decision-makers.

These observations have guided the latest update of this book. Both new technol-
ogy and advances of existing technology are covered in Chapters 4 and 5, and the
system implications are added to Chapters 6 and 7. Chapters 2 and 3 have only
been lightly updated, e.g., by the newest IPCC estimates of climate changes (which
of course may have a direct influence on distribution of renewable energy flows).
The market overview in Chapter 1 has been updated with available production data.
Much of these data are still publicly available, although industry efforts to conceal
cost data have been increasing along with the creation of real (i.e., not government
subsidized) markets. Overall, some of the material in the book has been reorganized
to enhance the use of the book as a textbook. Finally, the publisher has decided to
alter page layout and change the language of this edition from International English
to U.S. English. I apologize for any inconvenience ensuing.

The remarks made in the prefaces to the earlier editions still stand and may
prove useful to guide the reader through the arrangement of the material.

Bent Sgrensen
Gilleleje, March 2010



Preface to third edition

The present edition has been updated in a number of renewable energy technology
areas (Chapters 4 and 5), where progress has been made over the recent years. New
solar simulation studies have been added to Chapter 6, and market considerations
have been included in the overview in Chapter 1 and in discussing industry liberal-
ization in Chapter 7. The remarks on advanced subjects made in the preface to the
second edition are still valid. A new growth area is fuel cells for stationary and
mobile uses of hydrogen and other fuels. Only modest updates have been done in
this area, as it is the subject of a new, companion book to be published about a year
after this one (Sgrensen: Hydrogen and Fuel Cells, Elsevier/Academic Press). Some
older material has been omitted or tidied up, and maneuvering through the book has
been eased, both for reference and for textbook uses. The following diagrams may
assist in following the tracks of interest through the book:

Topic-Driven Paths

Chapter Wind Solar Solar Biofuels Others
Power Heat
1 1.1 1.1 1.1 1.1 1.1
2.3.1 (End), 222,241 222,241 24.1 232,24.1,
24.1,2C 2B, 2D
3 32 3.1 3.1 3.6 33-35,3.7
4 4.14,43 415,423 421-2,46 438 4.1.3, 4.1.6,
44-5,47,4.8
5 5.1.2,522 5.1.2,522 5.1.1,52.1
6 6.2.5,63.2,64 624,64 6.3.1,6.4 627,64 64
7 74.12—-13,75 7.4.12-13 7.4.12—13
8 8 8 8 8 8
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Preface to third edition

Course Material Uses

Chapter Resource Energy Energy Energy Energy &
Studies Engineering Planning Economics Environment

1 1 1 1.1 1.2

2 2 24.1

3 3 As needed 3.4.2 (End)

4 4 As needed 4.8 (Start) 4.5

5 5 As needed

6 6 As needed As needed

7 7 7 7.4

8 8 8 8 8 8

Bent Sgrensen

Gilleleje, October 2003



Preface to second edition

When the first edition of Renewable Energy appeared in 1979, it was the first text-
book and research monograph since the 1920s to deal with the renewable energy
sources and systems at a scholarly level. Indeed, it was instrumental in establishing
the now universally used term “renewable energy” for a new area of science, which
emerged under names such as “regenerative energy” in Germany and “solar energy”
in the United States of America. In many countries, renewable energy appeared in
planning documents as “supplementary energy,” based on a conviction by adminis-
trators that this could never become a major source of energy. My suggestion in the
journal Science (Sgrensen, 1975b) that renewable energy could potentially become
a 100% solution was regarded as absurd by many. Things have changed today,
where official energy plans of some countries call for over 50% renewable energy
coverage by year 2030 (Danish Department of Environment and Energy, 1996),
where the best renewable energy technologies are already economically competitive
relative to fossil options, and where increased concern over greenhouse warming
effects may well alter the perceived indirect costs of different energy solutions.

The structure of the first edition was determined by the aim of placing renewable
energy on the academic agenda. It was my goal to show young scientists, engineers,
and future planners that renewable energy was at least as interesting and challeng-
ing as nuclear energy, and I tried to do this by showing the depth of problems to be
solved using advanced techniques, shying no complication of quantum mechanics
or nonlinear mathematics. This was seen as positive by reviewers and colleagues,
but may have limited the sales figures for the book! Today, the requirements are
quite different: now many universities and polytechnic institutes have renewable
energy courses in their curriculum, and the task at hand is to provide good teaching
materials for the relevant levels of courses. Therefore, I have thoroughly revised the
content and presentation in the second edition. The main sections of each chapter
are now suited for introductory level study, with only very general prerequisites.
Any topic requiring more background is deferred to special sections marked as
ADVANCED topics at the top corner of each page. They can be added individually
at the choice of the teacher, or they can be left for further study by the user of the
book. My reflections on whether to separate elementary and advanced topics in two
volumes or keep them together are as follows. Needing to go back to a topic for
more detailed study, it is very convenient to be able to find it in a book that you
have already worked with. The style and assumptions are known to you, and first of
all, the book is on your shelf and need not be retrieved from somewhere else.
Against the single-volume solution speaks the book price for those who find it
unlikely that they shall need more than the elementary sections. However, we are
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all surprised by the growth of our needs, and the price of this second edition is even
below that of the first edition, thanks to modern preparation and printing methods.

Another issue is the arrangement of material, which I have basically kept as in
the first edition: first describing the origin of renewable energy, then its disposition
and availability at different geographical locations on Earth, then the techniques of
energy conversion systems and systems suitable for each type of renewable energy,
and finally the evaluation of the total system, in terms of economic and environ-
mental impacts. The logic of this sequence is evident, but it means that someone
wanting to know only about wind power will have to jump from chapter to chapter.
This is made much easier in this edition by the addition, on each bottom left page,
of references to previous and following sections dealing with the same form of
renewable energy. As in the first edition, extensive references and an index are
found at the end. The index also serves as a pointer to specialist words and concepts
by giving the page where they are first explained. After the table of contents, a list
of units and abbreviations is given.

The content has been revised in those areas where new advances have been
made, notably in the sections on energy from biomass and on photovoltaic energy
conversion, and in the economic chapter on life-cycle analysis. As in the first edi-
tion, emphasis is on basic principles. Fortunately, they do not wear much with time,
and several sections needed only a light brush-up, sometimes with some tidying
effort to keep the size down. However, new data available today have made it pos-
sible to improve many of the illustrations, notably in the area of global energy
flows. At the end of each chapter, there are topics for discussion, including new
ones. They are basically of two kinds: simple topics for classroom discussion and
mini-project ideas that can serve as a basis for problem-oriented work extending
from a few days to several months in duration. This is a reflection of the different
styles of teaching at different institutions, where small projects are often offered to
individuals or groups of students for credit, with the indicated range of time
devoted to each problem (and a corresponding difference in depth of investigation).

The Danish Energy Agency supported part of the work upon which the second
edition updates are based. The author welcomes comments and suggestions, which
may be addressed as indicated below.

Bent Sgrensen
Allergd, 1998
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Renewable energy is the collective name for a number of energy resources available
to man on Earth. Their conversion has always played an important role for the inha-
bitants of the planet, and apart from a period of negligible length—relative to evo-
lutionary and historical time scales—the renewable energy sources have been the
only ones accessible to mankind.

Yet the study of renewable energy resources, their origin and conversion, may at
present be characterized as an emerging science. During the past fifty years of sci-
entific and technological revolution, much more effort has been devoted to the
extraction and utilization of nonrenewable energy resources (fuels), than to the
renewable ones. Only very recently have funds been made available to re-establish
renewable energy research and development, and it is still unclear whether the tech-
nologies based on renewable energy sources will become able to constitute the
backbone of future energy supply systems.

The purpose of the present book is to provide an incentive as well as a basis of
reference for those working within the field of renewable energy. The discontinuity
between earlier and present work on renewable energy, and the broadness of disci-
plines required for assessing many questions related to the use of renewable energy,
have created a need for a comprehensive reference book, covering methods and
principles, rather than specific engineering prescriptions of passing interest in a rap-
idly developing field.

A survey of renewable energy has to draw upon a large number of individual sci-
entific disciplines, ranging from astrophysics and upper atmospheric science over
meteorology and geology to thermodynamics, fluid mechanics, solid-state physics,
etc. Specialists in each discipline often use a vocabulary recognized only by insi-
ders, and they rarely emphasize the aspects pertinent to renewable energy. I have
attempted to use a common language throughout, and to restrict the prerequisites
for understanding to a fairly elementary level (e.g., basic physics). However, this
does not mean that I have avoided any degree of complication considered relevant,
and the reader must be prepared to face a number of challenges.

I envisage my reader as a research worker or student working somewhere within
the field of renewable energy. Such work is currently undertaken at universities,
engineering schools, and various offices and laboratories in the public or private
sectors. However, since a substantial part of the book deals with energy systems
comprising renewable energy elements, and with the management and economy of
such systems, including environmental and social aspects, then I sincerely hope to
attract also readers in the energy planning and management sectors, whether their
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concern is the physical planning and operation of energy supply systems or the
socioeconomic assessment of such systems.

When used as a textbook, particular chapters may be more relevant than others.
Cross-references are included in most cases where definitions or basic concepts
have to be taken from a different chapter. Courses in engineering may place the
emphasis around Chapter 4 (e.g., including Chapters 3—6), courses in “energy phys-
ics” or on energy in general may place more emphasis on Chapters 2 and 3, while
courses on energy planning, systems aspects, and technological or economic assess-
ments may find it natural to shift the emphasis to Chapters 6 and 7.

It should be stressed that the main purpose of the book is to provide general tools
for treating problems relating to renewable energy. This is evident from the
approach to energy conversion in Chapter 4 (stressing principles rather than
describing individual pieces of equipment in detail), and from the treatment of sup-
ply systems in Chapter 6 (which contains no exhaustive reviews of possible system
combinations, but illustrates basic modeling and simulation techniques by use of
just a few, selected system examples). Energy storage and transmission (Chapter 5)
are described in a highly condensed form, with the sole purpose of introducing the
components for use in energy systems like those discussed in Chapter 6.

I have been motivated to engage in work on renewable energy and to see the
possibility of an increasingly important role played by the associated technologies
by reflections that are largely summarized in Chapter 1, and that to some extent lie
behind those amendments to conventional economic theory for application to long-
term energy planning, proposed in Chapter 7. The subjective nature of a number of
interpretations made in these two chapters is recognized, and an effort has been
made to ban such interpretations from the remaining five chapters, so that readers
disagreeing with my interpretations may still find the bulk of the book useful and
stimulating.

I thank the following for reading and commenting on portions of the draft ver-
sion of the manuscript: Niels Balling, Henning Frost Christensen, E. Eliasen, Frede
Hvelplund, Johannes Jensen, Marshal Merriam, B. Maribo Petersen, and Ole
Ulfbeck.

Bent Sgrensen
Allergd, January 1979



Units and conversion factors

Powers of 10

Sl Units

Prefix Symbol Value Prefix Symbol Value
atto a 107" kilo k 10°
femto f 100" mega M 10°
Pico p 107"%  giga G 10°
Nano n 107° tera T 10'2
Micro 10°%  peta P 10"
Milli m 107  exa E 10"

G, T, P, E are called milliard, billion, billiard, trillion in Europe, but
billion, trillion, quadrillion, quintillion in the United States. M is
universally used for million.

Basic Unit Name Symbol
Length Meter m

Mass Kilogram kg
Time Second S
Electric current Ampere A
Temperature Kelvin K
Luminous intensity Candela cd
Plane angle Radian rad
Solid angle Steradian ST
Derived Unit Name Symbol Definition
Energy Joule J kg m*s 2
Power Watt w Js7!
Force Newton N Jm™!
Electric charge Coulomb C As
Potential difference Volt v JA s
Pressure Pascal Pa Nm?
Electric resistance Ohm Q VAT
Electric capacitance Farad F AsV!
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Derived Unit Name Symbol  Definition
Magnetic flux Weber Wb Vs
Inductance Henry H VsA™!
Magnetic flux density  Tesla T Vsm 2
Luminous flux Lumen Im cd sr
[lumination Lux Ix cd srm 2
Frequency Hertz Hz cycle s~
Conversion Factors
Type Name Symbol Approximate Value
Energy Electron volt eV 1.6021 X 107" ]
Energy erg erg 107 J (exact)
Energy Calorie (thermochemical) cal 4.184]
Energy British thermal unit Btu 1055.06 ]
Energy Q Q 10'® Btu (exact)
Energy Quad q 10"° Btu (exact)
Energy Tons oil equivalent toe 4.19%10'°J
Energy Barrels oil equivalent bbl 574X 10°J
Energy Tons coal equivalent tce 2.93%x100]
Energy m® of natural gas 34X10"]
Energy kg of methane 6.13x 1071
Energy m® of biogas 23X107J
Energy Liter of gasoline 3.29x107J
Energy kg of gasoline 438 %1071
Energy Liter of diesel oil 3.59%x107J
Energy kg of diesel oil/gasoil 427%10"]
Energy m® of hydrogen at 1 atm 1.0Xx107J
Energy kg of hydrogen 12x 1087
Energy Kilowatthour kWh 3.6X10°]
Power Horsepower hp 7457 W
Power kWh per year KkWhy ! 0.114W
Radioactivity Curie Ci 37%x10%s7!
Radioactivity Becgerel Bq 1s7!
Radiation dose rad rad 1072 kg ™!
Radiation dose Gray Gy Jkg!
Dose equivalent rem rem 102 Tkg!
Dose equivalent  Sievert Sv Tkg™!
Temperature Degree Celsius °C K —273.15
Temperature Degree Fahrenheit F 9/5°C + 32
Time Minute m 60 s (exact)
Time Hour h 3600 s (exact)
Time Year y 8760 h
Pressure Atmosphere atm 1.013 X 10° Pa
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Type Name Symbol Approximate Value
Pressure Bar bar 10° Pa

Pressure Pounds per square inch psi 6890 Pa

Mass Ton (metric) t 10° kg

Mass Pound Ib 0.4536 kg

Mass Ounce 0z 0.02835 kg
Length Angstrb‘m A 107" m

Length Inch in 0.0254 m
Length Foot ft 0.3048 m
Length Yard yd 0.9144 m
Length Mile (statute) mi 1609 m

Volume Liter 1 1072 m?
Volume Gallon (US) (gal) 3.785X 10> m®




Perspectives on energy resources

1.1 Current renewable energy market

The penetration of renewable energy into the energy system of human settlements on
Earth has, from one point of view, always been nearly 100%. The energy system
experienced by the inhabitants of the Earth is dominated by the environmental heat
associated with the greenhouse effect, which captures solar energy and stores it
within a surface-near sheet of topsoil and the atmosphere around the Earth. Only
0.02% of this energy system is currently managed by human society, as illustrated in
Fig. 1.1. Within this economically managed part of the energy sector, renewable
energy sources currently provide about 25% of the energy supplied. As the
figure indicates, a large part of this renewable energy is in the form of biomass
energy, either in food crops or in managed forestry providing wood for industrial pur-
poses or for incineration (firewood used for heat and cooking in poor countries or for
mood-setting fireplaces in affluent countries, residue and waste burning in combined
power and heat plants or incinerators). The other sources of renewable energy
exploited include hydro, wind, and solar. Hydropower is a substantial source, but its
use is no longer growing very fast, due to environmental limits identified in many
locations with potential hydro resources. Passive solar heating is a key feature of
building design throughout the world, but active solar heat or power panels are still at
a minute level of penetration, although growing fast. Also, wind has both a passive
and an active role. Passive use of wind energy for ventilation of buildings at least
used to play a significant role, before the advent of super-tight buildings with forced
ventilation, and active power production by wind turbines is today a very rapidly
growing energy technology in many parts of the world. The highest penetration,
exceeding 42% of total electricity provided, is found in Denmark, the country that
pioneered modern wind technology. Additional renewable energy technologies, so far
with fairly modest global penetration, include gaseous or liquid biofuels and geother-
mal power and heat. As indicated in Fig. 1.1, the dominant direct energy sources are
still fossil fuels, despite the fact that they are depletable and a major cause of climate
change, as well as of frequent national conflicts, due to the mismatch between their
particular geographical availability and demand patterns.

From a business point of view, the equipment needed to transform renewable
energy flows into the energy forms demanded is, of course, as interesting as the fuel
energy that can be traded in a market, even if renewable energy flows such as solar
radiation, wind and atmospheric heat themselves are considered as free.” Current

* The cartoon character, Scrooge McDuck, created by Carl Banks and Walt Disney, actually in one comic
strip got away with implementing a charge for breathing air, so perhaps we should not take the notion
of free renewable energy for granted.

Renewable Energy. DOI: http://dx.doi.org/10.1016/B978-0-12-804567-1.00001-3
Copyright © 2017 Elsevier Ltd. All rights reserved.
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Figure 1.1 Renewable energy in the global energy system (Sgrensen, 1992).

renewable energy markets comprise both consumer markets and markets driven by
government demonstration programs and policies aimed to diminish market distor-
tions. The occasional initial subsidies were part of an industrial policy aimed at help-
ing new industry through market stimulation. Compensation for market distortions
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addresses the fact that conventional energy industries are not fully paying for the neg-
ative environmental effects of their products. This is a complex issue, partly because
of the difficulty in exact determination of external costs and partly because most
countries already levy taxes on energy products that may in part be seen as contribut-
ing toward paying for any environmental damage, but often they are just a govern-
ment revenue not specifically used to offset the negative effects associated with using
fossil or nuclear fuels (read more about these issues in Chapter 7).

The current penetration of active use of renewable energy in national energy sys-
tems is rapidly growing, and the values for the year 2000 shown in Table 1.1 may
serve as a reference year for assessing newer data, such as the 2013 data shown in
Table 1.2 (latest global data available 2016, having to go a few years back in order
not to miss data from a considerable number of late reporting countries). All renew-
able energy production levels are given in W/cap., averaged over each country.
Country totals derived by multiplying data with the 2013 country-populations
(shown in Fig. 1.2; cf. Fig. 6.1 showing the population distribution on an area basis)
are given at the end of Table 1.2. The data from Table 1.2 for installed renewable
energy production is showed graphically in Figs. 1.4—1.15, for each technology.
For wind power, also the year 2000 situation is shown in Fig 1.3, exhibiting the
very large growth in produced wind power between 2000 and 2013.

As a comparison of Tables 1.1 and 1.2 shows, the traditional use of biomass for
combustion is still the dominating use of renewable energy, in 2013 at an average
of 190 W/cap., although the efficiency of combustion varies. Most of the biomass
combusted is woodfuel, where the claim of CO,-neutrality made, e.g., by EU coun-
tries and in global climate negotiations is false, because the time between CO,
assimilation by trees and release to the atmosphere is of the order of a hundred
years, implying that current emissions are not necessarily compensated by present
assimilation of CO,. Particularly disturbing is the fact that combustion of wood in
inefficient private burners is rising in the wealthiest countries of Europe, for no
compelling reason other than saving a little money by ignoring environmental
issues (both locally and globally) that are not included in the woodfuel prices, and
sometimes also evading fuel taxes and profits by acquiring the fuelwood from non-
commercial sources. In the poorest countries, wood combustion is declining due to
increasing scarcity of free wood resources, which combined with the increase in the
developed world made the total woodfuel use decline by 15% from year 2000 to
2013. Combustion in large facilities in developed countries largely avoids the pollu-
tion from biomass burning by use of tall stacks and electrostatic filters, but of
course cannot avoid the CO, emission impacts.

Another large biofuel use (136 W/cap. by 2013, slightly less than in year 2000) is
the use of food energy in biomass of animal or vegetable origin (the nutrient value of
food being, in any case, more than that of the energy it provides). Next comes hydro-
power (50 W/cap.) and then geothermal power, which only in part can be classified
as renewable (as many steam reservoirs are exploited at a rate that will exhaust the
reservoir over periods of decades). In addition to the limited number of sites with
high-temperature steam available, there is a significant possibility for using low-
temperature geothermal heat of widespread occurrence for district heating.



Country W/cap. 2000 Hydro Geoth. Geoth. PV Solar Tidal Wind  Bio- Bio Bio Bio- Anim. Veg.
or number Pop 1000 power heat heat Res solid liq gas food food
Afghanistan 17270 3.6 0 0 0 0 0 0 0 0 0 0 11.67 62.86
Albania 3400 164.13 0 0 0 0 0 0 0 23.45 0 0 37.68 101.02
Algeria 30400 1.8 0 0 0 0 0 0.04 0 3.5 0 0 14.77 127.85
Andorra 70 0 0 0 0 0 0 0 0 0 0 0 44.41 121.07
Angola 13 100 8.1 0 0 0 0 0 0 0 572.03 0 0 7.65 84.5
Anguilla 10 0 0 0 0 0 0 0 0 0 0 0 12 65
Antarctica 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Antigua Barb. 70 0 0 0 0 0 0 0 0 0 0 0 38.69 77.34
Argentina 37000 89.05 0.01 0 0 0.22 0 0.13 0 10593 0 0 48.43 105.62
Armenia 3800 38.46 0 0 0 0 0 0 0 0 0 0 15.01  79.08
Aruba 70 0 0 0 0 0 0 0 0 0 0 0 12 96.85
Australia 19160 100.06 0 0 0.15 6.8 0 047 0 349.36 0 957 50.8 102.95
Austria 8110 591.74 0.15 0.82  0.05 7.7 0 2.6 9.34 45331 213 475 59.23 12271
Azerbaijan 8000 21.59 0 0 0 0 0 0.05 0 0 0 0 17.53 101.99
Azores Port. 260 0 0 0 0 0 0 0 0 0 0 0 48.43 121.07
Bahamas 320 0 0 0 0 0 0 0 0 0 0 0 34.43 83.87
Bahrain 700 0 0 0 0 0 0 0 0 0 0 0 38.74 121.07
Bangladesh 131 100 0.81 0 0 0 0 0 0 0 77.02 0 0 3.24  98.55
Barbados 260 0 0 0 0 0 0 0 0 0 0 0 3395 1124
Belarus 10 000 0.2 0 0 0 0 0 0.04 0 13154 0 0 38.79 101.74
Belgium 10250 5.06 0.01 0.13 0 0.26 0 0.6 1594 33.96 0 3.89 5429 124.94
Belize 250 0 0 0 0 0 0 0 0 0 0 0 29.06 110.8
Benin 6300 0 0 0 0 0 0 0 0 37539 0 0 4.84 119.03
Bermuda 70 0 0 0 0 0 0 0 0 0 0 0 37 110.07
Bhutan 1840 64 0 0 0 0 0 0 0 0 0 0 4.84  96.85
Bolivia 8300 27.21 0 0 0 0 0 0 0 11526 0 0 17.19  90.27
Bosnia Herzeg 4000 146.15 0.33 0 0 0 0 0 0 59.79 0 0 17.53 111.33
Botswana 1480 0 0 0 0 0 0 0 0 0 0 0 18.11  91.09
Brazil 170400 204.29 0 0 0 0 0 0.04 0 32452 52 0 29.78 114.77
Br. Virgin Isl. 30 0 0 0 0 0 0 0 0 0 0 0 2421 96.85
Brunei Daruss. 300 0 0 0 0 0 0 0 0 88.58 0 0 24.65 112.49
Bulgaria 8200 37.27 0 0 0 0 0 0 0 93.98 0 0 33.41 86
Burkina Faso 11100 0.7 0 0 0 0 0 0 0 0 0 0 5.62 105.42
Burundi 6030 0 0 0 0 0 0 0 0 0 0 0 1.74 7598
Cambodia 6820 0.03 0 0 0 0 0 0 0 0 0 0 8.81 91.43
Cameroon 14900 26.75 0 0 0 0 0 0 0 444.07 0 0 6.44 102.76
Canada 30750 1331.4 0 0 0.02 0 013 136 0 484.27 0 0 45.42  108.28
Cape Verde 440 0 0 0 0 0 0 0.1 0 0 0 0 2237 136.37
Cayman Isl. 30 0 0 0 0 0 0 0 0 0 0 0 2421 96.85
Cen. African R 2790 1.7 0 0 0 0 0 0 0 0 0 0 9.49 84.7
Chad 6670 0 0 0 0 0 0 0 0 0 0 0 6.92  92.15
Chile 15200 143.35 0 0 0 0 0 0 0 369.75 0 0 30.22 109.35
China 1262500 20.13 0.02 0 0 0 0 0.08 0 225.66 0 5 28.23 118.45
Colombia 42300 86.69 0 0 0 0 0 0 0 165.22 0 0 20.63 105.18
Comoros 3800 171.33 29.37 0 0 5.59 0 0 0 87.41 0 0 4.46  80.44
Congo 3000 13.29 0 0 0 0 0 0 0 261.3 0 0 6.39 101.26
Cook Islands 20 0 0 0 0 0 0 0 0 0 0 0 2421 96.85
Costa Rica 2500 74 0 0 0 0 0 6.1 0 0 0 0 25.18 109.64
Croatia 4400 154 0.3 0 0 0 0 0 0 11173 0 0 24.94 95.3
Cuba 11200 1.19 0 0 0 0 0 0 0 347.58 0 0 17 107.17
Cyprus 800 0.17 0 0 0 59.79 0 0 0 16.61 0 0 46.15 111.62
Czech R 10270 19.54 0 0 0 0 0 0.05 0 41.14 595 4.66 40.53 109.78
Denmark 5340 0.5 0.02 0 0.03 1.99 0 131.5 145,55 220.94 8.46 17.17 63.24 101.21
Djibouti 70 0 0 0 0 0 0 0 0 0 0 0 12.83  86.44
Dominica 80 21 0 0 0 0 0 0 0 0 0 0 33.41 111.53
Dominican R 8400 11.07 0 0 0 0 0 0 0 215.11 0 0 16.46  96.17
Congo/Zaire 50900 12.27 0 0 0 0 0 0 0 355.26 0 0 228 71.04
Ecuador 12600 68.54 0 0 0 0 0 0 0 73.81 0 0 20.97 109.44
Egypt 64000 25.33 0 0 0 0 0 032 0 27.61 0 0 12.4 149.64
El Salvador 6300 21.09 14.34 0 0 0 0 0 0 291.04 0 0 14.67 106.54
Equat. Guinea 430 0 0 0 0 0 0 0 0 0 0 0 4.84  96.85
Eritrea 4100 0 0 0 0 0 0 0 0 165.27 0 0 499 75.64
Estonia 1400 0 0 0 0 0 0 0 0 474.51 0 0 42.52 120.97
Ethiopia 64 300 2.89 0.04 0 0 0 0 0.03 0 359.95 0 0 5.08 92.88
Falkland Isl. 0 0 0 0 0 0 0 0 0 0 0 0 2421 96.85
Fiji 730 23 0 0 0 0 0 0 0 0 0 0 26.97 111.57
Finland 5180 323.44 0 0 0.05 0 0 2.3 11.54 1659.77 0 4.62 55.79 100.48
France 60430 126.58 0.27 0 0.02 0.55 1.08 0.3 39.82 202.03 578 3.83 65.18 108.72
Fr. Guiana 130 0 0 0 0 0 0 0 0 0 0 0 2421 96.85
Fr. Polynesia 210 0 0 0 0 0 0 0 0 0 0 0 40  98.16
Gabon 1200 66.43 0 0 0 0 0 0 0 1018.62 0 0 17.14 107.02
Gambia 690 0 0 0 0 0 0 0 0 0 0 0 5.67 114.14
TABLE 1.1 Year 2000 average renewable energy use (W/cap., based on UN, 2010; FAO, 2003; OECD/IEA, 2002;

cf. Fig. 1.2 for wind power)



Country W/cap. 2000 Hydro Geoth. Geoth. PV Solar Tidal Wind  Bio- Bio Bio Bio- Anim.  Veg.
or number Pop 1000 power heat heat Res solid lig gas food food
Georgia 5000 132.86 0 0 0 0 0 0 0 18.6 0 0 19.23  97.63
Germany 82170 30.22 0 0.16 0.14 1.47 0 223 2847 79.49 2.64 9.01 50.12 116.95
Ghana 19300 39.24 0 0 0 0 0 0 0 366.24 0 0 5.81 124.84
Gibraltar 30 0 0 0 0 0 0 0 0 0 0 0 4.84 121.07
Greece 10560 40.01 0 0.25 0 12.46 0 7.8 0 118.77 0 0.13 41.02 1384
Greenland 50 200 0 0 0 0 0 0 0 0 0 0 48.43  96.85
Grenada 90 0 0 0 0 0 0 0 0 0 0 0 32.64 101.21
Guadeloupe 440 0 0 0 0 0 0 0 0 0 0 0 2421 96.85
Guam 120 0 0 0 0 0 0 0 0 0 0 0 14.53  96.85
Guatemala 11400 23.31 0 0 0 0 0 0 0 45454 0 0 10.07  95.06
Guinea 4050 6 0 0 0 0 0 0 0 0 0 0 3.87 110.07
Guinea Bissau 920 0 0 0 0 0 0 0 0 0 0 0 7.85 105.18
Guyana 870 0 0 0 0 0 0 0 0 0 0 0 20.29 104.75
Haiti 8000 3.32 0 0 0 0 0 0 0 252.44 0 0 6.44  93.12
Honduras 6400 39.44 0 0 0 0 0 0 0 276.11 0 0 16.66  99.32
Hong Kong 6800 0 0 0 0 0 0 0 0 9.77 0 0 38.74 96.85
Hungary 10020 1.99 0 0.66 0 0 0 0 2.65 47.21 0 0 53.9 113.56
Iceland 280 2595.6  623.51 2984.7 0 0 0 0 4.75 0 0 0 67.65 94.19
India 1015900 8.37 0 0 0 0.17 0 0.4 0  263.64 0 2.3 9.39 108.18
Indonesia 210400 4.93 1.44 0 0 0 0 0.02 0 299.95 0 0 5.67 134.87
Iran IR 63 700 6.67 0 0 0 0 0 0.06 0 16.48 0 0 13.03 128.04
Iraq 23300 2.85 0 0 0 0 0 0.08 0 1.71 0 0 4.26 102.13
Ireland 3790 25.59 0 0 0 0 0 9.7 0 47.68 0 9.82 54.38 120.58
Israel 6200 0.2 0 0 0.007 127.72 0 0.08 0 0 0 0 31.96 140.53
Italy 57730 87.5 6.7 0 0.03 0.25 0 2.2 7.69 36.71 0 297 45.28 132.01
Ivory Coast 16 000 12.46 0 0 0 0 0 0 0 35043 0 0 4.75 120.68
Jamaica 2600 5.11 0 0 0 0 0 0 0 245.29 0 0 18.98 111.43
Japan 126920 78.55 3.01 233 0.25 8.41 0 034 10.56 47.64 0 0 27.55 106.2
Jordan 4900 0.3 0 0 0 17.62 0 0.08 0 0 0 0 15.79 117.34
Kazakhstan 14900 57.96 0 0 0 0 0 0.04 0 6.24 0 0 31.23 113.61
Kenya 30100 4.86 1.63 0 0 0 0 0 0 519.98 0 0 11.33  83.78
Kiribati 60 0 0 0 0 0 0 0 0 0 0 0 18.84 124.36
Korea 47 280 9.7 0 0 0.008 1.18 0 0.06 41.84 4.83 0 1.1 22.47 127.31
Korea DPR 22300 109.03 0 0 0 0 0 0 0 59.58 0 0 5.96  99.81
Kuwait 2000 0 0 0 0 0 0 0 0 0 0 0 34.53 117.14
Kyrgyzstan 4900 319.96 0 0 0 0 0 0.02 0 0 0 0 26.73 1123
Laos 2960 13 0 0 0 0 0 0 0 0 0 0 7.7 102.08
Latvia 2400 132.86 0 0 0 0 0 0 0 548.06 0 0 33.32 104.94
Lebanon 4300 12.36 0 0 0 2.16 0 0 0 40.17 0 0 19.56 133.22
Lesotho 1980 0.4 0 0 0 0 0 0 0 0 0 0 4.84 106.54
Liberia 2510 7 0 0 0 0 0 0 0 0 0 0 3.24 9729
Libya ArabJam 5300 0 0 0 0 0 0 0.04 0 35.1 0 0 17.82 14223
Liechtenstein 30 0 0 0 0 0 0 0 0 0 0 0 48.43 106.59
Lithuania 3700 10.77 0 0 0 3.59 0 0 0 226.23 0 0 34.09 113.12
Luxembourg 440 30.2 0 0 0 0 0 4.09 81.53 48.31 0 3.02 54.29 124.94
Macedonia FY 2000 66.43 1.99 0 0 0 0 0 0 139.51 0 0 24.21 121.31
Madagascar 8460 5 0 0 0 0 0 0 0 0 0 0 9.59 87.65
Malawi 9860 0 0 0 0 0 0 0 0 0 0 0 237 103.2
Malaysia 23300 34.21 0 0 0 0 0 0 0 144.27 0 0 27.41 113.95
Maldives 270 0 0 0 0 0 0 0 0 0 0 0 31.82 93.7
Mali 8070 1.1 0 0 0 0 0 0 0 0 0 0 4.84 106.25
Malta 400 0 0 0 0 0 0 0 0 0 0 0 44.21 127.36
Marshall Isl. 50 0 0 0 0 0 0 0 0 0 0 0 2421 96.85
Martinique 450 0 0 0 0 0 0 0 0 0 0 0 2421 96.85
Mauritania 2250 5 0 0 0 0 0 0 0 0 0 0 15.84 107.02
Mauritius 1220 11 0 0 0 0 0 0 0 0 0 0 20.68 123.87
Mexico 97220 38.94 6.94 0 0.014 0.59 0 0.02 0 109.81 0 0.08 28.23 125.04
Micronesia 0 0 0 0 0 0 0 0 0 0 0 0 24.21  96.85
Moldova Rep 4300 3.09 0 0 0 0 0 0 0 18.54 0 0 18.98 114.87
Monaco 30 0 0 0 0 0 0 0 0 0 0 0 45.28 108.72
Mongolia 2310 0.08 0 0 0 0 0 0 0 0 0 0 45.67  50.27
Morocco 28700 2.78 0 0 0 0.28 0 0.56 0 20.37 0 0 10.36 133.17
Mozambique 17700 45.04 0 0 0 0 0 0 0 496.18 0 0 2.32 90.99
Myanmar 47 700 4.46 0 0 0 0 0 0 0 255.7 0 0.03 6 131.62
Namibia 1800 88.58 0 0 0 0 0 0 0 12548 0 0 12.88 115.4
Nauru 10 0 0 0 0 0 0 0 0 0 0 0 19.37  96.85
Nepal 23 000 8.09 0 0 0 0 0 0 0 388.77 0 3.7 7.75 110.22
Netherlands 15920 1 0 0 0.08 1.34 0 8.9 41.81 28.38 0 11.02 57.38 102.18
New Caledonia 170 94 0 0 0 0 0 0 0 0 0 0 31.72 101.02
New Zealand 3830 734.39 82.56 164.43 0 0 0 274 0 286.89 0 10.41 52.59 104.89
Nicaragua 5100 5.21 3.13 0 0 0 0 0 0  369.94 0 0 8.77  99.08
Niger 8650 0 0 0 0 0 0 0 0 0 0 0 542 95.74
Nigeria 126 900 5.23 0 0 0 0 0 0 0 757.29 0 0 4.21 133.8
TABLE 1.1 (Continued)



Country W/cap. 2000 Hydro Geoth. Geoth. PV Solar Tidal Wind  Bio- Bio Bio Bio- Anim.  Veg.
or number Pop "1000 power heat heat Res  solid liq gas food food
Niue 0 0 0 0 0 0 0 0 0 0 0 0 14.53  96.85
N Mariana Isl. 30 0 0 0 0 0 0 0 0 0 0 0 14.53  96.85
Norway 4490 3603.3 0 0 0.13 0 0 0.87 36.69 354.8 0 1.48 56.13 109.15
Oman 2400 0 0 0 0 0 0 0 0 0 0 0 339 96.85
Pakistan 138100 14.24 0 0 0 0 0 0 0 231.09 0 0.01 20.77  97.97
Palau Islands 20 0 0 0 0 0 0 0 0 0 0 0 19.37  96.85
Panama 2900 123.7 0 0 0 0 0 0 0 210.75 0 0 28.09 92.4
Papua N Guin. 4420 8 0 0 0 0 0 0 0 0 0 0 10.12 95.25
Paraguay 5500 1111.2 0 0 0 0 0 0 0 553.2 0 0 28.09 94.58
Peru 25700 71.86 0 0 0 2.74 0 0 0 11529 0 0 16.8 110.31
Philippines 75600 11.78 17.57 0 0 0 0 0.02 0 167.66 0 0.01 17.14  98.06
Poland 38 650 6.22 0 0 0 0 0 0.1 0 123.31 0.7 1.03 43.1 120.39
Portugal 10010 129.28 0.92 0.13 0.009 2.39 0 33 23.1 249.14 0 0.13 51.19 128.72
Puerto Rico 4940 4.6 0 0 0 0 0 0 0 0 0 0 48.43 121.07
Qatar 600 0 0 0 0 0 0 0 0 0 0 0 38.74  96.85
Reunion 650 38 0 0 0 0 0 0 0 0 0 0 29.06  96.85
Romania 22400 75.33 0.12 0 0 0 0 0 0 169.05 0 0 32.74 125.81
Russia Fed 185 500 108 0.04 0 0 0 0 0.02 0 0 0 0 31.38 109.88
Rwanda 145600 128.76 0.05 0 0 0 0 0 0 63.97 0 0 2.47  98.11
Saint Lucia 150 0 0 0 0 0 0 0 0 0 0 0 3211 105.33
San Marino 30 0 0 0 0 0 0 0 0 0 0 0 45.04 132.01
S Tome&Princ. 150 0 0 0 0 0 0 0 0 0 0 0 4.41 111.33
Saudi Arabia 20700 0 0 0 0 0 0 0.04 0 0 0 0 21.6 117.63
Senegal 9500 0 0 0 0 0 0 0 0  240.55 0 0 9.64  99.66
Seychelles 80 0 0 0 0 0 0 0 0 0 0 0 23.97 93.8
Sierra Leone 3480 0.2 0 0 0 0 0 0 0 0 0 0 3.15  87.12
Singapore 4000 0 0 0 0 21.26 0 0 0 0 0 0 29.06  96.85
Slovak R 5400 99.89 0 0 0 0 0 0.04 0 19.68 0 0 38.16 113.56
Slovenia 2000 219.23 0.66 0 0 0 0 0 0 305.59 0 0 45.08 108.33
Solomon IsL. 350 0 0 0 0 0 0 0 0 0 0 0 10.27 100
Somalia 10510 0 0 0 0 0 0 0 0 0 0 0 29.88 48.96
South Africa 42 800 3.73 0 0 0 0 0 0 0 393.32 0 0 17.92 121.84
Spain 39930 81.19 0 0.2 0.02 1.03 0 213 7.75 130.47 0 3.79 44.41 117.92
Sri Lanka 19400 18.49 0 0 0 0 0 0 0 29175 0 0.1 7.51 108.91
St Kitts&Nevis 50 0 0 0 0 0 0 0 0 0 0 0 36.17  93.85
St Vincent&Gr. 120 0 0 0 0 0 0 0 0 0 0 0 22.23 102.66
Sudan 31100 4.27 0 0 0 0 0 0 0 60237 0 0 22.08 91.62
Suriname 420 166 0 0 0 0 0 0 0 0 0 0 17.68 110.75
Swaziland 700 12 0 0 0 0 0 0 0 0 0 0 18.89 107.99
Sweden 8870 1017.1 0 0 0.03 0.75 0 897 60.22 1155.48 0 419 49.83 100.78
Switzerland 7190 585.42 0 16.82 0.21 4.25 0 0.12 140.26 92.76 0 11.64 52.88 106.59
Syria Arab Rep 16200 65.61 0 0 0 0 0 0.08 0 0 0 0 19.85 127.26
Taiwan Teipei 22200 45.49 0 0 0 0 0 0.02 0 0.6 0 0 29.06  96.85
Tajikistan 6200 255.01 0 0 0 0 0 0 0 0 0 0 717 76.13
Tanzania UR 33700 7.49 0 0 0 0 0 0 0 567.73 0 0 591 86.39
Thailand 60700 11.38 0 0 0 0 0 0.04 0 31213 0 0.15 13.75 107.6
Togo 4500 7 0 0 0 0 0 0 0 307.06 0 0 3.87 108.91
Tonga 100 0 0 0 0 0 0 0 0 0 0 0 29.06  96.85
Trinidad&Tob. 1300 0 0 0 0 0 0 0 0 30.66 0 0 21.16 113.32
Tunisia 9600 1.38 0 0 0 0.28 0 0.34 0 171.62 0 0 16.8 142.95
Turkey 66 840 52.8 0.13 3.56 0 5.21 0 0.09 0 12831 0 0.1 18.21 147.22
Turkmenistan 5200 0.4 0 0 0 0 0 0 0 0 0 0 2194 107.6
Turks&Caicos | 10 0 0 0 0 0 0 0 0 0 0 0 29.06  96.85
Tuvalu 10 0 0 0 0 0 0 0 0 0 0 0 29.06  96.85
Uganda 16 670 0 0 0 0 0 0 0 0 0 0 0 6.83 107.41
Ukraine 48500  26.85 0 0 0 0.03 0 0.04 0 7.12 0 0 2833  110.7
United Arab Emir. 2900 0 0 0 0 0 0 0 0 0 0 0 38.16 116.47
United. Kingdom 59760 9.76 0 0.02 0.003 0.24 0 213 6.23 18.65 0 17.88 4852 112.93
United States 275420 103.04 6.09 2.5 0.05 7.32 0 284 3429 290.69 1555 15091 50.51 132.16
Uruguay 3300 245.6 0 0 0 0 0 0 0 169.1 0 0 46.88  92.49
US Virgin Isl. 100 0 0 0 0 0 0 0 0 0 0 0 43.58 121.07
Uzbekistan 24800 27.32 0 0 0 0 0 0 0 0 0 0 20.97 93.85
Vanuatu 150 0 0 0 0 0 0 0 0 0 0 0 23.15 102.13
Vatican City 0 0 0 0 0 0 0 0 0 0 0 0 45.04 132.01
Venezuela 24200 296.47 0 0 0 0 0 0 0 29.65 0 0 17.19  92.06
Vietnam 78500 21.16 0 0 0 0 0 0.02 0 383.02 0 0.02 13.17 11191
W Sahara 90 0 0 0 0 0 0 0 0 0 0 0 15.84  96.85
W Samoa 190 0 0 0 0 0 0 0 0 0 0 0 29.06  96.85
Yemen 17 500 0 0 0 0 0 0 0 0 6.07 0 0 6.59  92.11
Serbia Monten 10600 130.36 0 0 0 0 0 0 0 31.34 0 0 48.23  76.22
Zambia 10100 88.14 0 0 0 0 0 0 0 674.84 0 0 4.5 88.09
Zimbabwe 12600 29.53 0 0 0 0 0 0 0 589.45 0 0 6.83  95.64

TABLE 1.1 (Continued)



Country/ Pop Hydro Geoth. Solar  Solar Tidal, Wind Bio Bio  Bio Bio Anim Veget
W/cap. 000 PV Th. etc. Res. solid lig. gas food food
or number/2013

Afghanistan 30683 0 0 0 0 0 0 0 0 0 0 10.41 9157
Albania 2883 275.49 0 0 5.47 0 0 0 92.73 0 0 42.61 103.78
Algeria 38186 0.99 0 0 0 0 0 0 0.76 0 0 18.74 137.09
Andorra 76 0 0 0 0 0 0 0 0 0 0 44.41 121.07
Angola 23448  20.69 0 0 0 0 0 0 489.36 0 0 11.77 104.84
Anguilla 14 0 0 0 0 0 0 0 0 0 0 12.00 65.00
Antigua & Barbuda 90 0 0 0 0 0 0 0 0 0 0 39.71 7637
Argentina 42538 83.35 0 0.04 0 0 127 0 70.56 67.10 0 45.76 107.02
Armenia 2992 82.89 0 0 0 0 0.15 0 3.77 0 0 33.51 102.52
Australia 23270 89.13 0.02 18.70 17.53 0 35.94 0 251.21 1234 19.26 51.23 106.88
Austria 8487 564.55 5.70 7.83 27.81 0 42.38 23.11 74253 35.69 30.54 56.61 126.63
Azerbaijan 9498 17.89 0 0.01 0 0 0.01 3.51 14.23 0 0 2446 118.45
Bahamas 378 0 0 0 0 0 0 0 0 0 0 38.79 8591
Bahrain 1349 0 0 0 0 0 0 0 0 0 0 38.74 121.07
Bangladesh 157157 0.65 0 0.11 0 0 0 0 76.00 0 0 504 112.64
Barbados 283 0 0 0 0 0 0 0 0 0 0 34.53 113.03
Belarus 9497 1.66 0 0 0 0 0.10 0 21030 3.19 1.27 39.90 117.63
Belgium 11153 3.89 0.40  27.02 2.24 0 37.20 35.07 167.56 52.73 22.49 56.76 126.88
Belize 344 0 0 0 0 0 0 0 0 0 0 25.23 108.47
Benin 10322 0 0 0 0 0 0 0 286.79 0 0 542 120.14
Bermuda 63 0 0 0 0 0 0 0 0 0 0 41.89 92.01
Bhutan 755 0 0 0 0 0 0 0 0 0 0 4.84 96.85
Bolivia 10400 27.82 0 0.03 0 0 0 0 127.52 0 0 21.79 8736
Bosnia Herzegovina 3824 216.01 0 0 0 0 0 0 62.23 0 0 25.81 125.76
Botswana 2177 0 0 0.05 0 0 0 0 29933 0 0 16.13 9453
Brazil 204259 218.49 0 0 3.58 0 3.67 0 436.53 101.72 0.63 38.89 120.29
Brunei Darussalam 412 0 0 0.55 0 0 0 0 0 0 0 29.10 113.66
Bulgaria 7253 64.21 6.12 21.42 3.49 0 21.62 2.81 20535 832 041 31.19 108.14
Burkina Faso 17 085 0 0 0 0 0 0 0 0 0 0 828 12077
Burundi 10 466 0 0 0 0 0 0 0 0 0 0 174 7598
Cabo Verde 507 0 0 0 0 0 0 0 0 0 0 31.28 100.24
Cambodia 15079 7.69 0 0.02 0 0 0 0 352.01 0 0 10.46 106.29
Cameroon 22211 24.95 0 0 0 0 0 0 285.46 0 0 7.22 118.06
Canada 35231 1269.20 0 1.18 1.40 0.05 37.56 3.20 43196 36.10 8.93 4421 121.40
Central African Rep. 4711 0 0 0 0 0 0 0 0 0 0 1298 9133
Chad 13 146 0 0 0 0 0 0 0 0 0 6.00 93.85
Chile 17576 128.18 0 0.05 1.42 0  3.60 0 772.76 0 1.01 3554 109.25
China PR 1362514  76.17 4.39 1.29 18.25 0 11.67 0 19572 1.65 7.66 33.41 115.79
Colombia 47342 106.83 0 0 0 0 013 0 110.15 0.86 0 23.63 106.97
Comoros 752 0 0 0 0 0 0 0 0 0 0 446 80.44
Congo 4394 26.52 0 0 0 0 0 0 436.96 0 0 10.75 95.54
Congo DR 72553  13.52 0 0 0 0 0 0 357.63 0 0 6.39 101.26
Costa Rica 4706 166.15  327.64 0.07 0 0 11.76 0 190.17 0 0.03 2828 112.06
Cote d'Ivoire 21622 9.12 0 0 0 0 0 0 591.66 0 0 562 129.20
Croatia 4272 213.80 2.12 0.29 2.53 0 13.81 0 21882 9.01 5.14 39.18 108.62
Cuba 11363 1.28 0 0.09 0 0 017 0 144.23 27.52 0 23.15 135.54
Cyprus 1142 0 1.72 4.70 76.37 0 23.10 0 5.80 2.04 1294 34.09 94.82
Czech Republic 10545  29.59 0 22.00 1.80 0 521 10.44 288.49 28.68 71.86 41.50 117.92
Denmark 5624 0.26 1.29 10.51 5.78 0225.73 116.55 354.68 23.37 26.16 59.47 103.44
Djibouti 2000 0 0 0 0 0 0 0 0 0 0 9.0 113.17
Dominica 72 0 0 0 0 0 0 0 0 0 0 33.70 113.85
Dominican Republic 10281  25.98 0 1.67 0 0 0 0 104.46 0 0 18.50 105.62
Ecuador 15661  80.45 0.21 0.01 0 0 042 0 46.98 0.38 0 3550 84.45
Egypt 87614 16.86 0 0.32 0 0 1.68 0 24.91 0 0 16.27 155.93
El Salvador 6090 33.55 292.29 0 0 0 0 0 169.85 0 0 17.53 104.16
Eritrea 4999 0 0 0.05 0 0 0 0 170.11 0 0 499 75.64
Estonia 1320 2.25 0 0 0 0 45.74 0 1072.89 0 7.25 39.03 116.61
Ethiopia 94558  10.06 0.21 0 0 0 043 0 62531 0.05 0 6.10 9574
Fiji 880 0 0 0 0 0 0 0 0 0 0 26.25 115.64
Finland 5453 268.72 0 0.13 0.30 0 16.20 54.02 1975.28 86.69 14.11 62.03 97.05
France 63 845 126.02 4.68 8.33 1.80 0.74 28.66 24.38 22535 50.57 9.08 57.14 113.46
French Polynesia 277 0 0 0 0 0 0 0 0 0 0 4324 9729
Gabon 1650  62.25 0 0 0 0 0 0 1015.39 0 0 19.32 11535
Gambia 1867 0 0 0 0 0 0 0 0 0 0 10.41 127.55
Georgia 4083 231.23 4.66 0 0.36 0 0 0 156.38 0 0 22.61 109.68
Germany 80566 32.58 2.42 43.93 9.60 0 7326 4820 179.57 51.16 113.24 5293 118.50

TABLE 1.2 Year 2013 average renewable energy use (number or W/cap.; FAO, 2016, OECD, 2015; cf.
Figs. 1.2, 1.4—1.15)



Country/ Pop Hydro Geoth. Solar  Solar Tidal, Wind Bio Bio  Bio Bio Anim Veget
W/cap. 000 PV Th. etc. Res.  solid lig. gas food food
or number/2013

Ghana 26164 35.92 0 0.01 0 0 0 0 180.25 0 0  6.92 138.50
Greece 11055  65.52 2.33 37.66 22.45 0 42.73 0 101.62 16.55 10.62 41.60 124.65
Greenland 56 100 0 0 0 0 0 0 0 0 0 48.43  96.85
Grenada 106 0 0 0 0 0 0 0 0 0 0 29.01 89.78
Guatemala 15691  33.85 15.42 0 0 0 0 0  639.47 0 0 13.08 107.26
Guinea 11949 0 0 0 0 0 0 0 0 0 0 475 118.84
Guinea-Bissau 1757 0 0 0 0 0 0 0 0 0 0 8.14 103.44
Guyana 761 0 0 0 0 0 0 0 0 0 0 20.77 107.46
Haiti 10431 1.54 0 0 0 0 0 0 42277 0 0 7.65 93.90
Honduras 7849  39.83 0 0 0 0 451 0 381.75 0 0 19.76 108.62
Hong Kong SAR 7164 0 0 0.02 0 0 0.03 0 9.94 0.81 7.23 60.10 97.72
Hungary 9925 2.45 15.07 0.29 0.80 0 826 568 193.66 40.81 10.27 44.12 99.61
Iceland 325 4512.09 16979.75 0 0 0 1.05 0 0 0 6.91 72.01 89.64
India 1279499 12.64 0 0.31 0.46 0 3.00 030 19433 0.16 0.41 11.23 107.60
Indonesia 251268 7.69 85.50 0 0 0 0 0.05 286.45 10.12 0 8.57 122.76
Iran IR 77152 22.55 0 0 0 0 031 0 857 0 011 16.08 132.06
Iraq 34107 19.38 0 0 0 0 0 0 1.65 0 0 7.55 112.98
Ireland 4671 14.12 0 0 3.20 0 110.98 13.85 55.45 632 13.69 45.81 128.09
Israel 7818 0.41 0 7.14  186.77 0 0.09 0 0.74 0 3.45 39.27 136.03
Italy 59771 100.78 111.36 41.23 3.73 0 2845 18.37 16535 12.19 40.31 44.26 127.07
Jamaica 2773 4.77 0 0 0 0 473 0 236.30 0 0 23.68 110.36
Japan 126985 70.17 25.16 12.84 3.31 0 467 6.69 88.42 0 0 26.78 104.89
Jordan 7215 0.87 0 0 26.67 0 0.05 0 0.59 0 0.32 18.93 133.51
Kazakhstan 17100  51.60 0 0.01 0 0 0.03 0 5.12 0 0 4523 10523
Kenya 43693 1031 52.41 0 0 0 0.05 0 471.42 0 0 14.09 90.99
Kiribati 109 0 0 0 0 0 0 0 0 0 0 1831 128.09
Korea 49 847 9.82 2.32 3.68 0.74 111 2.63 9.24 2536  9.38 631 26.83 134.38
Korea DPR 24896  62.82 0 0 0 0 0 0 58.16 0 0 620 9550
Kosovo 8.16 0 0 0.19 0 0 0 164.71 0 0

Kuwait 3594 0 0 0 0 0 0 0 0 0 0 32.35 135.74
Kyrgyzstan 5746 260.18 0 0 0 0 0 0 0.88 0 0 30.02 106.92
Laos PDR 6580 0 0 0 0 0 0 0 0 0 0 9.78 104.31
Latvia 2012 165.21 0 0 0 0 6.81 0 1155.29 3995 42.46 47.60 111.86
Lebanon 5287  25.91 0 0 5.99 0 0 0 29.90 0 0 2126 132.78
Lesotho 2083 0 0 0 0 0 0 0 0 0 0 7.89 117.77
Liberia 4294 0 0 0 0 0 0 0 0 0 0  4.46 10455
Libya 6266 0 0 0 0 0 0 0 35.66 0 0 17.82 14223
Liechtenstein 37 0 0 0 0 0 0 0 0 0 0 48.43 106.59
Lithuania 2964  20.06 0.75 1.73 0 0 2322 5.00 466.17 52.94 6.94 49.20 118.50
Luxembourg 545 2493 0 15.50 6.05 0 17.39 26.06 133.32 0 36.99 5574 117.05
Macao SAR 568 0 0 0 0 0 0 0 0 0 0 4630 92.45
Macedonia FYR 2073 87.24 5.80 0.50 0 0 0 0 101.19 0 0 26.92 114.62
Madagascar 22925 0 0 0 0 0 0 0 0 0 0 7.51 93.46
Malawi 16 190 0 0 0 0 0 0 0 0 0 0 475 108.28
Malaysia 29465 41.01 0 0.55 0 0 0 0.14 157.85 21.62 0.36 25.13 113.12
Maldives 0 0 0 0 0 0 0 0 0 0 33.46 98.40
Mali 16 592 0 0 0 0 0 0 0 0 0 0 19.90 117.34
Malta 417 0 0 8.76 13.16 0 0 0 0 2.80 4.94 43.63 120.48
Mauritania 3873 0 0 0 0 0 0 0 0 0 0 23.68 111.48
Mauritius 1264 8.58 0 0.27 0 0 036 0 219.50 0  6.02 2242 12557
Mexico 123740 25.83 35.67 0.10 1.83 0 3.86 0 95.09 0 0.50 29.69 116.95
Mongolia 2859 0 0 0 0 0 3.39 0 66.54 0 0 38.60 80.68
Montenegro 625 457.55 0 0 0 0 0 0 373.89 0 0 52.11 120.68
Morocco 33453 9.50 0 0 0 0 5.05 0 56.12 0 0 14.87 146.54
Mozambique 26467 62.73 0 0 0 0 0 0 431.26 0 0 4.65 104.70
Myanmar 52984 19.13 0 0 0 0 0 0 271.04 0 0 20.97 101.65
Namibia 2347  61.87 0 0 0.97 0 0 0 187.02 0 0 1598 85.04
Nepal 27835 1491 0 0 0 0 0 0 387.82 0 7.65 9.54 117.05
Netherlands 16 809 0.77 1.87 3.50 2.05 0 38.21 63.06 87.90 117.02 24.61 48.67 103.78
New Caledonia 256 0 0 0 0 0 0 0 0 0 0 3835 98.79
New Zealand 4465 589.05 1261.20 0.18 2.58 0 51.63 0 32138 0.82 20.19 57.53 95.98
Nicaragua 5946 8.75 130.30 0 0 0 10.79 0 325.15 0 0 15.06 109.10
Niger 18 359 0 0 0.02 0 0 0 0 148.15 0 0 10.07 113.27
Nigeria 172817 3.52 0 0 0 0 0 0 836.10 0 0 5.18 125.86
Northern Mariana Isl 54 0 0 0 0 0 0 0 0 0 0 1453  95.85
Norway 5083 2884.74 0 0 0 0 42.53 5414 25570 9.18 6.85 54.29 114.43
Oman 3907 0 0 0 0 0 0 0 0 0 0 31.38 117.63
Pakistan 181193  19.64 0 0 0 0 0 0 222.66 0 0 2513 9235
Panama 3806 193.24 0 0 0 0 0 0 149.02 2.68 0 27.02 101.11

TABLE 1.2 (Continued)



Country/ Pop Solar Tidal, Wind Bio  Bio Bio Anim Veget
W/cap. 000 etc. solid liq. gas food food
or number/2013

Papua New Guinea 7309 0 0 0 0 0 10.12 9525
Paraguay 6466 0 0 44415 19.45 0 26.30 100.29
Peru 30565 0 0 119.41  2.82 0.96 14.09 113.32
Philippines 97 572 0 0.08 10599 2.19 0 18.79 105.76
Poland 38619 0 17.75 234.83 24.05 6.23 45.62 123.15
Portugal 10 460 0 131.10 339.51 34.76 8.29 49.35 118.01
Puerto Rico 3691 0 0 0 0 0 0 0 48.43 121.07
Qatar 2101 0 0 0.05 0 169.10 0 0.54 38.74 96.85
Republic of Moldova 4074 0 0 0 0 0 0 0 32.78 104.60
Réunion 849 0 0 0 0 0 0 0 29.06 96.85
Romania 19794 . .01 0 26.06 0.01 245.14 9.83 1.32 39.32 12353
Russian Fed 143 367 0 0 0 0 0 28.04 0 0 39.03 123.63
Rwanda 11078 0 0 0 0 0 0 0 0  3.63 100.39
St Kitts Nevis 54 0 0 0 0 0 0 0 0 0 33.70 87.70
St Lucia 182 0 0 0 0 0 0 0 0 0 34.82 9245
St Vincent 109 0 0 0 0 0 0 0 0 0 30.61 112.78

Grenadines

Samoa 190 0 0 0 0 0 0 0 0 0 35.06 104.02
San Marino 31 0 0 0 0 0 0 0 0 0 45.14 132.01
Sao Tome Principe 182 0 0 0 0 0 0 0 0 0 8.86 120.73
Saudi Arabia 30201 0 0 0 0 0 0 0 0 0 23.58 127.60
Senegal 14221 0 0.03 0 0 0 0 161.62 0 0 8.47 109.01
Serbia 8938 0.67 0 0 0 0 0 163.75 0 0.61 31.19 100.73
Seychelles 95 0 0 0 0 0 0 0 0 0 23.97 93.80
Sierra Leone 6179 0 0 0 0 0 0 0 0 5.71 107.26
Singapore 5405 0 0 0 78.92 0 0 0 29.06 96.85
Slovak Rep 5419 1.37 0 013 3.79 188.20 36.17 13.45 3530 105.23
Slovenia 2065 6.20 0 022 0 36725 1.13 2232 41.50 112.15
Solomon Islands 561 0 0 0 0 0 0 0 10.27 109.49
Somalia 10268 0 0 0 0 0 0 0 29.88 48.96
South Africa 53417 0 0.08 386.39 0 0 2237 123.24
Spain 46 455 0132.44 159.25 25.07 8.16 40.24 113.90
Sri Lanka 20522 0 0 131 311.30 0 0 8.14 112.49
Sudan 38515 0 0 0 313.08 0 0 2576 87.84
Suriname 533 0 0 0 0 0 0 17.82 114.24
Swaziland 1251 0 0 0 0 0 0 10.80 99.37
Sweden 9624 0116.72 1270.04 6291 19.99 51.86 101.16
Switzerland 8119 0 127 163.84 0.63 1595 5443 114.43
Syrian Arab Republic 19 323 0 0 0.48 0 0 19.85 127.26
Taiwan Teipei 23337 0 6.57 12.00 7.7 0.34 32.01 111.14
Tajikistan 8112 0 0 0 0 0 925 9249
Thailand 67 451 0 0.52 44417 25.03 1330 16.71 116.95
Timor-Leste 1129 0 0 0 0 0 10.80 90.07
Togo 6929 0 0 0 490.47 0 0 416 110.41
Trinidad and Tobago 1348 0 0 0 13.52 0 0 2731 112.59
Tunisia 11 006 0o 371 0 129.64 0 0 16.66 146.15
Turkey 76224 0 11.32 0 74.53  0.76 3.54 23.78 154.48
Turkmenistan 5240 0 0 0 0 0 0 33.46 106.15
Uganda 36573 0 0 0 0 0 0 8.52 101.89
Ukraine 45165 0 1.61 0 55.26  1.28 0 31.09 121.02
United Arab Emirates 9040 0 0 0 0 0 0 2446 131.23
United Kingdom 63 956 0.01 50.75 14.19 44.66 1097 37.85 47.89 117.43
UR of Tanzania 50213 0 0 0 529.82 0 0 6.88 99.66
United States 317136 36.15 0 61.08 15.12 21496 127.21 26.56 48.18 128.04
Uruguay 3408 0 0 4.82 0 553.64 16.95 0 35.54 106.78
Uzbekistan 29033 0 0 0 0 0 0.18 0 0 2426 105.28
Vanuatu 253 0 0 0 0 0 0 0 0 21.84 114.72
Venezuela 30276 0 0 0 0 0 32.72 0 0 27.70 111.77
Viet Nam 91379 0 0 0 0.11 0 220.44 0 0 27.84 103.68
Yemen 25533 0 0 0 0 0 5.60 0 0 818 98.69
Zambia 15246 0 0 0 0 0  644.63 0 0 528 87.07
Zimbabwe 14 898 0 0 0 0 0 621.09 0 0 9.69 96.85
World 8575 084 4 438 0.01 8.45 189.70 7 4.71 2379 111.75

TABLE 1.2 (Continued)
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Figure 1.2 World population, per country in thousands, in 2013 (Based on FAO, 2016).
Data and global sum are given in Table 1.2.
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Figure 1.3 Wind power average production in year 2000, based on BTM (2001) data on
installed capacity with use of an average capacity factor of 0.3. The world average for the
year 2000 is 0.92 W/cap. Reference year 2000 data for other renewable energy forms are
given in Table 1.1.

Use of liquid biofuels was in 2013 at 11 W/cap., up from 2.3 W/cap. in year
2000, but delays of basing biofuel production on biomass residues rather than food
crops have slowed the progress. Use of municipal biomass waste for power or heat
has declined from 3.7 to 2.4 W/cap., possibly due to better separation of
waste. Solar heating installations in 2013 provided 4.4 W/cap., compared with just
0.1 W/cap. by the year 2000. Tidal power has stayed below 0.01 W/cap., and wave
or ocean thermal power is still at the research stage.

The market characteristics of the various renewable energy forms exhibit differ-
ences linked to the nature of each source. For food energy, the price is influenced by
population size, by variations in production due to climatic variations, by the choices
made in regard to area use, by livestock holdings, by fish quotas, and by the
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Figure 1.4 Wind power average production in 2013 (OECD, 2015). White areas in this and
following Figures represent countries not reporting, with no data, or parts of other regions
(such as Greenland data merged with Denmark). All 2013 renewable energy data are shown
in Table 1.2. The 2016 OECD database contains newer production data for 2014 but only for
member countries. The global total for 2013 is 8.45 W/cap. Based on 2015 data for installed
capacity, 432.4 GW (GWEC, 2016) and an estimated average capacity factor of 0.27 (varies
from about 0.1 to 0.45), the 2015 production is 13.6 W/cap.
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Figure 1.5 Biomass energy contained in human time-averaged food intake of animal
products: National average values for the year 2011 (FAO, 2016). The world average animal-
based food intake for the year 2011 is 23.8 W/cap.

competitive behavior of the food processing and marketing industry. Yet the bulk
prices of different commodities seem remarkably consistent with their energy content,
largely varying only in the interval 0.8—2.5 US$ or € per kWh (heat value).*
According to OECD (2016a) data, translated to energy units, the current wholesale

* Prices have been roughly updated from the year of data publication to 2016 by using general consumer
inflation indices (OECD, 2016b).
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Figure 1.6 Biomass energy contained in human time-averaged food intake of
vegetable products. National average values for the year 2011 (FAO, 2016). The world
average vegetable food intake for the year 2011 is 111.8 W/cap.
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Figure 1.7 Biomass energy contained in woodfuel: National average values for the year
2013 (OECD, 2015). The world average woodfuel use in year 2013 is 189.7 W/cap.,
declining relative to year 2000 in poor countries but increasing in rich countries.

price of cereals like rice is in the low end of the interval, while the wholesale price of
typical meat and dairy products is about 1.25 $ or € per kWh. Only specialized gour-
met products obtain the higher prices in the marketplace. Consumer retail prices are
typically some five times higher than the bulk prices here quoted. This is some 20
times the current consumer price of a kWh of electricity produced from fossil fuels,
suggesting that it would be economically unacceptable to use food crops for energy.
However, this is not always true, because food prices vary all the time according to
local supply and demand (cf. the discussion in Chapter 7.1), and sometimes surpluses
are dumped on the energy market at very low prices.



Perspectives on energy resources 15

=um D agF o]
L7 B h e | rRa
* R % L i
Bmm&yﬁ%\ i ¢§7;°_@&
3 55 |l DI [ Tbdl ] [
Rt 2 {
L o2 {j i f\”\g ¥
of toos | LT
- . o.m}nm 10,1 = R N g [ B — |

Figure 1.8 Energy in biomass waste (refuse) utilized for power or heat production. National
average values for the year 2013 (OECD, 2015). The world average for the year 2013 is
2.4 W/cap., declining relative to earlier years.
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Figure 1.9 Energy in liquid biofuels (gasoline, diesel, or ethanol): National average values
for the year 2013 (OECD, 2015). The world average for the year 2013 is 10.7, up from
2.3 W/cap. in year 2000.

Wholesale market prices for biomass waste and fuelwood range from not much
more than 1 ($ or €) cents per kWh of “burning value,” i.e., energy of combustion, in
India (FAO-Asia, 2003) to 2—3 c¢/kWh in industrialized countries, which is higher
than the price of coal (Danish Energy Agency, 1996, 2002; Alakangas et al., 2002).

The production cost of biogas is 6—11 c/kWh (Danish Energy Agency, 1992),
while that of wind power is 3—7 ¢/kWh (depending on wind conditions) and that of
photovoltaic solar power is 6—60 c/kWh (based on IEA-PVPS, 2016; for a typical
capacity factor of 0.15—0.20 and capital cost depreciation over 20 years). The pho-
tovoltaic market enjoys substantial public start-up subsidies (often in the form of
subsidized customer investments or attractive buy-back rates for excess solar
power). This has been the case in countries like Germany and Japan, while in
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Figure 1.10 Energy in biogas: National average values for the year 2013 (OECD, 2015).
The world average for the year 2013 is 4.7 W/cap., up from 2.8 W/cap. in year 2000.
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Figure 1.11 Hydropower: National average values for the year 2013 (OECD, 2015). The

world average for the year 2013 is 50.5 W/cap., nearly unchanged from year 2000 despite
some addition in China.

Switzerland the market has largely been created by industries’ buying photovoltaic
panels for reasons of aesthetics or image greening.

Hydropower costs 2—10c/kWh, while coal- and gas-based power costs
about 5—9c/kWh to produce (depending on cleaning features; Danish
Energy Agency, 2002; Kraemer, 2016). To all costs given above one should add the
cost of distribution, which is likely different in the case of centralized and decentra-
lized production units (the latter may be zero), and, in many countries, there are fur-
ther taxes and environmental externality payments, leading in some cases to customer
prices above 30 c/kWh. As a result, in countries where wind power and photovoltaic
power are exempt from pollution and CO, taxes, they have become the cheapest

options for the consumer much earlier than in countries partially or fully neglecting
externalities.
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Figure 1.12 Tidal, wave and other ocean power: National average values for the year 2013
(OECD, 2015). The world average for the year 2013 is 0.01 W/cap., as in year 2000.
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Figure 1.13 Geothermal energy, used for power or heat: National average values for the
year 2013 (OECD, 2015). The world average for the year 2013 is 10.2 W/cap., slightly up
from 9,8 W/cap. in year 2000.

For fossil fuels such as oil and natural gas, current production costs vary from
very small figures at some Middle East wells to over 3 ¢/kWh from offshore facili-
ties or from low-grade resources such as shale and tar sand. The sales price is not
strongly coupled to production prices, but is determined by market and political
considerations. Some countries are willing to wage war against oil-producing coun-
tries in order to control production and prices. Refined products like gasoline are
currently sold at prices around 7 c/kWh, with diesel fuel slightly lower, plus taxes
and environmental fees where they apply. Not long ago the prices were higher, and
along the path of exhaustion, prices have to increase. Alternatives such as liquid
biofuels have production costs of 4—10 c/kWh (ethanol from sugar cane and metha-
nol from woody biomass at the low end, ethanol from sugar beet higher, and
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Figure 1.14 Solar power: National average values for the year 2013 (OECD, 2015). The
world average for the year 2013 is 1.9 W/cap., up from 0.01 W/cap. in year 2000.
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Figure 1.15 Solar heat: National average values for the year 2013 (OECD, 2015). The
world average for the year 2013 is 4.4 W/cap., up from 0.1 W/cap. in year 2000. Production
estimation and metering at individual end-users are very difficult, because the energy yield
depends on the instantaneous state of the entire heating system (cf. the solar heating system
modeling studies presented in sections 4.4 and 6.5).

biofuels from cellulosic material at the high end or above it). The cost of hydrogen
is also an issue, as it may be the best option for underground storage of energy to
handle the intermittency of renewable resources such as solar end wind energy
(independent of whether hydrogen succeeds in penetrating the transportation sector,
cf. Sgrensen, 2012). Factors such as the willingness to consider externalities in pric-
ing, the uncertainty of future fossil fuel prices (for political and resource depletion
reasons) and an ongoing revealing of new environmental problems for fossil and
nuclear fuels, all contribute to making it difficult to predict the rate of penetration
of renewable energy sources. More on these issues will be said in Chapters 7 and 8.
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1.2 Past and present energy resources

From a scientific point of view, an issue more essential than the place of renewable
energy in the marketplace is its place within the physical universe. This view is
developed in the following paragraphs, as a prerequisite for estimating the amounts
of energy that can be extracted for use by human society at a rate that qualifies the
process as renewable. Other views are philosophical and economic, the latter of
which is taken up in Chapter 7.

The speed of the Earth in its orbit around the Sun is about 3 X 10* m s, corre-
sponding to a kinetic energy of some 2.7 X 10* J. The Earth further rotates around
its axis with an angular velocity of about 7.3 X 10> rad s~ ', furnishing an addi-
tional kinetic energy of some 2.2 X 10* J. The work required to pull the Earth infi-
nitely far away from the Sun, against gravitational attraction, is about 5.3 X 10**J,
and the corresponding work required to separate the Earth from its moon is of the
order of 8 X 10%* J.

These are some of the external conditions for our planet, spelled out in energy
units. It is a little more difficult to obtain reliable estimates for the amount of
energy residing within the Earth itself. The kinetic energy of molecular motion,
heat energy, is of the order of 5X 10°°J. This estimate represents the total heat
energy, relative to the absolute zero temperature. It is extrapolated from the value
4 X 10%J, given in section 3.4.2, for the heat energy in the interior of the Earth rel-
ative to the average surface temperature of 287 K.

The materials forming the Earth carry further energy, in addition to the heat
energy corresponding to their temperature. About 10%' J is, on average, present as
kinetic energy in the atmospheric and oceanic circulation (cf. section 2.3), and the
potential energy of the continental height-relief, relative to sea level, is about
2 X 10* J, taking into account density variations in the crust (Goguel, 1976). Much
larger amounts of energy are involved in the chemical and nuclear bindings, which
determine the state and structure of matter. The carbon compounds of biological
material provide an example of chemical energy. During earlier periods of the
Earth’s history, fossilization of biological material created the deposits of coal, oil,
and natural gas, of which at least 10% J is presently believed to be recoverable in a
form suitable for fuel uses (see sections 2.3 and 4.6). Current standing crops of bio-
mass correspond to an average of 1.5 X 1072 J (cf. sections 2.3 and 3.5).

Nuclear energy may be released in large quantities from nuclear reactions, such
as fission of heavy nuclei or fusion of light nuclei. Except for spontaneously fis-
sioning nuclear isotopes in the Earth’s crust, which release about 4 X 10°° Jy ™!, an
initial amount of energy must be provided in order to get the energy-releasing fis-
sion or fusion processes going. Set-ups for explosive release of nuclear energy
involving both types of processes are used for military purposes. Only the fission
process has as yet been demonstrated as a basis for controlled energy supply sys-
tems, and, with necessary additional improvements in the technology of fast breeder
reactors, recoverable resources of nuclear fuels are estimated to be of the order of
10°*J (see Sgrensen, 2012). If fusion of deuterium nuclei to form helium nuclei
could be made viable on the basis of deuterium present in seawater, this resource
alone would amount to more than 10" J.
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Energy conversion processes depleting certain materials of the Earth may be
said to constitute irreversible processes. This is often true from a practical point of
view, even if the reverse process may be theoretically possible.

The terms energy use, spending energy, etc., which are commonly used in energy
literature as well as in everyday language, are of course imprecise expressions
describing energy conversion processes. Such processes are in most cases associated
with an increase in entropy. Entropy (S) is a property of a system that quantifies the
“quality” of the energy contained in the system. The system may be, for example, an
amount of fuel, a mass of air in motion, or the entire Earth—atmosphere system.

The entropy change for a process (e.g., an energy conversion process) that brings
the system from a state 1 to a state 2 is defined as

1>
AS=J 77'do, (1.1

T

where the integral is over successive infinitesimal and reversible process steps (not
necessarily related to the real process, which may not be reversible), during which
an amount of heat dQ is transferred from a reservoir of temperature T to the system.
The imagined reservoirs may not exist in the real process, but the initial and final
states of the system must have well-defined temperatures 7| and 7, in order for
(1.1) to be applicable.

Conversion of certain forms of energy, such as electrical or mechanical energy,
among themselves may, in principle, not change entropy, but in practice some frac-
tion of the energy always gets converted into heat. The energy processes character-
istic of human activities on Earth involve a series of successive conversion
processes, usually ending with all the converted energy in the form of heat, radiated
to space or released to the atmosphere, from which radiation of heat energy into
space also takes place. The temperatures involved (the 7,) are typically
200—300 K. The processes involved are discussed in more detail in Chapter 2.

Stored energy of any form that may be converted to heat that is ultimately lost to
space could then be called a non-renewable energy resource. The term renewable
energy resource is used for energy flows that are replenished at the same rate as they
are “used.” The prime renewable energy resource is thus solar radiation intercepted by
the Earth, because the Earth (i.e., the Earth—atmosphere system) re-radiates to space
an amount of heat equal to the amount of solar radiation received (see Chapter 2). To
utilize solar energy thus means converting it in a way convenient for man, but the net
result is the same as if man had not interfered: that is, ultimately to convert solar radia-
tion into heat radiated to space. Such usage may involve a delay in returning the heat,
either as a part of man’s conversion scheme or by a natural process. For this reason,
energy stores, which are part of the natural process of converting solar energy into
heat re-radiation, are also considered renewable energy resources.

Renewable energy is not narrowly defined here, and it may be taken to include
the usage of any energy storage reservoir that is being “refilled” at rates comparable
to that of extraction.
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The amount of solar energy intercepted by the Earth and hence the amount of energy
flowing in the solar energy cycle (from incident radiation flux via reflection, absorption,
and re-radiation to heat flux away from the Earth) is about 5.4 X 10** J per year.

Energy fluxes of other than solar origin that occur naturally at the surface of the
Earth are numerically much smaller. For example, the heat flux from the interior of the
Earth through the surface is about 9.5 X 10 J y ' (cf. section 3.4), and the energy dis-
sipated in connection with the slowing down of the Earth’s rotation (due to tidal attrac-
tion by other masses in the solar system) is of the order of 10?° J y ™! (cf. section 2.5).

1.2.1 Energy history

The minimum human energy requirement may be taken as the amount of
“exchangeable” chemical energy that can be associated with the amount of food
necessary to maintain life processes for someone performing a minimum of work
and not losing weight. This minimum depends on the temperature of the surround-
ings, but for an adult human is generally considered to lie in the region of
60—90 W on average for extended periods, corresponding to (6—8) X 10°J day .
The total intake requirements for sustaining human life are, of course, more than
energy, comprising adequate supplies of water, nutrients, etc.

In order to perform any (muscle) work not purely vegetative, additional energy
must be supplied in the form of food, or energy stored in the body will become
depleted. The efficiency in converting stored energy into work typically ranges
from 5% to 50%, with the lower efficiencies being associated with activities involv-
ing large fractions of static conversion (e.g., carrying a weight, which requires the
conversion of body energy even if the weight is not being moved). The percentage
complementary to the efficiency is released as various forms of heat energy.

The maximum average rate of food energy intake that a human being can con-
tinue for extended periods is about 330 W, and the maximum average rate at which
work can be delivered for extended periods is of the order of 100 W (Spitzer,
1954). During work periods, the “man-power” output level may be 300—400 W,
and the maximum power that can be delivered by an adult male for a period of
about a minute is roughly 2000 W.

Although it is not certain that the rates of energy conversion by the human body
have remained constant during human evolution, it may be reasonable to assume
that the average amount of “muscle power” used by the earliest members of the
genus Homo, which evidence suggests lived some 4 X 10° years ago in Africa
(Leakey, 1975), was of the order of 25 W.

The total energy flux received by an individual man in a food-gathering or hunting
society is then the sum of the energy in the food, averaging say 125 W, and the
absorbed flux of radiation and heat from the surroundings, which may reach consider-
ably larger values, but is highly dependent on clothing, climate, and the nature of the
surroundings (cf. Budyko, 1974). The outgoing energy flux again consists of heat and
radiation fluxes, as well as turnover of organic material, plus the amount of energy
converted into work. For growing individuals, the net flux is positive and the mass of
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biological material increases, but also for adult individuals with zero net energy flux,
new biomass continues to be produced to replace “respiration losses.”

Humans have successively developed new activities that have allowed them to
gain access to larger amounts of energy. Solar energy may have been used for dry-
ing purposes, and as soon as fires became available, a number of activities based on
firewood energy may have started, including heating, food preparation, and process
heat for tool making. The earliest evidence for fires used in connection with dwell-
ings is from Hungary; it dates from 350 000 to 400 000 years ago (H. Becker, 1977,
personal communication).

A good fire in open air, using some 10—50 kg of firewood per hour, may convert
energy at a rate of 10*—10° W, whereas indoor fires are likely to have been limited to
about 10° W. Several persons would presumably share a fire, and it would probably
not burn continuously at such a power level, but rather would be relit when required
(e.g., from glowing embers). It is thus difficult to estimate the average fire energy per
person, but it would hardly exceed 100 W in primitive societies. The efficiency of
delivering energy for the desired task is quite low, in particular for open-air fires.

A recent estimate of the energy used by Neanderthals during the warm intergla-
cial Eem period some 125 000 years ago is an average of 135 W/cap. for a location
in Northern Europe with an average temperature of about 8°C (Sgrensen, 2009).
Table 1.3 gives an estimate of activities requiring energy use beyond the basic met-
abolic rate (which for Neanderthal males averaged 92 W, for females 77 W), based
on a group with 10 adult members and 15 children. Activities include hunting,
wood provision, and tool making; fires were used for cooking and heating the cave
or hut used for dwelling; but without woolen covers and some clothes and footwear,
survival at Northern latitudes would not be possible.

The next jump in energy utilization is generally considered to have been associ-
ated with the taming of wild animals to serve as livestock and the introduction of
agriculture. These revolutions have been dated to about 10* years ago for the Near
East region (cf. DuRy, 1969), but may have developed at about the same time in
other regions, such as in Thailand and Peru (Pringle, 1998). The introduction of live-
stock would have promoted the tendency to settle at a given place (or vice versa),
increasing in turn the requirement for food beyond the capacity of a hunting society.
Agriculture was based at first on wild varieties of wheat, for example, and it is
believed that artificial irrigation was necessary at many of the sites where evidence
of agriculture (various tools) has been found. The power for water transport and,
later, pumping would then be derived from suitable draught animals in the livestock
pool, as a substitute for man’s own muscle power. The transition from a hunting to
an agricultural society, often called the Neolithic or new Stone Age, occurred several
thousand years later in the temperate zones of northern America and Europe.

The creation of cultures of growing size and increasing levels of sophistication,
leading to the formation of large cities (for example, at the Euphrates, Tigris, and Nile
rivers), from about 7000 years ago, witnessed a growing use of energy for plowing,
irrigation, grinding, and transport (of food supplies and of materials, for example, in
connection with buildings and monuments), as well as the harvest of solar energy
through agricultural crops. It is not known exactly how much of the physical work was



Example of time use and corresponding rate of
monthly average Energy Use (W/cap.)

4 Males 1 Male

1Female 4 Females

Hunt: tracking down prey
(8 h, 1 day in month)

Hunt: prey
killing (1 h, 1 day in month)

Hunt: parting mammoth, drying,
(3 h, 1 day in month)

Hunt: eat, sleep, rest at hunt site
(12 h, 1 day in month)

1.69

1.69

1.41

Hunt: eat, watch, cut, scrape, sleep
(24 h, 12 days in month)

44.16

36.96

Hunt: carrying meat back
(10 h, 7 or 1 days in month)

26.83

3.83

3.21

Hunt: sleep, rest at home
(14 h, 7 or 1 days in month)

13.77

Hunt: returning to hunt site from home
(8 h, 6 days in month)

12.27

Hunt: eat, sleep, rest at hunt site
(16 h, 6 days in month)

14.72

Home: wood cutting (8 h, 5 days in month)

15.33

Home: stone flaking, tools construction, clothes making

(8h, 11, 16, 30 days)

22.49

32.71

27.38 61.33

Home: fire attention, child rearing, food prep., leisure, eat
(8 h, 16, 30 days)

22.90

22.90

19.16 42.93

Home: sleep (8 h, 16 or 30 days in month)

16.36

16.36

13.69 25.67

Monthly average energy expenditure, adult humans

(W/cap.)*

149.81

127.06

106.35 129.93

Summary:

Male

Female

Average adult minimum energy requirement (W/cap.)

145.26

125.22

Total average adult energy requirement, W for whole
group of 10 adults

1352.37

Children’s average energy requirement
(W for whole group of 15 children)

400.00

Equivalent meat intake (loss 30%), W and GJ per month for
whole group of 25 people

2503 W or 6.5 GJ/month

Equivalent meat intake (loss 30%), in kg/month for whole
group of 25 people

813 kg/month

Fires: 5 cooking fires 8 h, 30 days (346 kg dry wood), 1667 W
average over month

Fires: large outdoor fire 8 h, 30 days (622 kg dry wood) 3000 W

Fires: Possible fire at hunt site 12 h, 14 days in month 810 W

(168 kg)

TABLE 1.3 Estimate of activities requiring metabolic food conversion, muscle energy, or heat from fires in

a Northern Eem Neanderthal group (Sgrensen, 2009)
*1 W (watt) is 1 J/s or 2.63 MJ/month or 0.73 kWh/month.
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performed by men and how much by animals, but it is likely that another 100—200 W
was added to the average energy usage per capita in the most developed regions.
Figure 1.16 gives an example of a recent reconstruction of energy use from
125000 to 1100 years ago, for Denmark (Sgrensen, 2011). The energy use is
taken at the end-user and delivered energy would be higher, due to losses (e.g.,
from open fires). There are no specific energy data for the period, but energy is

(a)

Delivered energy split on usage categories

1000 B Raw materials
900 - procurement
800 - E Occupational

activities
700 W Relations and
600 - leisure
o
S 500 - O Health-related
§ efforts
400 W Security, assault,
300 expansion
200 - B Food and water
provision
100 - .
O Livable
0 T T T T T T surroundings
125ky 40kyBP 8kyBP 5kyBP 3kyBP 2kyBP/O 600 90
BP
Year
(b) Delivered energy split on energy qualities

Wicap

0 T T T T

125ky 40kyBP 8kyBP 5kyBP 3kyBP
BP

Time

M Electric power
(stationary)

O Mechanical power
(stationary)

Mobile power (excl.
human)

E Medium-
temperature heat

B High-temperature
heat

O Low-temperature
heat

O Food energy

2ky 600 900

BP/O

Figure 1.16 Estimated end-use energy in Northern Europe (after nations formed in the
region some 1.3 ky BP just Denmark) 125—1.1 ky BP, distributed in energy-use categories
(a) or in energy qualities (b). The increase in food energy is associated with harder labor (in

the fields, in wars) (Sgrensen, 2011).
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derived from indirect data, such as number of farms and taxes paid in medieval
times, and from burial sites in the Stone Age. An attempt to maintain consistency
is made by use of a demographic model, where parameters are changed only
when identifiable events suggest so. The resulting variations agree well with the
“free-hand” estimate for the early period in Fig. 1.18, which was made for the
first (1979) edition of this book.

It is important to bear in mind that there must have been large differences in
energy use between different societies and, at least in later times, between indivi-
duals within a given society. Throughout man’s history (the term history not being
restricted to the presence of written records) there have been individuals whose
access to energy was largely limited to that converted by their own bodies. In large
regions of Asia and Africa today, the average energy spent per person is only a few
hundred watts above the muscle-power level (with firewood as an important energy
source). This means that parts of the population today use no more energy than the
average person during the Neolithic period.

Thus, Neolithic energy sources were direct solar radiation, environmental heat,
and animal biomass, as well as primary (plant) biomass in the form of food and
then as firewood, plus mechanical work from the muscle power of animals.

In the Near East, oil was used for lighting, and bitumen had non-energy uses.
Boat travel in the open sea (the Mediterranean) is believed to have started over
9000 years ago (Jacobsen, 1973), and there is evidence of wind energy utilization
by means of sails in Egypt about 4500 years ago (Digby, 1954). Per person, wind
energy may not at this time have contributed a significant proportion of the total
energy use in the Mediterranean region, but later, when trade became more devel-
oped (about 4000 years ago), the total amount of energy spent on transportation on
land and at sea constituted a less negligible share (maybe a few percent) of the total
amount of energy spent in the “developed regions” of the world at the time.

The building of houses in many cases implied the creation of a required indoor
climate with utilization of solar energy. In low-latitude regions, structures with high
heat capacities were employed in order to smooth out day-to-night temperature var-
iations, and often houses were built partly underground and the evaporation of soil
moisture was utilized to create cool environments for living (during hot periods)
and food storage (Bahadori, 1977). In regions with a colder climate, insulating®
building materials (e.g., straw for roofs) were employed to reduce heat losses, and
heat production not involving fires was increased by keeping livestock within the
living area of the houses, so as to benefit from their respirational heat release.

Water mills and windmills (e.g., the vertical axis panemone type, probably
derived from waterwheels, or the sail-wing type, presumably copied from ships’
sails) also played a role after a certain stage in development. The earliest mention
of windmills in actual use is from India about 2400 years ago (Wulff, 1966).
Considering these windmills’ low efficiency and overall size, it is unlikely that
wind power has at any time accounted for a large proportion of average energy use.
On the other hand, windmills and water mills offered the only alternative to muscle

* The term insulating is taken to include suppression of convective heat transfer.
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power for high-quality (i.e., low-entropy) mechanical energy, until the invention of
the steam engine.

The Industrial Revolution 200—300 years ago placed at man’s disposal amounts
of power capable of producing work far beyond his own muscle power. However,
at that time, firewood was barely a renewable resource in the developed regions of
the world, despite quite extensive programs to plant new forests to compensate for
usage. The increase in energy usage made possible by growing industrialization did
not really accelerate, therefore, before large amounts of coal became available as
fuel. In the 20th century, the large growth in energy consumption was made possi-
ble by the availability of inexpensive fossil fuels: coal, natural gas, and oil.

An outline of the possible development in energy usage up to the present is pre-
sented in Figs. 1.17 and 1.19. Only over the past century or two have reliable
worldwide data on energy usage been recorded, and even for this period the data
comprise mainly direct use of commercial fuels, supplemented with incomplete
information on biomass and other renewables. One reason for this is that it is more
difficult to specify the remaining energy use, because, for example, solar collectors
are often not individually monitored, local biomass use is not quantified in energy
units, environmental heat gains vary from day to day, and so on. In Figs. 1.17 and
1.19, which are anyway only indicative, fuels are included in terms of their gross
energy value, independently of end-use efficiency. The use of renewable energy
flows, on the other hand, is given as an estimated net energy at the primary conver-
sion stage, that is, the energy in food intake rather than the total amount of energy
absorbed by the plants or the total biomass of plants and animals. The environmen-
tal energy contribution to maintaining man’s body temperature as well as the regu-
lation of indoor climate by the choice of materials and building systems (“passive
energy systems”) are excluded.

Figure 1.17 shows the trend in average rate of energy conversion per capita, on a
linear time scale, and Fig. 1.18 shows the same trend on a logarithmic time scale,
extending backward from the year 2000. Figure 1.18 also indicates the estimated
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Figure 1.17 Trends in average rate of energy conversion per capita, not including fluxes
associated with the local thermal environment.
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Figure 1.18 Trends in average rate of energy conversion per capita (solid line), not
including fluxes associated with the local thermal environment (same as Fig. 1.1, but on a
logarithmic time scale). Corresponding trends (dashed lines) for the societies that at a given
time have the highest and lowest average energy usage. For the more recent period, data
from Darmstadter et al. (1971) and European Commission (1997) have been used, in a
smoothed form.

spread in energy usage, with the upper curve representing the societies with highest
energy use at a given time, and the lower curve representing the societies with the
lowest energy use. These curves, which do not reflect any great degree of accuracy,
do not represent rigorous limits, and values outside the interval may certainly be
appropriate for individuals of a given society—the very rich or the very poor.

The energy conversion rate for food alone has been taken as 125 W throughout the
time interval. The increase in energy usage from about —10° is associated with access
to fire. The amount of energy derived from fires depends on whether fires were used
only for cooking and for heating as well. The choice of the average curve also rests on
the assumption that between —7 X 10* and — 10 years (i.e., during the latest ice age;
cf. section 2.4) about half of the world’s population used fires for heating purposes.

In the time interval —10* to —10> years, human settlements developed into a
variety of societies, some of which had a very high degree of organization and
urbanization. The increase in energy usage was mainly associated with more sys-
tematic heating and cooking practices, with tool production (e.g., weapons) and
with transportation (e.g., by riding or by draught animals). With increasing popula-
tion density, materials that previously had been available in the immediate natural
surroundings had to be transported from far away, or substitutes had to be manufac-
tured; either way, additional energy had to be spent. In several of the societies in
question, mechanical work was performed not only by animals but also by human
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Figure 1.19 Trends in the distribution of the average rate of energy use on different types of
energy resources. The most recent period is based on smoothed data from Darmstadter et al.
(1971) and European Commission (1997), and the basis for the estimates pertaining to earlier
periods is explained in the text. Needless to say, such estimates should be regarded as very
tentative, and the definition of average use is itself uncertain, particularly for the early
periods (e.g., the 20% contribution from fires 50 000 years ago depends sensitively on the
fraction of the world population living in regions where space heating was desirable).

slaves, so that the average per capita energy usage was less affected. The trends of
the curves also reflect the differences in development characterizing different geo-
graphical regions. Simultaneously with the culmination of the civilizations in
Mesopotamia and Egypt, northern Europe and northern America entered the
Neolithic period, with warm climatic conditions quite different from those of the
preceding several thousand years.

During the last 1000 years, the increasing energy usage is, in part, due to the
shift in population distribution toward higher latitudes, and to overall increased
requirements for space heating in such regions (the little Ice Age, cf. section 2.4). It
should also be mentioned that the efficiency of converting the energy of firewood
(supplemented by animal dung and later by peat) into useful heat for cooking, craft
work, hot water, and space heating was quite low, for example, in 16th-century
Europe, but gradually improved nearing the 20th century (Bjgrnholm, 1976).
During the period 1500—1900, the curves are a result of this feature (in particular,
the early high maximum value attained for the most affluent societies) combined
with increased energy demand (e.g., larger proportions of the population acquiring
energy-demanding habits or lifestyles, such as taking hot baths, drinking hot bev-
erages, washing clothes in hot water, etc.). The development in the last century is
dominated by the energy consumption of the industrialized countries (industrial pro-
cess heat, transportation, increased room temperature, refrigeration, lighting, etc.).
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During this period, the top curve in Fig. 1.17 represents the energy use of an afflu-
ent American, while the lowest curve represents the average energy use in the poor
regions of Africa or India, including non-commercial fuels, such as cow dung and
stray wood (which used to be absent from official statistics, as first noted by
Makhijani, 1977).

In Fig. 1.19, the distribution of the energy consumption on different sources of
energy is sketched. Again, only for the past century or two have actual data been
used. The shape of the curve describing the diminishing share of food energy start-
ing about 10° years ago is again dependent on emerging cultures and geographical
distribution of the population, outlined above. It is clear, however, that the energy
basis for human societies has been renewable energy sources until quite recently.
Whether all the wood usage should be counted as renewable is debatable. Early
agricultural practice (e.g., in northern Europe) involved burning forest areas for
farming purposes and repeating the process in a new area after a few years, as the
crop yield diminished owing to nutrient deficiency in the soil. Most forests not
being converted into permanent agricultural land survived this exploitation, owing
to the low population density and the stability of the soils originating from glacier
deposits. Similar overuse, or overgrazing by livestock, would be (and was in fact)
disastrous in low-latitude regions with a very shallow soil layer, which would sim-
ply be eroded away if the vegetation cover were removed (cf. section 2.4).
Replanting forests has been common in northern Europe during the last few centu-
ries, but the strongly increasing demand for wood over the last century (not just for
fuel purposes), as well as construction work associated with urbanization, has led to
an actual decrease in forest area in most parts of the world.

From the middle of the 19th century, non-renewable fossil fuels have rapidly
increased their share of total energy usage, to the present 80%—90%. In the begin-
ning, fossil fuels replaced wood, but they soon became the basis for exponential
growth in energy use, associated with a number of novel energy-demanding activities.
During the same period, usage of hydropower has increased, and recently nuclear fis-
sion power passed the 1% level. Growth has been interrupted by wars and periods of
economic recession. The high dependence on non-renewable energy sources has
developed over a very short period of time. The briefness of this era compared with
the history of man on Earth stands out clearly on the linear scale used in Fig. 1.18.

1.3 Resource prospects for the future

Figure 1.18 shows the very large difference between the energy use of the affluent
countries or affluent persons within countries and the energy use of the least energy-
using inhabitants of poor countries. The situation may currently be changing, as the
level of global interaction increases and every world citizen becomes aware of the
kind of lifestyle that is “possible.” However, current development does not seem to
indicate a diminishing gap between the energy use of those using the most and those
using the least energy. This is also true of other commodities related to living standard.
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Energy use and resource depletion do not, of course, constitute the primary goals
of any society or any individual within a society. For example, the average
European or Japanese uses about half as much energy as the average North
American, but the former have a living standard no lower than that of the average
North American. This fact demonstrates that, while living standard and welfare
depend on having primary needs (food, shelter, relations) met, there are also sec-
ondary standards based on individual preference and implementation that can have
different implications for energy use.

The relationship between economic activities and social welfare has been
debated for a considerable period of time, as has the possibility of physical limits to
growth in material exploitation of the resources of a finite planet. Conventional
economists argue that the inventiveness of man will lead to substitution of new
materials for those threatened by exhaustion, in an ever-ongoing process.
Recognizing the finiteness of fossil and nuclear energy sources, this argument leads
to the general prediction that renewable energy sources must take over at some
stage, and the only debate is on how soon it will happen.

Most geologists believe that oil and natural gas production will peak sometime
within the next one or two decades. After that, prices are bound to rise, thereby eas-
ing the introduction of alternative energy sources. The predicted higher price of
energy also suggests that energy should be used more efficiently, in order to prevent
higher energy cost’s slowing down improvement of human welfare. Measures for
improving energy efficiency are already available that will raise efficiency by a fac-
tor of 3—5 without any substantial increase in cost (Sgrensen, 1991, 2008).

Carbon capture could extend the use of coal, which is the fossil commodity that
seems most abundant (see section 4.6). However, if coal is used for combustion,
there might still be pollution beyond greenhouse gas emissions to worry about.
Of course, the same is true for biofuels, unless the conversions are not to hydrocar-
bons but to pure hydrogen (producing only water by combustion and possibly not
even combusted but rather used in fuel cells).

Nuclear fuel resources are no more abundant than oil or gas, when considered
for use in conventional light-water reactors. Breeder technologies are currently no
longer actively developed, since they proved to present problems with safety,
capacity factors, and cost (Sgrensen, 2012), and nothing suggests that fusion reac-
tors, should they become workable, would have fewer radioactivity problems than
fission reactors. The hope entertained by some fusion researchers, that it may some
day be possible to find materials for the confinement structure that do not present a
radioactivity danger after exposure to the operating conditions for nuclear fusion,
seems to be inconsistent with the physics of fusion.

1.4 Global temperature impacts and other climate
impacts

Currently, the interest in renewable energy is closely tied to the discussion of global
warming, which is caused by the increased injection of greenhouse gases into the
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atmosphere (cf. section 2.4). However, it should not be forgotten that the prime rea-
son for choosing renewable solutions is renewability, a property very closely linked
to the desire to establish sustainable solutions that do not just replace old problems
with new ones. Sustainability means exploiting flows, rather than stocks.

The greenhouse effect itself is a completely understood physical phenomenon, to
which we owe the habitability of the Earth, as explained in Chapter 2 (see also
Fig. 1.1). However, climate development is an extremely complex issue, of which
the greenhouse effect is only a part. Human interference is altering both the magni-
tude of the greenhouse effect and a number of other things, and it is the climate
change induced by this that should worry us. Human interference includes land-use
change, emission into the atmosphere of light-absorbing gases, emission of particu-
late matter with different size distributions, and injection of chemical pollutants
into the atmosphere at various levels. All of these cause changes in temperature and
solar radiation budget, in a pattern that varies with latitude and longitude and can
be positive or negative. The climate models used to predict the changes all include
the basic greenhouse effect, but differ in how many of the other possible climate
impacts they model. Furthermore, the models’ accuracy is limited by two approxi-
mations: One is use of an integration mesh that is much more coarse than some
known variations in atmospheric variables (the model grid size has diminished from
250 to around 20 km over the last 20 years, but the accuracy of the model predic-
tions is up to five times poorer than the grid dimensions, e.g., presently no better
than about 100 km). The other approximation is that the climate variables used in
models are averages of the true variables, such as wind velocity at a given location
in the atmosphere. The true variables may be split into the sum of a mean value
and a deviation from the mean value, but the latter is neglected in all climate mod-
els. In consequence, so are also the terms in the circulation equations that couple
average motion and small-scale motion (i.e., the deviations from averages, cf. sec-
tion 2.3). Finally, only a subset of the effects involving more than just air velocity,
moisture, and temperature are included. Particles, chemical pollutants, and land use
are quantities that can be treated theoretically, whereas the effects of localized vol-
canic eruptions or sunspot flares are more difficult to deal with. So people who do
not “believe” in greenhouse warming can plainly be ignored, but those concerned
about the accuracy of climate models are legitimate discussants. Even so, over the
last 50 + years, each addition to the climate models has yielded results indicating a
man-made, global warming (global average temperature increase for a given
increase of greenhouse gases in the atmosphere), although justified question marks
are attached to specific regional model predictions or statements on the frequency
of extreme atmospheric events.

It is important to realize that the Earth—atmosphere system is not in its most
stable state. The present state is meta-stable, and a more stable situation could occur
if snow and ice covered the entire Earth’s surface (thus causing maximum reflection
of sunlight, see section 2.4). This means that nudging the present system could trig-
ger a change disproportionate to the amount of initial action. However, it is known
that the present state possesses a certain level of stability, because neither seasonal
variations nor annual climatic fluctuations nor long-term dispersal of particulates
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from major volcanic eruption has been able to induce a transition to another quasi-
stable or fundamental state of the Earth—atmosphere system. Yet, the present pat-
tern of ice ages and intermediate warmer periods has only lasted some six ice age
cycles. Before that, very different climates existed. The suggestion (IPCC, 2013)
that extreme events are becoming more frequent, and that the amplitude of excur-
sions is increasing, suggests a finite (although likely small) probability of a climate
change far beyond the causal implication of greenhouse warming.

The bottom line is clearly “Don’t play with the climate”! This dictum overrules
suggestions like spraying soot on the Arctic/Antarctic ice or injecting radiation-
absorbing dust into the atmosphere, for a “least-cost” suppression of global warming,
without having to change any fossil energy habits. Although the suggested actions
appear to have an effect opposite to that of greenhouse gas emissions, the differing
geographical and height dependences of the intended effect make it difficult to ensure
(and beyond present model-building capabilities to predict) that the result would not
be different than the one aimed for, such as inducing a new glacial period in combi-
nation with changes in the Earth’s orbital parameters (cf. section 2.4).

1.5 Role of environmental and social issues

The development in energy use is linked to another factor that may serve to acceler-
ate the energy transition, namely, increased awareness of the negative environmental
impacts of energy production and use. Early man was capable of causing environ-
mental disturbance only on a very local scale. However, extensive burning of forests,
for example, to provide land for agriculture, which would later be abandoned when
overexploitation diminished the crop or grazing yields, may have been instrumental
in creating the desert and semi-desert regions presently found at low latitudes
(Bryson, 1971). This is an early example of a possibly man-made climatic change.
Recently, man has reached a technological level enabling him to convert energy at
rates that can be maintained over extended areas and that are no longer small com-
pared to the energy fluxes of solar origin that are responsible for the climate.

The average heat flux of anthropogenic origin (i.e., from fossil fuels) in an indus-
trial and urban area like the Los Angeles Basin (about 10'°m?) was estimated in
1970 to be 7Wm % (Lees, 1970). The global average value in 1970 was
0.015 W m ™2, and the average solar flux absorbed by the Earth—atmosphere system
is 240 W m 2 (see section 2.4). In comparison, a forest fire, burning down an area of
fertile, tropical forests in one week, would release a heat flux of about 1000 W m 2
Yet the average heat flux from forest fires in all continental regions, the average
being over several years, is less than the average anthropogenic heat flux. The nuclear
weapons arsenal built up during the last 50 years is somewhere in the range of
10*~10° megatons (Feld, 1976), with the higher figure corresponding to about
4.4 % 10* J. If these weapons were detonated within a 24-hour interval, the average
energy flux would be 5X 10> W, and if the target area were 10'?> m? the average
heat flux would be 5000 W m 2. The destructive effects would not be confined to
those of the immediate energy release. Radioactive contamination of the environment
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would cause additional death and decay and would establish other mechanisms for
climatic disturbance (e.g., destruction of the stratospheric ozone shield), in addition to
threatening human survival as the dominant species on the planet.

In the recent century, energy habits have been formed largely by those who sell
fossil energy and energy-using equipment. They are responsible for consumer
behavior biased toward buying an additional kWh of energy instead of saving one
by efficiency measures, even if they are cheaper. This is linked to the “growth para-
digm” introduced by the simplistic market economy in the 18th century. Even
today, all financial sector accounting is done in terms of growth rates and all eco-
nomic figures are calculated as a percentage of last year’s, a procedure that makes
sense only during periods of exponential growth. Such periods must necessarily end
and be replaced by more quiet variations, or they may even lead to declines.
Today’s liberal paradigm also counts on “globalization” to achieve the lowest cost
of welfare. The idea is that labor is done where it is cheapest, implying that a typi-
cal European or North American consumer product has been shipped back and forth
to the Far East a number of times, in order to have each part produced, or each pro-
cess performed, as cheaply as possible (so far, keeping the artistic designs at
home). Similarly, food comes from areas where it appears cheapest to produce, and
fruits are shipped from the opposite side of the Earth, at least during winter at the
location of the consumer. This behavior rests on a fundamental assumption:
Transportation around the globe, and the energy required for it, is a negligible part
of the price of the goods in question. So far, fossil fuels have supported this
assumption, because they cost little to extract (especially in the Middle East) and
the negative environmental and climate impacts have not been reflected in intercon-
tinental transportation costs. Some European nations have tried to levy taxes on fos-
sil fuels consumed within their borders (to at least partially compensate for the
negative impacts), but transport by ship or plane has continually escaped taxation
(as demanded by the United States’ in the World Trade Organization). These fac-
tors make it clear why the majority of financial and political decision-makers still
regard fossil fuels as the backbone of the energy supply for decades to come. As
long as they are cheap, they cannot be scarce! Of course, such arguments are
invalid in malfunctioning economic markets like the one prevailing today: In the
18th century, liberalism made it clear that the theory behind a market economy was
valid only if markets consisted of many small actors and only if they all had full
access to the knowledge needed to make the right decisions. Neither of these condi-
tions is even approximately fulfilled in the present world economic system. The sad
conclusion is that the proper energy solutions (as well as policies compatible with
climate stabilization) will not prevail until the economic paradigm has been chan-
ged in a positive direction.

Some would say that certain energy supply systems and economic organizations
go better together than other ones. However, it is probably an exaggeration to imag-
ine that the introduction of one kind of energy technology rather than another will
determine or solve such institutional problems. What may be true, though, is that
certain types of technology allow a meaningful discussion of how societies could
be organized differently from their present organization. At least some of the
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renewable energy technologies fit well with the needs of sophisticated, decentra-
lized societies with responsible use of information technologies and with consider-
ation of the needs of the underprivileged people in the present world characterized
by strong inequality within and between its nations.

1.6 The sustainability test

Science and technology literature contains a range of suggestions for handling future
energy demands. In the past, some of the technologies brought forward as “technically
feasible” have actually been developed to commercial viability, and others not, for a
variety of reasons. Over the last few decades, renewable energy has passed from the
level of technical feasibility to a level of cautious introduction into the marketplace
and not least into long-term government planning. One reason for its slow penetration
is that some influential funding institutions, including the European Commission, have
continued to use a large fraction of their R&D funds, as well as loan and aid money,
on coal, fission, and fusion, ignoring the risk of pollution and long-range radioactive
waste problems and hoping to obtain short-term industry advantages in export of out-
dated technology to former Eastern bloc and developing nations. If funds had whole-
heartedly been aimed at a rapid transition from the fossil to the renewable era,
progress could have been made much faster. This has been demonstrated by a number
of recent scenario studies, some of which are described in Chapter 6. The general
question of who controls technology development was discussed by Elliott and Elliott
(1976) and by Sgrensen (1983, 2014). For decades, advocates of using renewable
energy were largely limited to a number of “grassroot” movements, to which credit is
due for having finally begun to swing the mainstream thinking.

Renewable energy sources are typically characterized by a theoretical maximum
rate at which energy may be extracted in a “renewable” mode—that is, the rate at
which new energy is arriving or flowing into the reservoirs associated with many of
the renewable energy flows. In some cases, the additional loop on a given renew-
able energy cycle, caused by man’s utilization of the source, will by itself modify
the rate at which new energy is arriving. For instance, utilization of temperature dif-
ferences in the oceans may alter surface evaporation rates and the velocities of
ocean currents, which in both cases means the mechanisms for establishing the tem-
perature differences may be altered (cf. section 3.3). The geothermal energy flux
from the interior of the Earth is not a renewable resource, since the main part of the
flux is associated with cooling of the interior (section 3.4). On the other hand, it is
a very small fraction of the heat that is lost annually (2.4 X 10™'%), so for practical
purposes geothermal energy behaves as a renewable resource. Only in case of over-
exploitation, which has characterized some geothermal steam projects, is renewabil-
ity not ensured.

Sustainability is discussed further in Chapter 8. The general structure of the
chapters in this book is:

In Chapter 2, the nature and origin of renewable energy sources are discussed in what
may resemble an odyssey through the sciences of astrophysics, atmospheric physics and
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chemistry, oceanography, and geophysics. The importance of connecting all the pieces
into an interlocking, overall picture becomes evident when the possible environmental
impact of extended use of the renewable energy sources in the service of mankind is
investigated in Chapter 7.

Chapter 3 provides, for each renewable energy source, an estimate of the size of the
resource, defined as the maximum rate of energy extraction that on an annual average
basis can be renewed, independently of whether it is possible to extract such energy by
known devices. Issues of power density and variability are also discussed in this chapter.
Chapter 4 opens with some general features of energy conversion devices and then
describes a number of examples of energy conversion equipment suitable for specific
renewable energy sources.

Chapter 5 gives an overview of various methods of energy transport and storage, which,
together with the energy conversion devices, form the components of the total energy sup-
ply systems discussed in Chapter 6.

Chapter 6 discusses modeling the performance of individual renewable energy devices as
well as whole systems and, finally, scenarios for the global use of renewable energy, with
consideration of both spatial and temporal constraints in matching demand and supply.

In Chapter 7, renewable energy resources are first placed in the framework of current eco-
nomic thinking, as a preliminary to quantifying some of the considerations that should go
into constructing a viable energy supply system. Next, the chapter presents a survey of
indirect economic factors to be considered, which leads to the description of the method-
ology of life-cycle analysis, which, together with the scenario technique, constitutes the
means for an up-to-date economic analysis. Finally, concrete examples of systems assess-
ment are given.

Chapter 8 concludes with a general discussion of sustainability, climate, and the position
of renewable energy technologies in a world dominated by outdated environmental and
economic behavior.
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Origin of renewable energy flows

In this chapter, renewable energy is followed from the sources where it is created—
notably the Sun—to the Earth, where it is converted into different forms, e.g., solar
radiation to wind or wave energy, and distributed over the Earth—atmosphere
system through a number of complex processes. Essential for these processes are
the mechanisms for general circulation in the atmosphere and the oceans. The same
mechanisms play a role in distributing pollutants released to the environment,
whether from energy-related activities like burning fossil fuels or from other human
activities. Because the assessment of environmental impacts plays an essential part
in motivating societies to introduce renewable energy, the human interference with
climate is also dealt with in this chapter, where it fits naturally.

2.1 Solar radiation

At present the Sun radiates energy at the rate of 3.9 X 10°® W. At the top of the
Earth’s atmosphere an average power of 1353 W m™ 2 is passing through a plane
perpendicular to the direction of the Sun. As shown in Fig. 2.1, regular oscillations
around this figure are produced by the changes in the Earth—Sun distance, as the
Earth progresses in its elliptical orbit around the Sun. The average distance is
1.5 X 10" m and the variation is *1.7%. Further variation in the amount of solar
radiation received at the top of the atmosphere is caused by slight irregularities in
the solar surface, in combination with the Sun’s rotation (about one revolution per
month), and by possible time variations in the surface luminosity of the Sun.

2.1.1 Energy production in main-sequence stars like the Sun

The energy produced by nuclear reactions in the interior of the Sun must equal the
amount of energy radiated from the surface, since otherwise the Sun could not have
been structurally stable over long periods of time. Evidence for the stability of the
Sun comes from several sources. Stability over a period of nearly 3 X 10° years is
implied by the relative stability of the temperature at the Earth’s surface (oxidized
sediments and fossil remains indicate that water in its fluid phase has been present
throughout such periods). Stability over an even longer time is implicit in our
understanding of the evolution of the Sun and other similar stars. As an indication
of this stability, Fig. 2.2 shows the variations in the radius of the Sun believed to
have taken place since its assumed formation from clouds of dust and gas.

The conversion of energy contained in the atomic constituents of main-sequence
stars like the Sun, from heat of nuclear reactions (which transform hydrogen into
helium) to radiation escaping from the surface, is largely understood. The basis for
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Figure 2.1 Yearly variations in the “solar constant” (the head-on solar radiation flux at the
Earth’s distance; NASA, 1971).

regarding such radiation as a renewable source is that it may continue essentially
unaltered for billions of years. Yet there is also a possibility of tiny variations in
solar energy production that may have profound implications for life on the planets
encircling the Sun.

2.1.1.1 The birth and main-sequence stage of a star

Stars are believed to have been created from particulate matter present in a forming
galaxy. Contraction of matter is achieved by gravitational processes involving
clouds of dust and gas, but counteracted by the increasing pressure of the gases as
they are heated during contraction (cf. the equilibrium equations given below).
However, once the temperature is high enough to break up molecules and ionize
atoms, the gravitational contraction can go on without increase of pressure, and the
star experiences a “free fall” gravitational collapse. If this is considered to be the
birth of the star, the development in the following period consists of establishing a
temperature gradient between the center and the surface of the star.

While the temperature is still relatively low, transport of energy between the
interior and the surface presumably takes place mainly through convection of hot
gases (Hayashi, 1966). This leads to a fairly constant surface temperature, while the
temperature in the interior rises as the star further contracts, until a temperature of
about 107 K is reached. At this point the nuclear fusion processes start, based on a
thermonuclear reaction in which the net result is an energy generation of about
25 MeV (1 MeV = 1.6 X 10~ 2 J) for each four hydrogen nuclei (protons) undergo-
ing the chain of transformations resulting in the formation of a helium nucleus, two
positrons and two neutrinos,

4H — 3He +2e* +2v +26.2 MeV.
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Figure 2.2 Variation in the solar radius as a function of time (bottom) together with selected
milestones in the development on Earth, associated with the build-up of oxygen in the
Earth’s atmosphere (fop). The rapid development of phytoplankton in the upper layers of the
oceans at a relative oxygen concentration of 10”2 is associated with the formation of an
ozone shield in the atmosphere, cutting down the ultraviolet part of the solar spectrum. When
the oxygen level has reached 10", the atmospheric ultraviolet absorption is strong enough to
allow life on land.

Based on Herbig (1967); Berkner and Marshall (1970); Cloud and Gibor (1970).

After a while, the temperature and pressure gradients have built up in such a
way that the gravitational forces are balanced at every point and the gravita-
tional contraction has stopped. The time needed to reach equilibrium depends on
the total mass. For the Sun it is believed to have been about 5 X 10’ years
(Herbig, 1967). Since then, the equilibrium has been practically stable, exhibit-
ing smooth changes due to hydrogen burning, such as the one shown in Fig. 2.2
for the radius.
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2.1.1.2 Nuclear reactions in the Sun

Most of the nuclear reactions responsible for energy production in the Sun involve
two colliding particles and two, possibly three, “ejectiles” (outgoing particles). For
example, one may write

A+a— B+b+Q, or A(ab)B,OQ,
A+a— B+b+c+Q, or A(a,bc)B,Q,

where Q is the energy release measured in the center-of-mass co-ordinate system
(called the “Q-value” of the reaction). Energy carried by neutrinos will not be
included in Q. The main processes in the solar energy cycle are

IH({H,e*v){H, 0=10-14MeV, Q, =12MeV,
H(JH,7)3He, Q=5.5MeV.
It is highly probable (estimated at 91% for the present Sun) that the next step in

the hydrogen-burning process is
Branch 1:

JHe(3He,2{H)3He, Q=129 MeV.
This process requires the two initial ones given above to have taken place twice.
The average total energy liberated is 26.2 MeV. In an estimated 9% of cases

(Bahcall, 1969), the last step is replaced by processes involving “He already present
or formed by the processes of branch 1,

JHe(3He,7)iBe, Q=1.6 MeV.

The following steps may be either
Branch 2:

ZBe(e’, v)gLi, 0=0o0r0.5MeV, Q. =0.1 MeV.
JLi({H, 3He)3He, Q=174 MeV,

or, with an estimated frequency among all the hydrogen-burning processes of 0.1%,
Branch 3:

JBe(JH,7):B, 0=0.1 MeV,
followed by the decay processes

B — SBe+et+v, Q=4—18MeV, QO = 10.8MeV,
¥Be — 23He 0 =0.1 MeV.
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The average Q-values for processes involving neutrino emission are quoted from
Reeves (1965). The initial pp-reaction (}H = hydrogen nucleus = p = proton)
receives competition from the three-body reaction

H+e +H— H+v.

However, under solar conditions, only 1 in 400 reactions of the pp-type proceeds
in this way (Bahcall, 1969).

In order to calculate the rates of energy production in the Sun, the cross-sections
of each of the reactions involved must be known. The cross-section is the probabil-
ity for the reaction to occur under given initial conditions, such as a specification of
the velocities or momenta.

Among the above-mentioned reactions, those that do not involve electrons or
positrons are governed by the characteristics of collisions between atomic nuclei.
These characteristics are the action of a Coulomb repulsion of long range, as the
nuclei approach each other, and a more complicated nuclear interaction of short
range, if the nuclei succeed in penetrating their mutual Coulomb barrier. The effec-
tive height of the Coulomb barrier increases if the angular momentum of the rela-
tive motion is not zero, according to the quantum mechanical description. The
height of the Coulomb barrier for zero relative (orbital) angular momentum may be
estimated as

Veou ~ 21226 |R(Za, A2)/1 MeV,

where the radius of one of the nuclei has been inserted in the denominator (4; is the
mass of the nucleus in units of the nucleon mass; Z; is the nuclear charge in units of
the elementary charge e, and e*/4mey=1.44 X 10~"> MeV m). Thus, the thermal
energy even in the center of the Sun, 7(0) = 1.5 X 10’ K,

o(E) = S(E)exp(—2mn(E))/E,

is far below the height of the Coulomb barrier (1 MeV = 1.6 X 0" J), and the
nuclear reaction rate will depend strongly on the barrier penetration, i.e., the
quantum tunneling through the barrier. If the energy of the approaching particle
does not correspond to a nuclear resonance (see Fig. 2.3), then the part of the
cross-section due to barrier penetration (and this will contain most of the
energy dependence) can be estimated by a simple quantum approximation,
called the WKB method (Merzbacker, 1970). In the absence of relative angular
momentum, the nuclear reaction cross-section may then be written, as a func-
tion of energy,

o(E) = E™'S(E)exp(=2m1)(E)),
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Figure 2.3 The nuclear potential seen by an impinging particle, as a function of relative
distance. A few nuclear states are indicated to the left of this highly schematic picture, in
order to illustrate the concepts of resonant and non-resonant energies. The incident particle
kinetic energy at solar temperatures is much lower than the height of the Coulomb barrier,
so only quantum tunneling can lead to a nuclear reaction.

where S(E) is a slowly varying function of E, depending on the nuclear interactions,
while the exponential function expresses the barrier penetration factor in terms of
the Coulomb parameter

n(E) = 27TZIZZe2h71(,u/2E)l/2,
with the reduced mass being
o= AlAsz/(Al +A2).

The reactions involving electrons are governed not by nuclear (so-called
“strong”) interactions, but by the “weak” interaction type, which is available to all
kinds of particles. The smallness of such interactions permits the use of a perturba-
tional treatment, for which the cross-section may be written (Merzbacker, 1970)

vo = 2n)*h~ | <H> *p (final).

Here vo is the transition probability, i.e., the probability that a reaction
will occur, per unit time and volume. If the formation of the positron—neutrino,
electron—antineutrino or generally lepton—antilepton pair is not the result of a
decay but of a collision process, then the transition probability may be split into a
reaction cross-section o times the relative velocity, v, of the colliding particles
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[for example, the two protons in the 1H(1H, e+v)2H reaction]. p (final) is the density
of final states, defined as the integral over the distribution of momenta of the outgo-
ing particles. When there are three particles in the final state, this will constitute a
function of an undetermined energy, e.g., the neutrino energy. Finally, <H> is a
matrix element, i.e., an integral over the quantum wavefunctions of all the particles
in the initial and final states, with the interaction operator in the middle and usually
approximated by a constant for weak interaction processes.

The reaction rate for a reaction involving two particles in the initial state is the
product of the numbers n; and n, of particles 1 and 2, respectively, each per unit
volume, times the probability that two such particles will interact to form the speci-
fied final products. This last factor is just the product of the relative velocity
and the reaction cross-section. Since the relative velocity of particles somewhere
in the Sun is given by the statistical distribution corresponding to the temperature,
the local reaction probability may be obtained by averaging over the velocity
distribution. For a non-relativistic gas, the relative kinetic energy is related to the
velocity by E=1/2uv* and the velocity distribution may be replaced by the
Maxwell—Boltzmann distribution law for kinetic energies (which further assumes
that the gas is non-degenerate, i.e., that k7T is not small compared with the thermo-
dynamic chemical potential, a condition that is fulfilled for the electrons and nuclei
present in the Sun),

<ov> = (8/mp) /2(kT) /> J o(E)E exp(—E/kT)dE.
The reaction rate (number of reactions per unit time and unit volume) becomes

P=nn; <0’V>(1+(512)71,

where 6, (=1 if the suffixes 1 and 2 are identical, otherwise 0) prevents double
counting in case projectile and “target” particles are identical.

The number densities n (number per unit volume) may be re-expressed in terms
of the local density p(r) and the mass fraction of the ith component, X (e.g., the
hydrogen fraction X considered earlier),

n; = le(}’)/(AlMp)

The central part of the reaction rate, <ov>>, is shown in Fig. 2.4 for the
branch 1 reactions of the pp-cycle, as well as for the *He + *He reaction opening
the alternative branches. The basic cross-sections S(0) used in the calculations
are quoted in the work of Barnes (1971). The barrier penetration effects are cal-
culated in a modified form, taking account of the partial screening of the nuclear
Coulomb field by the presence of electrons. Such penetration factors are
included for the weak interaction processes as well as for the reactions caused
by nuclear forces.
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Figure 2.4 Reaction rates for various nuclear reactions of the pp-chain, as functions of
temperature, and assuming that there is just one of each of the reacting particles per unit
volume (denoted <ov>).

Based on Barnes (1971).

One notes the smallness of the initial, weak interaction reaction rate, the
temperature dependence of which determines the overall reaction rate above
T=3X10° K. The four to five orders of magnitude difference in the rates of the
“He + *He and the *He + *He processes account for the observed ratio of branch 2
(and 3) to branch 1, when the oppositely acting ratio of the “He to *He number
densities is also included.

The rate of energy production to be entered in equation (2.7) below for thermal
equilibrium is obtained from the reaction rate by multiplying with the energy
release, i.e., the O-value. Since the energy production rate appearing in (2.7) is per
unit mass and not volume, a further division by p is necessary,

()

e(p, T, X;) = Zej(p,T X)) = anz <gv> —= FIETE 2.1

The sum over j extends over all the different branches; Q(j) is the energy
released in branch j; and the indices 1 and 2, for which n; and n, are taken and
<ov> evaluated, may be any isolated reaction in the chain, since the equilibrium
assumption implies that the number densities have adjusted themselves to the differ-
ences in reaction cross-section. For decay processes, the reaction rate has to be
replaced by the decay probability, in the manner described above.
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Figure 2.5 Rate of energy production by the pp- and CNO-chains, as a function of
temperature, for a choice of composition (relative abundance of the constituents) typical for
main-sequence stars like the Sun.

Based on Iben (1972).

Figure 2.5 shows the temperature dependence of the energy production rate for the
pp-chain described above, as well as for the competing CNO-chain, which may come
into play at temperatures slightly higher than those prevailing in the Sun’s interior.
The curves should be regarded as typical for stars of composition similar to that of the
Sun, but as (2.1) indicates, the energy production depends on the density as well as on
the abundance of the reacting substances. Hence a change in composition or in central
density will change the rate of energy production. For the pp-chain, Fig. 2.5 assumes a
hydrogen fraction X = 0.5 and a density of 10° kg m >, believed to be reasonable for
the center of the Sun. For the CNO-chain, additional assumptions have been made
that the carbon, nitrogen, and oxygen abundances are X-= 0.003, X, = 0.001, and
Xo=10.012 (Iben, 1972). These figures apply to stellar populations similar to, but
more advanced than, the Sun, whereas much smaller CNO-abundances and production
rates are found for the so-called population-II stars. It should also be mentioned that,
owing to the decrease in density and change in composition as one goes away from
the center of the star, the average energy production for the energy-producing region
will be lower than the value deduced from the conditions near the center.

2.1.1.3 Equilibrium processes in the Sun

The present near-equilibrium state of the Sun may be described by a number of
physical conditions. The first one is the condition of hydrostatic equilibrium, which
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states that the pressure gradient at every place must exactly balance the gravita-
tional force. Assuming the Sun to be spherically symmetric, the condition may be
written

dP/dr = —GM(r)p(r)/r*, (2.2)

where M(r) is the integrated mass within a sphere of radius r, p(r) is the local
density, and G =6.67 X 10~ "' m* kg_1 s~ % is the constant of gravitation.

The pressure P(r) may be related to the local temperature 7(r) by an equation of
state. The conditions everywhere in the Sun are close to those of an ideal gas,
implying

P(r) = n(r)kT(r),

where n(r) is the number of free particles per unit volume and
k=138x10 > JK ' is the Boltzmann constant. Alternatively, one may express
n in terms of the gas constant, # =8.315] K ' mol ™!, the density, and p, the
mean molecular weight (i.e., the mass per mole of free particles),

n(r) = 2p(r)/(kp).

For stars other than the Sun the ideal gas law may not be valid, as a result of
electrostatic interactions among the charges (depending on the degree of ionization,
i.e., the number of free electrons and other “unsaturated” charges) and radiation
pressure.

Cox and Giuli (1968) estimate the maximum pressure corrections to be 1.5%
from the electrostatic interactions and 0.3% from the radiation pressure, calculated
from the blackbody radiation in the Sun’s center. The mean molecular weight may
be obtained from assuming the Sun to consist of hydrogen and helium in mass frac-
tions X and (1 — X). If all hydrogen and helium is fully ionized, the number of free
particles is 2X + 3(1 — X)/4 and the mass per mole of free particles is

11 =4NsM, /(5X + 3),

where Ny = 6 X 10* is Avogadro’s number (the number of particles per mole) and
1.67 X 10~%" kg is the proton mass. The Sun’s hydrogen fraction X is about 0.7.

The potential energy of a unit volume at the distance r from the Sun’s center,
under influence of the gravitational forces, is

5pot(r) = —GM(r)p(r)/r,

while the kinetic energy of the motion in such a unit volume, according to statistical
mechanics, is

ein(r) = 1.5n(r)kT (r).
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Since &, is a homologous function of order —1, the virial theorem of classical
mechanics (see, for example, Landau and Lifshitz, 1960) states that for the system
as a whole,

2Ekin = _Epot .

The bars refer to time averages, and it is assumed that the motion takes place in
a finite region of space. Inserting the expressions found above, using R = kN, and
integrating over the entire Sun and approximating [(M(r)/r)dM(r) by M/R (M and R
being the total mass and radius), one finds an expression for the average
temperature,

T = 4GMM, /(3(5X + 3)kR).

An estimate for the average temperature of the Sun may be obtained by inserting
the solar radius R =7 X 10® m and the solar mass M =2 X 10°° kg, leading to

T=5X%X10°K.

The rigorousness of the hydrostatic equilibrium may be demonstrated by assum-
ing a 1% deviation from equilibrium, implying an inward acceleration

d*r/di* = p(r)""(GM(r)p(r)/r* — dP/dr) = —0.01 GM(r)/r*.

The time needed for a 10% contraction (Ar/R = —0.1) under the influence of
this acceleration is

Ar="7200s=2h,

at the solar surface R =7 X 10®* m. The observed stability of the solar radius (see
Fig. 2.2) demands a very strict fulfillment of the hydrostatic equilibrium condition
throughout the Sun.

2.1.1.4 The energy transport equations

In order to derive the radial variation of the density and the temperature, energy
transport processes have to be considered. Energy is generated by the nuclear pro-
cesses in the interior. The part of the energy from nuclear processes that is carried
by neutrinos would escape from a star of the Sun’s assumed composition. One may
express this in terms of the mean free path of neutrinos in solar matter (the mean
free path being large compared with the Sun’s radius) or in terms of the mass
absorption coefficient,
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with this quantity being very small for neutrinos in the Sun. I denotes the energy
flux per unit solid angle in the direction ds, and s denotes the path length in the
matter. The alternative way of writing the mass absorption coefficient involves the
cross-sections o; per volume of matter of all the absorption or other processes that
may attenuate the energy flux.

The energy not produced in association with neutrinos is in the form of electro-
magnetic radiation (+y-rays) or kinetic energy of the particles involved in the nuclear
reactions. Most of the kinetic energy is carried by electrons or positrons. The posi-
trons annihilate with electrons and release the energy as electromagnetic radiation,
and also part of the electron kinetic energy is gradually transformed into radiation
by a number of processes. However, the electromagnetic radiation also reacts with
the matter, notably the electrons, and thereby converts part of the energy to kinetic
energy again. If the distribution of particle velocities locally corresponds to that
predicted by statistical mechanics (e.g., the Maxwell—Boltzmann distribution), one
says that the system is in local thermodynamic or statistical equilibrium.

Assuming that thermodynamic equilibrium exists locally, at least when averaged
over suitable time intervals, the temperature is well-defined, and the radiation field
must satisfy Planck’s law,

dF  2m? 1
W 2 a1 (2.3)
Here F is the power radiated per unit area and into a unit of solid angle, v is the
frequency of radiation, A =6.6X 107**Js is Planck’s constant, and
c=3x10*ms™ " is the velocity of electromagnetic radiation (light) in vacuum.
The appropriateness of the assumption of local thermodynamic equilibrium
throughout the Sun’s interior is ensured by the shortness of the mean free path of
photons present in the Sun, as compared to the Sun’s radius (numerically the ratio
is about 10~ "%, somewhat depending on the frequency of the photons). The mean
free path, /, is related to the mass absorption coefficient by

I(photons) = 1/pk.

This relation as well as the relation between / and the cross-sections of individ-
ual processes may be taken to apply to a specific frequency v. x is sometimes
referred to as the opacity of the solar matter.

The radiative transfer process may now be described by an equation of transfer,
stating that the change in energy flux along an infinitesimal path in the direction of
the radiation equals the difference between emission and absorption of radiation
along that path,

dI(v)/(pds) = e(v) = k(WI(v).

Integrated over frequencies and solid angles, this difference equals, in
conditions of energy balance, the net rate of local energy production per unit mass.
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In complete thermodynamic equilibrium one would have Kirchhoff’s law,
e(v) = k(W)I(v) (see, for example, Cox and Giuli, 1968), but under local thermody-
namic equilibrium, e(v) contains both true emission and also radiation scattered
into the region considered. According to Cox and Giuli (1968), neglecting refrac-
tion in the medium,

e(v) = k(VAF [dv + kW (v),  Ki(V) + K5(v) = K(V)

Here &, and «; are the true absorption and scattering parts of the mass absorption
coefficient, and I, is I averaged over solid angles. Cox and Giuli solve the equation
of transfer by expressing /() as a Taylor series expansion of e(v) around a given
optical depth (a parameter related to « and to the distance r from the Sun’s center
or a suitable path length s). Retaining only the first terms, one obtains, in regions of
the Sun where all energy transport is radiative,

_dF(v) 1 idF(V)

dv k(V)pds dv 0s 0.

0 is the angle between the direction of the energy flux I(v) and ds. The first term
dominates in the central region of the Sun, but gives no net energy transport
through a unit area. If the path s is taken as the radial distance from the center, the
net outward flux obtained by integrating /() cos over all solid angles becomes

4r d dF(v)
3k(w)pdr dv

JI(V)COS 0 4nd cos O = —

The luminosity L(r) of a shell of radius r is defined as the net rate of energy
flow outward through a sphere of radius r, i.e., 47/ times the net outward flux.
Introducing at the same time the temperature gradient, one obtains

(4nr)? (0 dF(v)\ dT(r)
L,(r)=— —
3k(v)p \OT dv dr
for the spectral luminosity and

_ (47r)* 40T3 dT(r)
3TKp dr

L(r) = 2.4)

for the total luminosity.
Here 0=5.7X10"*Wm 2K * is Stefan’s constant in Stefan—Boltzmann’s
law for the total power radiated into the half-sphere, per unit area,

Fi
ﬂdd—(y)cos 627 dcos 0 dv = oT*. 2.5)

v
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From (2.4) it may be expected that d7/dr will be large in the central regions of
the Sun, as well as near the surface, where the opacity « is large. If d7/dr becomes
sufficiently large, the energy cannot be transported away by radiation alone,
and convective processes can be expected to play a role. A proper description
of turbulent convection will require following all the eddies formed according
to the general hydrodynamic equations. In a simple, approximate treatment,
convective transport is described in a form analogous to the first-order [in terms of
I(photons) = (np)fl] solution (2.4) to the equation of radiative transfer. The role
of the mean free path for photons is played by a mixing length /(mix) (the mean
distance that a “hot bubble” travels before it has given off its surplus heat and
has come into thermal equilibrium with its local surroundings). The notion of
“hot bubbles” is thus introduced as the mechanism for convective energy (heat)
transfer, and the “excess heat” is to be understood as the amount of heat that cannot
be transferred by adiabatic processes. The excess energy per unit volume that is
given away by a “hot bubble” traversing one mixing length is

o _(or /(mix)
per Os 0s adiabatic ’

where cp is the specific heat at constant pressure. The energy flux is obtained by
multiplying by an average bubble speed v,,,, (see, for example, Iben, 1972):

or (o
s s adiabatic

In this expression also the derivatives of the temperature are to be understood as
average values. The similarity with expression (2.4) for the radiative energy flux
F,0a = L(N/(47r?) is borne out if (2.4) is rewritten slightly,

anv ~ pcp l(le) Veony-

OP,qq OT
6Td a {(photons)c,

Fmd:_

where the radiation pressure P,,, equals one-third the energy density of blackbody
radiation,

1
Prad = gaT4,

and where use has been made of the relation 40 = ac between Stefan’s constant o
and the radiation constant a to introduce the photon velocity ¢ (velocity of light) as
an analogy to the average speed of convective motion, v .

The radial bubble speed v,,,,, may be estimated from the kinetic energy associ-
ated with the buoyant motion of the bubble. The average density deficiency is of
the order
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op op .
Ap=[-L — (L
P (ar <ar>adiabatic> l(mIX)’

and the average kinetic energy is of the order

1 1 GM(r)

2 = —
5 P Weow)” = 5—3

Ap I(mix)

(taken as half the maximum force, since the force decreases from its maximum
value to zero, times the distance traveled). When p is inserted from the equation of
state, one obtains the estimate for the bubble speed,

or _(ar v
or or adiabatic .

The convective energy flux can now be written

b bee (GM(O\'?|oT _ (o1
conv ™~ or or adiabatic

r T
For an ideal gas, the adiabatic temperature gradient is

<6T> _ CP_CdeP
or adiabatic cp Pdr’

where cy is the specific heat at fixed volume. For a monatomic gas (complete
ionization), (cp — cy)/cp = 2/5.

The final equilibrium condition to be considered is that of energy balance, at
thermal equilibrium,

pcp (GM(r)
Veonv = —
T

32
(I(mix))*. (2.6)

dL(r)/dr = 4nr* p(r)e(p, T, X, . . ), (2.7)

stating that the radiative energy loss must be made up for by an energy source
term, ¢, which describes the energy production as function of density, temperature,
composition (e.g., hydrogen abundance X), etc. Since the energy production pro-
cesses in the Sun are associated with nuclear reactions, notably the thermonuclear
fusion of hydrogen nuclei into helium, then the evaluation of ¢ requires a detailed
knowledge of cross-sections for the relevant nuclear reactions.

Before touching on the nuclear reaction rates, it should be mentioned that the
condition of thermal equilibrium is not nearly as critical as that of hydrostatic
equilibrium. Should the nuclear processes suddenly cease in the Sun’s interior, the
luminosity would, for some time, remain unchanged at the value implied by the
temperature gradient (2.4). The stores of thermal and gravitational energy would
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ensure an apparent stability during part of the time (called the “Kelvin time”) needed
for gravitational collapse. This time may be estimated from the virial theorem, since
the energy available for radiation (when there is no new energy generation) is the
difference between the total gravitational energy and the kinetic energy bound in the
thermal motion (i.e., the temperature increase associated with contraction),

tKelvin = (Egruvil - Ekm)/L(R) = _(Epot + gkin)/L(R) = gkin/L(R) = 3 X 107 years.

On the other hand, this time span is short enough to prove that energy production
takes place in the Sun’s interior.

2.1.1.5 A model of the solar processes

In order to determine the radial distribution of energy production, mass, and tem-
perature, the equilibrium equations must be integrated. Using the equation of state
to eliminate p(r) [expressing it as a function of P(r) and 7(r)], the basic equations
may be taken as (2.2), (2.4) in regions of radiative transport, (2.6) in regions of con-
vective transport, and (2.7), plus the equation defining the mass inside a shell,

dM(r)/dr = 4rr? p(r) = 4xr’ uP(r) /(RT(r)). (2.8)

In addition to the equation of state, two other auxiliary equations are needed,
namely, (2.1) in order to specify the energy source term and a corresponding equa-
tion expressing the opacity as a function of the state and composition of the gas.
The solution to the coupled set of differential equations is usually obtained by
smooth matching of two solutions, one obtained by integrating outward with the
boundary conditions M(0) = L(0) =0 and the other one obtained by inward integra-
tion and adopting a suitable boundary condition at » = R. At each step of the inte-
gration, the temperature gradient must be compared to the adiabatic gradient in
order to decide which of the equations, (2.6) or (2.7), to use.

Figure 2.6 shows the results of a classical calculation of this type
(Schwarzschild, 1958). The top curve shows the prediction at a convective region
0.85 R<r<R. The temperature gradient also rises near the center, but not suffi-
ciently to make the energy transport in the core convective. This may happen for
slight changes in parameters, such as the initial abundances, without impinging on
the observable quantities, such as luminosity and apparent surface temperature. It is
believed that the Sun does have a small, convective region near the center (Iben,
1972). The bottom curves in Fig. 2.6 show that the energy production takes place in
the core region, out to a radius of about 0.25 R, and that roughly half the mass is
confined in the energy-producing region. Outside this region the luminosity is con-
stant, indicating that energy is only being transported, not generated.

One significant feature of the time-dependent models of solar evolution is the
presence of a substantial amount of helium (in the neighborhood of 25%) before the
onset of the hydrogen-burning process. At present, about half the mass near the cen-
ter is in the form of helium (cf. Fig. 2.6). The initial abundance of helium, about
25%, is in agreement with observations for other stars believed to have just entered
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Figure 2.6 Radial model of the Sun. The solid curves represent (from top to bottom)
temperature gradient relative to adiabatic, temperature, density, hydrogen abundance, and
relative luminosity. The dashed curves represent opacity, pressure, and relative mass fraction
inside a given radius. The opacity has not been calculated in the outer convective region.
Based on Schwarzschild (1958).

the hydrogen-burning stage. There is reasonable evidence to suggest that in other
galaxies, too, in fact everywhere in the Universe, the helium content is above 25%,
with the exception of a few very old stars, which perhaps expelled matter before
reaching their peculiar composition.
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2.1.2 Spectral composition of solar radiation

Practically all of the radiation from the Sun received at the Earth originates in the
photosphere, a thin layer surrounding the convective mantle of high opacity. The
depth to which a terrestrial observer can see the Sun lies in the photosphere. Owing
to the longer path length in the absorptive region, the apparent brightness of the
Sun decreases toward the edges. The photosphere consists of atoms of varying
degree of ionization, plus free electrons. A large number of scattering processes
take place, leading to a spectrum similar to the Planck radiation (2.3) for a black-
body in equilibrium with a temperature 7~ 6000 K. However, this is not quite so,
partly because of sharp absorption lines corresponding to the transitions between
different electron configurations in the atoms present (absorption lines of over 60
elements have been identified in the solar spectrum), and partly because of the tem-
perature variation through the photosphere, from around 8000 K near the convective
zone to a minimum of 4300 K at the transition to the chromosphere (see Fig. 2.7).
Yet the overall picture, shown in Fig. 2.8, is in fair agreement with the Planck law
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Figure 2.7 Schematic picture of solar layers, starting from the center of the Sun at the left.
The solar radius is defined by the bottom of the visible Sun. All distances are in meters, all
temperatures 7 are in K, and all densities p are in kg m . The solar corona continues into an
accelerating stream of particles, the solar wind. At the Earth’s distance from the Sun (center
to the right, note the two changes of scale), the solar wind gives rise to magnetic induction
and aurorae, and the extension of the corona is seen near the horizon as zodiacal light, in the
absence of direct or scattered light from the solar photosphere. The solar wind is also
responsible for comet tails’ being directed away from the Sun (whereas radiation pressure
can move only the lightest material in the tail). The tails of comets usually have an ion part
and a dust part, with the latter moving more slowly and being deflected as a result of the
Sun’s rotation (a period of around 25 days). The inner part of the Earth is only sketched. The
mantle is believed to consist of an outer part (silicates of Mg and Fe) and an inner part
(oxides of Mg and Fe). Similarly, the core has an outer part (probably liquid FeS) and an
inner part (a solid iron—nickel alloy).
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Figure 2.8 Frequency spectrum of solar radiation received on a unit area at the Earth’s mean
distance from the Sun, the area facing the Sun. Solid line: measured values (smoothed out
over absorption lines; based on NASA, 1971). Dashed line: Planck’s law corresponding to an
effective temperature of 5762 K, normalized to the experimental curve.

for an assumed effective temperature 7,4~ 5762 K, disregarding in this figure the
narrow absorption lines in the spectrum.

2.1.2.1 The structure of the solar surface

The turbulent motion of the convective layer underneath the Sun’s surface mani-
fests itself in the solar disc as a granular structure interpreted as columns of hot,
vertical updrafts and cooler, downward motions between the grain-like structures
(supported by observations of Doppler shifts). Other irregularities of solar luminos-
ity include bright flares of short duration, as well as sunspots, regions near the bot-
tom of the photosphere with lower temperature, appearing and disappearing in a
matter of days or weeks in an irregular manner, but statistically periodic (with an
11-year period). Sunspots first appear at latitudes at or slightly above 30°, reach
maximum activity near 15° latitude, and end the cycle near 8° latitude. The “spot”
is characterized by churning motion and a strong magnetic flux density
(0.01—0.4 Wb m™?), suggesting its origin from vorticity waves traveling within the
convective layer, and the observation of reversed magnetic polarity for each subse-
quent 11-year period suggests a true period of 22 years.

Above the photosphere is a less dense gas with temperature increasing outward
from the minimum of about 4300 K. During eclipses, the glow of this chromosphere
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is visible as red light. This is because of the intense H,, line in the chromospheric
system, consisting primarily of emission lines.

After the chromosphere comes the corona, still less dense (on the order of
107" kgm > even close to the Sun), but of very high temperature (2 X 10°K,
cf. Fig. 2.7). The mechanism of heat transfer to the chromosphere and to the corona
is believed to be shock waves originating in the turbulent layer (Pasachoff, 1973).
The composition of the corona (and chromosphere) is believed to be similar to that
of the photosphere, but owing to the high temperature in the corona, the degree
of ionization is much higher, and, for example, the emission line of Fe'3" is among
the strongest observed from the corona (during eclipses). A continuous spectrum
(K-corona) and Fraunhofer absorption lines (F-corona) are also associated with
the corona, although the total intensity is only 10~ ¢ of that of the photosphere, even
close to the Sun (thus the corona cannot be seen from the Earth’s surface except
during eclipses, owing to the atmospheric scattering of photospheric light). Because
of its low density, no continuous radiation is produced in the corona itself, and the
K-corona spectrum is due to scattered light from the photosphere, where the absorp-
tion lines have been washed out by random Doppler shifts (as a result of the high
kinetic energy).

The corona extends into a dilute, expanding flow of protons (ionized hydrogen
atoms) and electrons known as solar wind. The increasing radial speed at increasing
distances is a consequence of the hydrodynamic equations for the systems
(the gravitational forces are unable to balance the pressure gradient; Parker, 1964).
Solar wind continues for as long as the momentum flow is large enough not to be
deflected appreciably by the magnetic fields of interstellar material. Presumably,
solar wind penetrates the entire solar system.

2.1.2.2 Radiation received at the Earth

At the top of the Earth’s atmosphere, solar wind has a density of about
107 kg m~?, corresponding to roughly 107 hydrogen atoms per m’. The ions are
sucked into the Earth’s magnetic field at the poles, giving rise to such phenomena
as the aurorae borealis and to magnetic storms. Variations in solar activity affect
the solar wind, which in turn affects the flux of cosmic rays reaching the Earth
(many solar wind hydrogen ions imply larger absorption of cosmic rays).

Cosmic ray particles in the energy range 10°—10'> MeV cross interstellar space
in all directions. They are mainly protons, but produce showers containing a wide
range of elementary particles when they hit an atmosphere.

Figure 2.9 summarizes a number of radiation sources contributing to the condi-
tions at the Earth. Clearly, radiation from the Sun dominates the spectral distribu-
tion as well as the integrated flux. The next contributions, some six orders of
magnitude down in the visible region, even integrated over the hemisphere, are also
of solar origin, such as moonlight, airglow, and zodiacal light (originating in the
Sun’s corona, being particularly visible at the horizon just before sunrise and just
after sunset). Further down, in the visible regions of the spectrum, are starlight,
light from our own galaxy, and, finally, extragalactic light.



Origin of renewable energy flows 59

Wavelength (m)

102 1 1072 10% 10°% 10%® 10710 10712
10712 - & Sun g
10—14 - 4
w L i
o~ .
I 16 Cosmic i
§ 1070 27K ]
_Z 18 background Full moon Sky
w3 107°° 1 4 Airglow and zodiacal
u "y light b
é 10720 F 7‘ " " Individual stars -
5 - Diffuse galactic light
= 10°2F py Infrared f .
1) Discrete 4 Extra-galactic
8 | radio — Optical radiation 7
s 107 | sources . i
& 10726 - Ultraviolet §
- (obscured by -
10728 - galactic absorption) i
10_30 : X-rays - :

106 10" 10% 10™ 10" 10%®  10%
Frequency v (s

Figure 2.9 Frequency distribution of some contributions to the total radiation (integrated
over the hemisphere). The radiation from the Sun and from extragalactic sources is given
outside the Earth’s atmosphere. The relative intensity of some familiar light phenomena in
the visible frequency region is indicated (some of these sources, e.g., the solar corona, also
emit radiation in the ultraviolet and X-ray regions). In some regions of the spectrum, the
information on the extragalactic radiation is incomplete and the curve represents an estimate.
Based on NASA (1971); Peebles (1971); Allen (1973); Longair and Sunyaev (1969).

The peak in the spectral distribution of the extragalactic radiation is in the micro-
wave region. This is the universal background radiation approximately following a
Planck shape for 2.7 K, that is, the radiation predicted by, for example, the Big
Bang theory of the expanding Universe.

The main part of solar radiation can be regarded as unpolarized at the top of the
Earth’s atmosphere, but certain minor radiation sources, such as the light scattered
by electrons in the solar corona, do have a substantial degree of polarization.

2.2 Disposition of radiation on the Earth

Solar radiation, which approximately corresponds to the radiation from a blackbody
of temperature 6000 K, meets the Earth—atmosphere system and interacts with it,



60 Renewable Energy

producing temperatures at the Earth’s surface that typically vary in the range of
220—320 K. The average (over time and geographical location) temperature of the
Earth’s surface is presently 288 K.

As a first approach to understanding the processes involved, one may look at
the radiation flux passing through unit horizontal areas placed either at the top of
the atmosphere or at the Earth’s surface. The net flux is the sum (with proper
signs) of the fluxes passing the area from above and from below. The flux direc-
tion toward the center of the Earth will be taken as positive, consistent with reck-
oning the fluxes at the Sun as positive, if they transport energy away from the
solar center.

Since the spectral distributions of blackbody radiation (2.3) at 6000 and 300 K,
respectively, do not substantially overlap, most of the radiation fluxes involved can
be adequately discussed in terms of two broad categories, called short-wavelength
(sw) and long-wavelength (Iw) or thermal radiation.

2.2.1 Radiation at the top of the atmosphere

The flux of solar radiation incident on a surface placed at the top of the atmosphere
depends on time () and geographical location (latitude ¢ and longitude )\) and on
the orientation of the surface,

E (1, 6, \) = S(1)cos 6(t, ¢, N).

Here S(¢) is the “solar constant” at the distance of the Earth (being a function
of time, due to changes in the Sun—Earth distance and due to changes in solar
luminosity) and € is the angle between the incident solar flux and the normal to the
surface considered. The subscript “0” on the short-wavelength flux E™ through the
surface indicates that the surface is situated at the top of the atmosphere, and “+”
indicates that only the positive flux (in the “inward” direction) is considered. For a
horizontal surface, 6 is the zenith angle z, obtained by

cos z = sin 6 sin ¢ + cos § cos ¢ cos w,

where ¢ is the declination of the Sun and w is the hour angle of the Sun (see
Fig. 2.10). The declination is given approximately by (Cooper, 1969)

(2.9)

+
5= 0.4093 sin <27r M),

365

where day is the actual day’s number in the year. The hour angle (taken as positive
in the mornings) is related to the local time z,,,. (in hours) by

w =27(12 = Lione) /24 — (A = Acone) — TEQ. (2.10)
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Equato

Figure 2.10 Coordinates in a geocentric picture. P represents the North Pole, Z is the zenith,
and ¢ is the geographical latitude. The unit radius great circle shown through P and Z is the
median of the observer. S represents the direction to the Sun, and the solar coordinates are
the declination 6§ and the hour angle w. Also shown is the zenith angle z (equal to 7/2 minus
the height of the Sun over the horizon).

Here A, is the longitude of the meridian defining the local time zone (longitudes
are taken positive toward east; latitudes and declinations are positive toward north; all
angles are in radians). The correction TEQ (equation of time) accounts for the varia-
tions in solar time caused by changes in the rotational and orbital motion of the Earth,
e.g., due to speed variations in the elliptical orbit and to the finite angle (obliquity)
between the axis of rotation and the normal to the plane or orbital motion. The main
part of TEQ remains unaltered at the same time in subsequent years and may be
expressed as a function of the day of the year (see Duffie and Beckman, 1974),

TEQ = —0.0113 — 0.0019 X day, if day =20,

—0.0227 — 0.0393 cos(0.0357(day — 43)), if 20 <day =135,
—0.0061 + 0.0218 c0s(0.0449(day — 135)), if 135 < day =240,
=0.0275 + 0.0436 cos(0.0360(day — 306)), if 240 <day =< 335,
= —0.0020 X (day — 359), if day>335.

The resulting daily average flux on a horizontal surface,

1
oy = ﬂLayEg”i(t, ¢, \)dt,
which is independent of A, is shown in Fig. 2.11. The maximum daily flux is about
40% of the flux on a surface fixed perpendicular to the direction of the Sun. It is
obtained near the poles during midsummer, with light close to 24 hours of each day
but a zenith angle of 7/2 — max(l6l) & 67° (cf. Fig. 2.10, 16l being the absolute value
of §). Daily fluxes close to 30% of the solar constant are found throughout the year
at the Equator. Here the minimum zenith angle comes close to zero, but day and
night are about equally long.
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Figure 2.11 Daily average radiation, Ef", (W m~?), incident at the top of the Earth’s
atmosphere, as a function of time of the year and latitude (independent of longitude).
Latitude is (in this and the following figures) taken as positive toward north.

Based on NCEP-NCAR (1998).

2.2.1.1 The disposition of incoming radiation

A fraction of the incoming solar radiation is reflected back into space. This
fraction is called the albedo ay of the Earth—atmosphere system. The year and
latitude—longitude average of a, is about 0.35. This is composed of about 0.2 from
reflection on clouds, 0.1 from reflection on cloudless atmosphere (particles, gases),
and 0.05 from reflection on the Earth’s surface. Figure 2.12 gives the a distribution
for 2 months of 1997, derived from ongoing satellite measurements (cf. Wilson and
Matthews, 1971; Raschke et al., 1973; NCEP-NCAR, 1998).
The radiation absorbed by the Earth—atmosphere system is

AO = Egv_‘:_(l - ao).

Since no gross change in the Earth’s temperature is taking place from year to
year, it is expected that the Earth—atmosphere system is in radiation equilibrium,
i.e., that it can be ascribed an effective temperature T,, such that the blackbody
radiation at this temperature is equal to —A,,

1 1/4

—S(1—ao)

To=|4——| =~253K
g

Here S is the solar constant and o =57 X 10 W m 2K * is Stefan’s constant
[cf. (2.4)]. The factor 1/4 is needed because the incoming radiation on the side of the
Earth facing the Sun is the integral of S cosf over the hemisphere, while the outgoing
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Figure 2.12 Top of the atmosphere albedo for the Earth—atmosphere system, derived from
satellite data for January (@) and July (b) 1997 (NCEP-NCAR, 1998)*.

radiation is uniform over the entire sphere (by definition when it is used to define an aver-
age effective temperature). The net flux of radiation at the top of the atmosphere can be
written

Ey=Ey (1 —ay) +EY, .11

where E}¥ = EB¥ on average equals —oT," (recall that fluxes away from the Earth
are taken as negative) and E, on average (over the year and the geographical posi-
tion) equals zero.

The fact that Tj is 34 K lower than the actual average temperature at the Earth’s
surface indicates that heat is accumulated near the Earth’s surface, due to

*These and most of the geographical Figures in the following use the equal-area Mollweide projection,
making it easy to compare quantities at different locations.
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re-radiation from clouds and atmosphere. This is called the greenhouse effect, and
it is further illustrated below, in the discussion of the radiation fluxes at the ground.

The net radiation flux at the top of the atmosphere, Ey, is a function of time as
well as of geographical position. The longitudinal variations are small. Figure 2.13
gives the latitude distribution of Ey, Ag, and Ry, where the reflected flux is

Ro=Elay (= —E3),

as well as EB":
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100

-100 :
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Figure 2.13 Latitude dependence (averaged over longitudes and over the year) of incident
(—E%"¥) and outgoing long-wavelength (—E%" ) radiation at the top of the atmosphere, the

amount of radiation absorbed (4,) and reflected (R;) by the Earth—atmosphere system, and
the net radiation flux E, at the top of the atmosphere, in W m 2.

Based on Sellers (1965); Budyko (1974).
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Although Ry is fairly independent of ¢, the albedo a( increases when going
toward the poles. Most radiation is absorbed at low latitudes, and the net flux exhi-
bits a surplus at latitudes below 40° and a deficit at higher absolute latitudes. Since
no progressive increase in equatorial average temperatures, nor any similar decrease
in polar temperatures, is taking place, there must be a transport of energy from low
latitudes in the directions of both poles. The mechanisms for producing this flow
are ocean currents and winds. The necessary amount of poleward energy transport,
which is immediately given by the latitude variation of the net radiation flux (since
radiation is the only mode of energy transfer at the top of the atmosphere), is given
in Fig. 2.14, which also indicates the measured share of ocean transport. The total
amount of energy transported is largest around lpl = 40°, but since the total circum-
ference of the latitude circles diminishes as latitude increases, the maximum energy
transport across a unit length of latitude circle is found at ¢l & 50°.

Figures 2.15 and 2.16 give the time and latitude dependence at longitude zero of
the long-wavelength re-radiation, E}* = E}" (since the flux is only in the negative
direction), and net flux, E,, of the Earth—atmosphere system, as obtained from sat-
ellite measurements within the year 1997 (Kalnay et al., 1996; NCEP-NCAR,
1998). Ap may be obtained as the difference between E}, = EL¥ : The latter equals
the albedo (Fig. 2.12) times the former, given in Fig. 2.11.
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Figure 2.14 The poleward energy transfer required by the latitude variation of the net
energy flux shown in Fig. 2.13. The dashed curve represents the same quantity divided by
the length of the latitude circle, i.e., the energy transport required across a unit length of the
latitude circle. These figures are annual and longitudinal averages. (Based on Sellers, 1965.)
The ocean transport contribution is indicated as a dark blurred region, based on
measurements with estimated uncertainties (Trenberth and Solomon, 1994).
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Figure 2.15 Long-wavelength radiation from the Earth—atmosphere system (— Ef,w,).
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Figure 2.16 Net radiation flux E; at the top of the atmosphere (NCEP-NCAR, 1998).
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2.2.2 Radiation at the Earth’s surface

The radiation received at the Earth’s surface consists of direct and scattered (plus
reflected) short-wavelength radiation plus long-wavelength radiation from sky and
clouds, originating as thermal emission or by reflection of thermal radiation from
the ground.

2.2.2.1 Direct and scattered radiation

Direct radiation is defined as radiation that has not experienced scattering in the
atmosphere, so that it is directionally fixed, coming from the disc of the Sun.

Scattered radiation is, then, the radiation having experienced scattering processes
in the atmosphere. In practice, it is often convenient to treat radiation that has expe-
rienced only forward scattering processes together with unscattered radiation, and
thus define direct and scattered radiation as radiation coming from, or not coming
from, the direction of the Sun. The area of the disc around the Sun used to define
direct radiation is often selected in a way depending on the application in mind
(e.g., the solid angle of acceptance for an optical device constructed for direct radia-
tion measurement). In any case, “direct radiation” defined in this way will contain
scattered radiation with sufficiently small angles of deflection, due to the finite
solid angle of the Sun’s disc.

The individual scattering and absorption processes are discussed further below,
but in order to introduce the modifications in the spectral distribution due to
passage through the atmosphere, Fig. 2.17 shows the amount of radiation surviving
at sea level for a clear day with the Sun in zenith. A large number of absorption
lines and absorption bands can be seen in the low-frequency part of the spectrum
(corresponding to wavelengths above 0.7 X 10~ m). They are due to H,O, CO,,
0,, N,O, CHy, and other, minor constituents of the atmosphere. At higher frequen-
cies, the continuous absorption bands dominate, in particular those of O3;. Around
0.5 X 10~ ° m, partial absorption by O3 produces a dip in the spectrum, and below a
wavelength of 0.3 X 10”°m (the ultraviolet part of the spectrum) or a frequency
above 9.8 X 10'* 5!, the absorption by ozone is practically complete.

Figure 2.17 also shows the scattered part of the radiation on a clear day
(dashed line). The scattered radiation is mainly composed of the most energetic
(high-frequency) radiation, corresponding to the blue part of the visible spectrum.
The sky on a clear day is therefore blue. The scattered light is also polarized. The
radiation from clouds, i.e., from a completely overcast sky, is also shown in
Fig. 2.17. It has a broad frequency distribution in the visible spectrum, so that the
cloud light appears white.

2.2.2.2 Disposition of radiation at the Earth’s surface

On average, roughly half of the short-wavelength radiation that reaches the Earth’s
surface has been scattered. Denoting the direct and scattered radiation at the Earth’s
surface as D and d, respectively, and using the subscript s to distinguish the surface
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Figure 2.17 Frequency spectrum of solar radiation at the top of the atmosphere and at the
surface (sea level and minimum air mass, corresponding to the Sun in zenith on a clear day).
Also shown are typical spectra of scattered radiation in the extremes of pure sky radiation
(cloudless day) and pure cloud radiation (completely overcast).

Based on NASA (1971); Gates et al. (1966).

level (as the subscript “0” was used for the top of the atmosphere), the total incom-
ing short-wavelength radiation at the Earth’s surface may be written

EY =D +d,
for a horizontal plane. The amount of radiation reflected at the surface is
R, =ElYa, (= —E),

where the surface albedo, a, consists of a part describing specular reflection (i.e.,
reflection preserving the angle between beam and normal to the rejecting surface)
and a part describing diffuse reflection. Here diffuse reflection is taken to mean any
reflection into angles different from the one characterizing beam reflection. An
extreme case of diffuse reflection (sometimes denoted “completely diffuse” as dis-
tinguished from “partially diffuse”) is one in which the angular distribution of
reflected radiation is independent from the incident angle.
The total net radiation flux at the Earth’s surface is

E, =EY(1—ay)+E", (2.12)
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Figure 2.18 Incoming radiation fluxes on a horizontal plane at the Earth’s surface. Averages
over the year and over longitudes are shown for direct (D), scattered (d) and total radiation
(ESY), as functions of latitude.

Adapted from Sellers (1965).

where the long-wavelength net radiation flux is
v _ gl !
Esw - Esvi + EsW’

in terms of the inward and (negative) outward long-wavelength fluxes.

Figure 2.18 gives the latitude distribution of the incoming short-wavelength flux
E3Y and its division into a direct, D, and a scattered part, d. The fluxes are year and
longitude averages (adapted from Sellers, 1965). Similarly, Fig. 2.19 gives the total
annual and longitude average of the net radiation flux at the Earth’s surface, and its
components, as a function of latitude. The components are, from (2.12), the
absorbed short-wavelength radiation,

AL =EZ(1 —ay),

and the net long-wavelength thermal flux E (Fig. 2.19 shows —E™). The figures
show that the direct and scattered radiation are of comparable magnitude for
most latitudes and that the total net radiation flux at the Earth’s surface is positive
except near the poles. The variations in the long-wavelength difference between
incoming (from sky and clouds) and outgoing radiation indicate that the tempera-
ture difference between low and high latitudes is not nearly large enough to
compensate for the strong variation in absorbed short-wavelength radiation.

The conclusion is the same as the one drawn from the investigation of the
Earth—atmosphere net radiation flux. A poleward transport of heat is required,
either through the Earth’s surface (e.g., ocean currents) or through the atmosphere
(winds in combination with energy transfer processes between surface and atmo-
sphere by means other than radiation).

Figure 2.20 summarizes in a crude form the transfer processes believed to take
place in the disposition of the incoming solar radiation. In the stratosphere, the
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Figure 2.19 The latitude dependence of annual and longitudinal averages of net radiation flux
on a horizontal plane at the Earth’s surface (E;) and its components, the amount of short-
wavelength radiation absorbed (A**) and the net emission of long-wavelength radiation (—E™).
Adapted from Sellers (1965).
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Figure 2.20 Schematic summary of the disposition of incoming radiation (Ey", put equal to
100 units) in the Earth—atmosphere system, averaged over time and geographical location.
Symbols and details of the diagram are discussed in the text.

The data are adapted from Sellers (1965); Budyko (1974); Schneider and Dennett (1975);
Raschke et al. (1973).
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absorption of short-wavelength radiation (predominantly by ozone) approximately
balances the emission of long-wavelength radiation (from CO,, H,O, etc.). In the
lower part of the atmosphere, the presence of clouds largely governs the reflection
of short-wavelength radiation. On the other hand, particles and gaseous constituents
of the cloudless atmosphere are most effective in absorbing solar radiation. All
figures are averaged over time and geographical location.

Slightly over half the short-wavelength radiation that reaches the Earth’s surface
has been scattered on the way. Of the 27% of the solar radiation at the top of the
atmosphere that is indicated as scattered, about 16% has been scattered by clouds
and 11% by the cloudless part of the sky.

The albedo at the Earth’s surface is shown in Fig. 2.21 for 2 months of 1997, based
on a re-analysis of measured data, using climate modeling to ensure consistency. The
model has not been able to achieve full consistency of fluxes, probably because of too
high albedo values over ocean surfaces (Kalnay et al., 1996). In Fig. 2.20 the average
albedo is indicated as the smaller value a,~0.12. The albedo of a particular surface is
usually a strongly varying function of the incident angle of the radiation. For seawater,
the average albedo is about a, = 0.07, rising to about 0.3 in case of ice cover. For vari-
ous land surfaces, a, varies within the range 0.05—0.45, with typical mean values
0.15—0.20. In case of snow cover, ay lies in the range 0.4—0.95, with the smaller
values for snow that has had time to accumulate dirt on its surface.

As an illustration of the difficulties in estimating mean albedos, Fig. 2.22 shows
the albedo of a water surface for direct sunlight, as a function of the zenith angle of
the Sun. For a plane water surface and perpendicular incidence, the albedo implied
by the air-to-water refraction index is 0.024. However, for ocean water, the surface
cannot be regarded as a plane, and typical mean albedos (over the year) are of the
order of 0.06, except at high latitudes, where the value may be greater. This esti-
mate includes direct as well as scattered incident light, with the latter “seeing” a
much more constant albedo of the water, of about 0.09 (Budyko, 1974).

The total amount of direct and scattered light, which in Fig. 2.20 is given as
reflected from the ground, is a net value representing the net reflected part after
both the initial reflection by the ground and the subsequent back-reflection (some
20%) from the clouds above, and so on.

2.2.2.3 Disposition of radiation in the atmosphere

On average, only a very small fraction of the long-wavelength radiation emitted by
the Earth passes unhindered to the top of the atmosphere. Most is absorbed in the
atmosphere or by clouds, from which the re-radiation back toward the surface is
nearly as large as the amount received from the surface.

The net radiation flux of the atmosphere,

E,=E}+EY =AY +Al + S,

equals on average —29% of EJ}. The short-wavelength radiation absorbed is
A% = EY = 21%, whereas the long-wavelength radiation absorbed and emitted in
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Figure 2.21 Albedo at the Earth’s surface, based on the analysis of ground-based and
satellite measurements, for January (a) and July (b) of 1997. White areas: missing data,
notably near poles (NCEP-NCAR, 1998).
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Figure 2.22 Albedo of water surface for direct radiation, as a function of zenith angle
(i.e., angle between normal and the direction of radiation).
Based on Budyko (1974).
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the lower atmosphere is A" = 109% and S™ = —159%, respectively. Thus, the net
long-wavelength radiation is E = —50%.

The net radiation flux of the atmosphere is on average equal to, but (due to the
sign convention adopted) of opposite sign to, the net radiation flux at the Earth’s
surface. This means that energy must be transferred from the surface to the
atmosphere by means other than radiation, such as by conduction and convection
of heat, by evaporation and precipitation of water and snow, etc. These processes
produce energy flows in both directions, between surface and atmosphere, with a
complex dynamic pattern laid out by river run-off, ocean currents, and air motion
of the general circulation. The average deviation from zero of the net radiation flux
at the surface level gives a measure of the net amount of energy displaced vertically
in this manner, namely, 29% of E}| or 98 Wm 2 As indicated in Fig. 2.18,
the horizontal energy transport across a 1-m wide line (times the height of the
atmosphere) may be a million times larger. The physical processes involved in the
transport of energy are discussed further in section 2.3.

2.2.2.4 Annual, seasonal, and diurnal variations in the radiation
fluxes at the Earth’s surface

In discussing the various terms in the radiation fluxes, it has tacitly been assumed
that averages over the year or over longitudes or latitudes have a well-defined
meaning. However, as is well known, the climate is not completely periodic with a
1-year cycle, even if solar energy input is to a very large degree. The short-term
fluctuations in climate seem to be very important, and the development over a time
scale of a year depends to a large extent on the detailed initial conditions. Since,
owing to the irregular short-term fluctuations, initial conditions at the beginning of
subsequent years are not exactly the same, the development of the general circula-
tion and of the climate as a whole does not repeat itself with a 1-year period.
Although the gross seasonal characteristics are preserved as a result of the outside
forcing of the system (the solar radiation), the year-average values of such quanti-
ties as mean temperature or mean cloudiness for a given region or for the Earth as a
whole are not the same from one year to the next.

This implies that the components of the net radiation flux do not have the same
annual average values from year to year. In particular, the disposition of incoming
radiation as rejected, scattered, direct, and absorbed radiation is very sensitive to var-
iations in cloud cover, and, therefore, exhibits substantial changes from year to year.
Figure 2.23 shows the variations of yearly means of direct and scattered radiation
measured at Hamburg (Kasten, 1977) over a 20-year period. Also shown is the varia-
tion of the net radiation flux at the ground. The largest deviation in direct radiation,
from the 20-year average, is over 30%, whereas the largest deviation in scattered
radiation is 10%. The maximum deviation of the net radiation flux exceeds 20%.

Figures 2.24 and 2.25 give, for different seasons in 1997, the total short-
wavelength radiation (D + d) and the long-wavelength radiation fluxes (E™) at the
Earth’s surface, as a function of latitude and longitude.
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Figure 2.23 Variation of annual averages of direct and scattered radiation (solid, heavy
lines) around their 21-year average value (thin, horizontal lines) for Hamburg. Also shown is
the variation in net radiation flux (dashed line) around its 21-year average value.

Based on Kasten (1977).
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Figure 2.24 Annual average incoming short-wavelength radiation (E") on a horizontal
surface at the Earth’s surface, as a function of geographical position (W m2). (Based on
NCEP-NCAR, 1998) Seasonal variations are shown in Chapter 3, Figs. 3.1a—d.

Figure 2.26 gives the results of measurements at a specific location, Hamburg,
averaged over 19 years of observation (Kasten, 1977). Ground-based observations
at meteorological stations usually include the separation of short-wavelength
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Figure 2.25 Average net (i.e., downward minus upward) long-wavelength radiation flux
(Eéw) in January (@) and July (), at the Earth’s surface, as a function of geographical
position (W/m?).

Based on NCEP-NCAR (1998).

radiation into direct and scattered parts, quantities that are difficult to deduce from
satellite-based data. Owing to their importance for solar energy utilization, they are
discussed further in Chapter 3. The ratio of scattered to direct radiation for
Hamburg is slightly higher than the average for the latitude of 53.5° (see Fig. 2.18),
and the total amount of incident short-wavelength radiation is smaller than average.
This may be due to the climate modifications caused by a high degree of urbaniza-
tion and industrialization (increased particle emission, increased cloud cover). On
the other hand, the amount of short-wavelength radiation reflected at the surface,
R,, exceeds the average for the latitude.

Figures 2.27—2.29 give the variations with the hour of the day of several of the
radiation contributions considered above, again based on long-term measurements
at Hamburg (Kasten, 1977). In Fig. 2.27, the incident radiation at ground level is
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Figure 2.26 Components of the net radiation flux (E;, dashed line) on a horizontal plane
at the Earth’s surface in Hamburg. Based on data for 19 consecutive years, the monthly
averages have been calculated for direct (D), scattered (d), and total incident short-
wavelength radiation (E}"), the rejected part (R, = —E}"), and the flux of long-wavelength
radiation received (E") and emitted (E™).

Based on Kasten (1977).

shown for the months of June and December, together with the direct and reflected
radiation. The mean albedo is about 0.18 at noon in summer and about 0.3 in win-
ter. In December, the amount of reflected radiation exceeds the amount of direct
radiation incident on the plane. The long-wavelength components, shown in
Fig. 2.28, are mainly governed by the temperature of the ground. The net outward
radiation rises sharply after sunrise in June and in a weakened form in December.
In June, the separate outward and inward fluxes have a broad maximum around
14 h. The delay from noon is due to the finite heat capacity of the ground, implying
a time lag between the maximum incident solar radiation and the maximum temper-
ature of the soil. The downward flux changes somewhat more rapidly than the
upward flux, because of the smaller heat capacity of the air. In December, the 24-h
soil temperature is almost constant, and so is the outgoing long-wavelength radia-
tion, but the re-radiation from the atmosphere exhibits a dip around noon. Kasten
(1977) suggests that this dip is due to the dissolution of rising inversion layers,
which during the time interval 16—08 h contributes significantly to the downward
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Figure 2.27 For the months of June and December, the total short-wavelength radiation
on a horizontal plane at the Earth’s surface in Hamburg is shown, as well as the direct and
reflected radiation, for a given hour of the day. The fluxes are hourly averages based on
10 years of data, shown as functions of the hour of the day in true solar time.

Based on Kasten (1977).
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Figure 2.28 For June and December, the net long-wavelength radiation on a horizontal
plane at the Earth’s surface in Hamburg is shown, as well as the separate incoming and
outgoing fluxes, for a given hour of the day. The fluxes are hourly averages based on
10 years of data, shown as functions of the hour of the day in true solar time.

Based on Kasten (1977).
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Figure 2.29 For the months of June and December, the total net radiation flux on a
horizontal plane at the Earth’s surface in Hamburg is shown for a given hour of the day. The
fluxes are hourly average values based on 10 years of measurements, shown as functions of
the hour of the day in true solar time.

Based on Kasten (1977).

radiation. The hourly variation of the net total radiation flux is shown in Fig. 2.29
for the same 2 months. During daytime this quantity roughly follows the variation
of incident radiation, but at night the net flux is negative, and more so during sum-
mer when the soil temperature is higher.

2.2.2.5 Penetration of solar radiation

In discussing the solar radiation absorbed at the Earth’s surface, it is important to
specify how deep into the surface material, such as water, soil, or ice, the radiation
is able to penetrate. Furthermore, the reflection of sunlight may take place at a
depth below the physical surface.

The penetration into soil, vegetation, sand, and roads or building surfaces is usu-
ally limited to at most 1 or 2 mm. For sand of large grain size, the penetration may
reach 1—2cm, in particular for the wavelengths above 0.5 10~ ®m. For pure
water, shorter wavelengths are transmitted more readily than longer ones.
Figure 2.30 shows calculated intensity variations as a function of depth below the
water’s surface and wavelength. The availability of solar radiation (although only
about 5% of that incident along the normal to the water surface) at ocean depths of
nearly 100 m is, of course, decisive for the photosynthetic production of biomass by
phytoplankton or algae. For coastal and inland waters, the penetration of sunlight
may be substantially reduced owing to dispersed sediments, as well as to eutrophi-
cation. A reduction in radiation intensity by a factor two or more for each meter
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Figure 2.30 Penetration depth of monochromatic radiation through water as a function of
wavelength of radiation (indicated on curves, in 10~° m). The curves should only be
considered rough indications of the behavior.

Based on Sellers (1965).

penetrated is not uncommon for inland ponds (Geiger, 1961). The penetration of
radiation into snow or glacier ice varies from a few tenths of a meter (for snow
with high water content) to over a meter (ice).

2.3 Processes near the surface of the Earth

A very large number of physical and chemical processes take place near the Earth’s
surface. No exhaustive description is attempted here, but emphasis is placed on
those processes directly associated with, or important for, the possibility of utilizing
the renewable energy flows in connection with human activities.

In particular, this leads to a closer look at some of the processes by which solar
energy is distributed in the soil—atmosphere—ocean system, e.g., the formation of
winds and currents. Understanding these processes is also required in order to esti-
mate the possible climatic disturbance that may follow certain types of interference
with the “natural” flow pattern.

Although the processes in the different compartments are certainly coupled, the
following subsections first list a number of physical processes specific for the atmo-
sphere, for the oceans, and, finally, for the continents and then indicates how they
can be combined to account for the climate of the Earth.

2.3.1 The atmosphere

The major constituents of the present atmosphere are nitrogen, oxygen, and water.
For dry air at sea level, nitrogen constitutes 78% by volume, oxygen 21%, and
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Figure 2.31 Altitude dependence of temperature, pressure, and density for the U.S. standard
atmosphere (U.S. Government, 1962).

minor constituents 1%, the major part of which is argon (0.93%) and carbon diox-
ide (0.03%). The water content by volume ranges from close to zero at the poles to
about 4% in tropical climates.

Typical variations of density, pressure, and temperature, as functions of altitude,
are shown in Fig. 2.31. Common names for the different layers are indicated.
They are generally defined by turning points in the temperature profile (“pauses”)
or by the lower border of constant temperature regions if no sharp change in the
sign of the temperature gradient takes place. Actual temperature profiles are not
independent of latitude and season and do not exhibit sharp “turning points,” as
indicated in Fig. 2.32.

Estimates of the variation with altitude of the average abundance of some gas-
eous constituents of the atmosphere are shown in Fig. 2.33. The increasing abun-
dance of ozone (O3) between 15 and 25 km altitude is instrumental in keeping the
level of ultraviolet radiation down, thereby allowing life to develop on the Earth’s
surface (cf. Fig. 2.2). Above an altitude of about 80 km, many of the gases are ion-
ized, and for this reason the part of the atmosphere above this level is sometimes
referred to as the ionosphere. Charged particles occurring at the altitude of
60 000 km still largely follow the motion of the Earth, with their motion being
mainly determined by the magnetic field of the Earth. This layer is referred to as
the magnetosphere.

2.3.1.1 Particles in the atmosphere

In addition to gaseous constituents, water, and ice, the atmosphere contains particu-
late matter in varying quantity and composition. A number of mechanisms have
been suggested for the production of particles varying in size from 10~ to 10™* m.
One is the ejection of particles from the surface of the oceans, in the form of salt
sprays. Others involve the transformation of gases into particles. This can occur as
a result of photochemical reactions or as a result of adsorption to water droplets
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Figure 2.32 Average temperature in the atmosphere as a function of altitude and latitude for
January (a) and July (b) 1995, both at longitude zero.
Based on NCEP-NCAR (1998).

(clouds, haze), chemical reactions depending on the presence of water and finally
evaporation of the water, leaving behind a suspended particle rather than a gas.
Dust particles from deserts or eroded soil also contribute to the particle concen-
tration in the atmosphere, as does volcanic action. Man-made contributions are
in the form of injected particles, from land being uncovered (deforestation, agricul-
tural practice), industry, and fuel burning, and in the form of gaseous emissions
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Figure 2.33 Estimated mean concentrations of some gaseous constituents of the atmosphere,
as functions of altitude.
Based on Almquist (1974).

(S0,, H,S, NH;, etc.), which may be subsequently transformed into particles by the
above-mentioned processes or by catalytic transformations in the presence of heavy
metal ions, for example.

Wilson and Matthews (1971) estimate that yearly emission into, or formation
within, the atmosphere of particles with a radius smaller than 2 X 107> m is in the
range (0.9—2.6) X 10> kg. Of this, (0.4—1.1) X 10"*kg is due to erosion, forest
fires, sea-salt sprays, and volcanic debris, while (0.3—1.1) X 10'2 kg is due to trans-
formation of non-anthropogenic gaseous emissions into particles. Anthropogenic
emissions are presently in the range (0.2—0.4) X 10'* kg, most of which is trans-
formed from gaseous emissions.

Figure 2.34 gives a very rough sketch of the particle density as a function of
altitude. The distribution of large particles (radii in the range 10”7 to 2 X 10> m)
is based on measurements at a given time and place (based on Craig, 1965), while
the total particle counts are based on extrapolations of the size distribution to very
small particles (see Fig. 2.35). It is clear that the total number of particles depends
sensitively on the density of very small particles, which on the other hand do not
contribute significantly to the total mass of particulate matter. The concentrations
of rural and city particles in the right-hand part of Fig. 2.34 correspond to
an extrapolation toward smaller radii of the size distributions in Fig. 2.35, such that
the number of particles per m> per metric decade of radius does not decrease
rapidly toward zero.
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Figure 2.34 Trends of particle concentrations as functions of altitude, either for large
particles only (left) or for all particles. The range of surface concentrations over different
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Figure 2.35 Size distribution of particles in the atmosphere. The estimated distribution over
land is shown separately. The distribution over oceans resembles that of the clean
“background” distribution, except in the radius interval 10~ to 10> m, where it approaches
that for continental particles.

Based on Wilson and Matthews (1971).
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Returning to mass units, the total mass of particles in the atmosphere can be esti-
mated from the emission and formation rates, if the mean residence time is known.
The removal processes active in the troposphere include dry deposition by sedimen-
tation (important only for particles with a radius above 10~°m), diffusion, and
impact on the Earth’s surface, vegetation, etc., and wet deposition by precipitation.
The physical processes involved in wet deposition are condensation of water vapor
on particles, in-cloud adsorption of particles to water droplets (called rainout), or
scavenging by falling rain (or ice) from higher-lying clouds (called washout).
Typically, residence times for particles in the troposphere are in the range
70—500 h (Junge, 1963), leading to the estimate of a total particle content in the
atmosphere of the order of 10" kg.

Particles may also be removed by chemical or photochemical processes, trans-
forming them into gases.

Particle residence times in the stratosphere are much longer than in the tropo-
sphere. Sulfates (e.g., from volcanic debris) dominate, and the particles are spread
close to homogeneously over each hemisphere, no matter where they are being
injected into the stratosphere. Residence times are of the order of years, and
removal seems to be by diffusion into the troposphere at latitudes around 55°. This
picture is based on evidence from major volcanic eruptions and from detonation of
nuclear weapons of megaton size. Both of these processes inject particulate matter
into the stratosphere. The particles in the stratosphere can be detected from the
ground, because they modify the transmission of solar radiation, particularly close
to sunrise or sunset, where the path length through the atmosphere is at its maxi-
mum. Figure 2.36 shows atmospheric transmittance at sunrise, measured in Hawaii
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Figure 2.36 Transmittance of solar radiation in the direction of incidence, as measured in
Hawaii near sunrise, during the periods before and after the volcanic eruption of Mt. Agung
in Bali. Other, smaller volcanic eruptions in the following years are indicated by arrows.
The curves have been smoothed over seasonal and other short-term variations, with the
fluctuations being generally less than *0.05 in the transmittance on clear days.

Based on Ellis and Pueschel (1971).
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before and after the major volcanic eruption of Mt. Agung on Bali in 1963. The
arrows indicate other eruptions that have taken place near the Equator during the
following years and that may have delayed the return of the transmittance toward
its value from before 1963.

Figure 2.37 shows the ground deposition of radioactive debris (fallout), at lati-
tude 56°N, after the enforcement of the test ban in 1963, which greatly reduced, but
did not fully end, nuclear tests in the atmosphere. It can be concluded that the
amount of radioactivity residing in the stratosphere is reduced by half each year
without new injection. Observations of increased scattering (resulting in a shift
toward longer wavelengths) following the very large volcanic eruption of Krakatoa
in 1883 have been reported (sky reddening at sunrise and sunset). It is believed that
the influence of such eruptions on the net radiation flux has had significant,
although in the case of Krakatoa apparently transient, effects on the climate of
the Earth.

2.3.1.2 Absorption and scattering in the atmosphere

Absorption and scattering of radiation take place throughout the atmosphere. The
radiation may cause electrons in atoms to go from one orbital to another, or it may
cause transition between vibrational or rotational levels in molecules. Generally, the
fundamental energy differences associated with rotational excitations are smaller
than those associated with vibrational excitations, which again are smaller than
those associated with low-lying electron states. There is only a fairly small proba-
bility that solar radiation is capable of ionizing atoms (expelling electrons) or disso-
ciating molecules.

Since the wavelengths in the solar spectrum are much longer than the dimen-
sions of atoms and molecules found in the atmosphere, the time-dependent fields of
the atomic or molecular system can be approximated by the first few terms in a
multipole expansion. In the dipole approximation, the probability of a transition
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Figure 2.37 Yearly fallout of *Sr following the atmospheric nuclear test ban in 1963, as
measured in Denmark.
Based on Aarkrog (1971).
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between two levels i and f, accompanied by the emission or absorption of radiation
with frequency equal to (or very close to)

vir = |Ef — Eil /h,

where E; is the energy of level i(f) and is proportional to the square of the dipole
transition moment d; (an integral over the initial and final state quantal wavefunc-
tions times the position vector; see, for example, Merzbacker, 1970). The absorp-
tion probability (or “rate”) is further proportional to the spectral intensity at the
required frequency.

‘‘Rate of absorption’” o |dif-|21(vi]¢v).

If the absorption and re-emission processes were sufficiently frequent, a state of
thermal equilibrium would be reached, in the sense that the relative population of
any two atomic or molecular levels would be given by the Boltzmann factor exp
(—hvy/(kT)). If the radiation has a frequency distribution corresponding to the Planck
law, the common temperature 7 will be that appearing in the Planck distribution for
the radiation. In this way, a single atom or molecule can be in equilibrium with radi-
ation and can be ascribed the same temperature as that of the radiation.

On the other hand, the thermodynamic temperature is defined from the distribution
of kinetic energy in the “external” motion of the atoms or molecules. This distribution
is maintained by collisions between the atoms or molecules. If the frequency of colli-
sions is comparable to that of interactions with the radiation, the kinetic and radiation
temperatures will become similar (e.g., the radiative transfer section of the Sun).

Where collisions are much more frequent than interactions with the radiation
field, the radiative energy absorbed by a given atomic or molecular transition will
become shared among all the atoms or molecules, and if the corresponding emis-
sion spectrum can be described by the blackbody law, the temperature entering
should be the kinetic temperature, which need not be equal to the temperature of
the radiation field (in fact, the kinetic temperature must be lower than the radiation
temperature, if there are no other energy sources). Re-emission at frequencies corre-
sponding to the same definite atomic or molecular transitions that caused absorption
of radiation can be regarded as scattering of the incoming radiation.

In the Earth’s atmosphere, the number of molecular collisions is generally large
compared with the number of interactions with solar radiation. Thus, the radiation
that is not re-emitted as scattered light will be redistributed over a large number of
thermal degrees of freedom, i.e., the absorbed light is transformed into heat. The
population of various molecular levels will not be in equilibrium with the tempera-
ture of the solar radiation, and the spectrum of scattered light will not be of Planck
form (cf. Fig. 2.17).

The scattering process may be viewed as the creation of a dipole field in the
atom or molecule, as a result of the radiation field, and a subsequent emission of
radiation, as is well known from an oscillating dipole. The angular distribution of
scattered light is proportional to (1 + cos?y)), where 1) is the angle between incident
and scattered light.
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2.3.1.3 Absorption processes in different frequency regions

Even in the thermosphere, most ultraviolet radiation with wavelength below
1.8 X 107" m is already being absorbed by N,O and O,. Owing to its low density,
the thermosphere exhibits a rapid temperature response to variations in solar inten-
sity, such as those caused by sunspots. However, for the same reason, the tempera-
ture changes have little or no effect on the lower-lying layers of the atmosphere.
Figure 2.38 shows the penetration depth of ultraviolet radiation, confirming that the
shortest wavelengths are being stopped at an altitude of 100 km or more.

This figure also shows that most of the radiation in the wavelength interval
1.8X1077=3X 107" m is absorbed in the mesosphere or the stratosphere. The
agents of absorption are O, and, in particular, Os;. The rate of absorption by ozone
peaks around 2.5X 10”7 m wavelength, and the amount of energy converted to
heat is sufficient to explain the peak in the temperature profile at about 50 km
(see Fig. 2.32).

The ozone concentration is not uniform as a function of geographical position,
as indicated by Fig. 2.39. Ozone is formed in the stratosphere by photodissociation
of molecular oxygen,

0, +v— 20
02+O—>O3

«—N,, 0—»
200+ -
) 0, >
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o
o
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=
o 100} i
I
50 F .
0 1 1 1 1 1 1
0 0.5 1 2 3

Wavelength (1077 m)

Figure 2.38 The altitude, as a function of wavelength, at which the intensity of solar
radiation is reduced to //e. The main absorbing agents are indicated for different regions of
the ultraviolet part of the spectrum.

Based on Ratcliffe (1960).
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Figure 2.39 Daily satellite measurements of ozone distributions for 1 January (a) and 1 April
(b) 1997. The figures indicated are the volumes (in Dobson units, 107> m® m™~?) that the ozone
would occupy at sea-level standard temperature and pressure, if all the ozone in a vertical
column were put together. Areas obscured from the satellite are shown as white (NASA, 1998).

(Chapman, 1943). Natural removal processes include

O3+7vy—>0,+0
O; +0 — 20,
O3+NO—>N02+02

(Hesstvedt, 1973).

The concentrations of nitrogen oxides in the stratosphere may be increased by a
number of human activities. The ozone concentrations vary between years
(Almquist, 1974), but anthropogenic emissions of fluorocarbons are believed to
dominate the picture, as they have been demonstrated to cause increased ozone
depletion near the poles (cf. Fig. 2.39).
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Figure 2.40 Spectral absorption efficiency of selected gaseous constituents of the
atmosphere, and for the atmosphere as a whole (bottom).
From Fleagle and Businger (1963).

While the ultraviolet part of the solar spectrum is capable of exciting electronic
states and molecular vibrational—rotational levels, little visible light is absorbed in
the atmosphere. The energy is insufficient for most electronic excitations, and few
molecular bands lie in this frequency region. Of course, harmonics of lower funda-
mental bands can be excited, but the cross-section for such absorption processes is
very low.

In the infrared region, at wavelengths above 7 X 10”7 m, the fundamental vibra-
tional and rotational bands of several molecules are situated. They give rise to
clearly identifiable signatures of a large number of molecules, including H,O, CO,,
N,O, CHy, CO, SO,, H,S, NO, NO,, and NH;. A few of these absorption spectra
are shown in Fig. 2.40. Owing to the variations in water content, as well as the
seasonal changes in the concentration of the molecules formed in biological cycles,
the combined absorption spectrum is far from invariant.

2.3.1.4 Models for the description of scattered radiation

The cross-section for scattering processes in the atmosphere is large enough
to make multiple scattering important. The flux reaching a given scattering center
is thus composed of a unidirectional part from the direction of the Sun, plus a
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Zenith (tilt) angle (deg)

Figure 2.41 Luminance distribution over the sky (as a function of the zenith angle and
azimuth relative to that of the Sun, for the direction of observation): (a) for pure Rayleigh
atmosphere (multiple Rayleigh scattering on gases only), (b) for Mie atmosphere (including
multiple Mie scattering on particles typical of continental Europe for a cloudless sky), and
(c) measured on a clear day in the Swiss Alps. The three luminance distributions have been
arbitrarily normalized to 15 at the zenith. The Sun’s position is indicated by a circle.

Based on Moller (1957).

distribution of intensity from other directions. On the basis of scattering of radiation
on atoms and molecules much smaller than the wavelength (the so-called Rayleigh
scattering, described above), the intensity distribution over the sky may be calcu-
lated, including the direct (unscattered) part as well as the simply and multiply scat-
tered parts. Figure 2.41 gives the result of such a calculation.

Assuming the solar radiation at the top of the atmosphere to be unpolarized, the
Rayleigh scattered light will be linearly polarized, and the distribution of light
reaching the Earth’s surface will possess a component with a finite degree of polari-
zation, generally increasing as one looks away from the direction of the Sun, until a
maximum is reached 90° away from the Sun (Fig. 2.42).

The Rayleigh distribution of luminance (intensity) over the sky does not corre-
spond to observations, even on seemingly clear days without clouds or visible haze
(see Fig. 2.41). The reason for this is the neglect of scattering on particulate matter.
It follows from the particle size distribution given in Fig. 2.35 that particles of
dimensions similar to the wavelength of light in the solar spectrum are abundant, so
that a different approach to the problem must be taken.

The theory of scattering of radiation on particles, taking into account reflection
and refraction at the surface of the particle, as well as diffraction due to the lattice
structure of the atoms forming a particle, was developed by Mie (1908). The cross-
section for scattering on a spherical particle of radius r is expressed as

o=mr’K(y,n),
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Figure 2.42 Distribution of polarization over the sky (in %) for a typical clear-sky
atmosphere.
Based on Sekera (1957).

where the correction factor K multiplying the geometrical cross-section depends on
the ratio of the particle radius and the wavelength of the radiation through the
parameter y = 27r/A and on the refraction index (relative to air) of the material
forming the particle, n.

Numerical calculations of the function K (Penndorf, 1959) are shown in
Fig. 2.43 for fixed refraction index. The behavior is very oscillatory, and the
absorption may exceed the geometrical cross-section by as much as a factor of four.

Angular distributions of Mie scattered light are shown in Fig. 2.44 for water par-
ticles (droplets) of two different size distributions representative for clouds and
haze. The Rayleigh scattering distribution is shown for comparison. The larger the
particles, the more forward peaked is the angular distribution, and the higher the
forward to backward ratio.

In Fig. 2.41D, the results of a Mie calculation of the luminance distribution over
the sky are presented. A particle size distribution proportional to r~* has been
assumed, and the mean refraction index of the atmosphere has been fixed at
n=1.33 (Moller, 1957). Multiple scattering has been included, as in the case
of pure Rayleigh scattering, shown in Fig. 2.41a. For comparison, Fig. 2.41 also
shows the results of measurements of luminance performed under the “clean air”
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Figure 2.43 Cross-section function K(y, n) for Mie scattering, as function of y = 27#/) for
fixed n = 1.50 (cf. text).
Based on Penndorf (1959).
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Figure 2.44 Angular distributions of radiation for simple (not multiple) scattering on water
particles with different size distributions. Mie scattering theory was used in connection with
the size distributions of clouds (comprising very large particles or droplets) and haze (smaller
particle sizes but still comparable to, or larger than, the wavelength of solar radiation). For
comparison, the angular distribution for Rayleigh scattering (particle sizes small compared to
wavelength) is also shown. The intensity is averaged over different polarization directions.
Based on Hansen (1975).

conditions of a high-altitude Alpine site. The calculation using the Mie model is in
qualitative agreement with the measured distribution, while the Rayleigh calculation
is in obvious disagreement with the measurements.

The mean free path in the atmosphere, averaged over frequencies in the visible
part of the spectrum, gives a measure of the visibility, giving rise to a clarity classi-
fication of the condition of the atmosphere (this concept can be applied to traffic
control as well as astronomical observation, the main interest being on horizontal
and vertical visibility, respectively). The atmospheric particle content is sometimes
referred to as the turbidity of the air, with the small particles being called aerosols
and the larger ones dust.
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2.3.1.5 The types of stored energy

The net radiation fluxes discussed in section 2.2 show the existence of energy trans-
port processes other than radiation. Energy in the form of heat is transferred from
the land or ocean surface by evaporation or conduction and from the atmosphere to
the surface by precipitation, by friction, and again by conduction in small amounts.
These processes exchange sensible” and latent heat between the atmosphere and the
oceans and continents. The exchange processes in the atmosphere include condensa-
tion, evaporation, and a small amount of conduction. In addition, energy is added or
removed by transport processes, such as convection and advection.

The turbulent motion of the convection processes is often described in terms of
overlaying eddies of various characteristic sizes. The advective motion is the result
of more or less laminar flow. All motion in the atmosphere is associated with fric-
tion (viscosity), so that kinetic energy is constantly transformed into heat. Thus, the
general circulation has to be sustained by renewed input of energy. The same pro-
cesses are involved in the circulation in the oceans, but the quantitative relations
between the different processes are different, owing to the different physical struc-
ture of air and water (density, viscosity, etc.). As mentioned earlier, the source of
energy for the transport processes is the latitude variation of the net radiation flux.
Additional transport processes may take place on the continents, including river and
surface run-off as well as ground water flow. Direct heat transport in dry soil is
very small, because of the smallness of the heat conductivity.

The amount of energy stored in a given volume of air, water, or soil may be
written

Wsmred — Wpot + Wkin + Wens 4 Wlal, (213)

where WP is the geopotential energy, W is the kinetic energy of external motion
(flow), W*" is the amount of sensible heat stored (internal kinetic motion), and
W' is the amount of latent heat, such as the energies involved in phase changes
(solid to liquid, fluid to gaseous, or other chemical rearrangement).”” The zero
point of stored energy is, of course, arbitrary. It may be taken as the energy of a
state where all atoms have been separated and moved to infinity, but in practice it
is customary to use some convenient average state to define the zero of energy.
The geopotential energy may be written

WP = p(r)g(rr, (2.14)

where p is the density (of air, water, or soil) and g is the gravitational constant
at the distance r from the Earth’s center (eventually r is replaced by z=r—r,
measured from the surface ry). Both p and g further have a weak dependence on

* That is, due to heat capacity.
**The sum of sensible and latent energy constitutes the total thermodynamic internal energy
(cf. section 4.1).
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the geographical location (¢, A). The kinetic energy W*" receives contributions
both from the mean flow velocity and from turbulent (eddy) velocities.
The sensible heat is

W = pcpT, (2.15)

where the heat capacity cp (at constant pressure) depends on the composition,
which again may be a function of altitude and position. All quantities may also
depend on time. The latent heat of a given constituent such as water may be written

W' = L, (m,, + m,) + Lym,, (2.16)

where L, (2.27] kf{1 for water) is the latent heat of vaporization and L,
0.331] kg*1 for ice) is the latent heat of melting. m, is the mixing ratio (fractional
content by volume) of water vapor and m,, is the mixing ratio of liquid water (appli-
cable in oceans and soil as well as in the atmosphere). For other constituents it may
be necessary to specify the chemical compound in which they enter in order to
express the content of latent energy.

2.3.1.6 Total energy fluxes

As in the case of radiation, all relevant energy fluxes must now be specified, and
the sum of radiation and non-radiation fluxes (E"”"") gives the net total energy flux,

Etoml — Erad + Eronr — gsw 4 Elw + Eronr (217)

The sign convention introduced for radiative fluxes should still be applied.

Since many energy conversion processes (e.g., melting of snow and ice, run-off)
take place at the surface of the Earth, the fluxes through strictly two-dimensional
planes may vary rapidly for small vertical displacements of the defining plane and
hence may be inconvenient quantities to work with. For this reason, the net total
energy flux through such a plane will be, in general, different from zero, except
possibly for year averages. For the upward boundary surface between Earth (conti-
nent or ocean) and atmosphere, the total net energy flux may be written

Eimal — Egad + Eém + B + B (2.18)

The kinetic energy flow has been neglected, since the vertical velocity of matter
at the Earth’s surface is usually close to zero (an exception is volcanic matter being
expelled into the atmosphere). Yet transport of matter does take place, usually by
means of convective eddy flow, with average vertical velocities that increase from
zero as the height increases and by falling matter (including precipitation). The
changes in geopotential energy involved in these flows are contained in the term
EP”". The radiation flux Eg”d is given by (2.4). The latent energy flow, Eﬁ‘” , is the
rate of evaporation times the latent heat of vaporization, L,. Finally, the net flux of
sensible heat, £, includes all transfer of heat in both directions, such as transfer
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by convection, conduction, and exchange of matter (e.g., precipitation or volcanic
debris) with temperatures different from that of the surroundings.

Figures 2.45 and 2.46 show the sensible and latent flux distributions for January
and July 1997, and Fig. 2.47 shows the sum of the two fluxes, based on model
evaluations within the re-analysis project of Kalnay er al. (1996). The analysis
ensures balance between short-and long-wavelength radiation and non-radiative
fluxes at the surface, and it is seen that there are significant areas where the latent
and sensible heat fluxes are directed from the atmosphere toward the oceans
or land masses. The sum of non-radiative fluxes behaves more smoothly than its
components, indicating that the total energy surplus to be moved is split between
evaporation and convective processes in ways depending strongly on local
conditions (such as relative humidity).
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Figure 2.45 Flux of sensible heat from the Earth’s surface to the atmosphere (—E}*") for
January (a) and July (b) 1997, in W m 2
Based on NCEP-NCAR (1998).
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Figure 2.46 Flux of latent heat from the Earth’s surface to the atmosphere (—E'), i.e., L,
times the rate of evaporation, for January (a) and July (b) 1997, in W m 2
Based on NCEP-NCAR (1998).

2.3.1.7 Energy transfer processes

Turning now to the behavior of the amount of energy contained in a vertical
column, it is convenient to consider first the atmospheric and the continent—ocean
parts of the column separately. The depth of the continent—ocean column is taken
as one at which no energy is transferred in either of the two vertical directions. This
is an idealization that neglects outward transfer of heat produced in the interior of
the Earth, which is discussed in section 2.4.

Denoting the continent—ocean column by inferior d, the change in stored energy
may be expressed in the form

d W;tored
dr

= E"l 4+ Fy, (2.19)
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Figure 2.47 Sum of non-radiative fluxes (i.e., sensible and latent heat flows in Figs. 2.45 and
2.46) from the Earth’s surface to the atmosphere for January (@) and July (b) 1997, in W m ™2
Based on NCEP-NCAR (1998).

where F, represents the horizontal net inflow of energy through the sides of the col-
umn considered. For a continental column, F,; would comprise the net surface run-
off and ground water loss multiplied by the latent heat content L,, and the possible
surplus of sensible heat over the surrounding soil, all taken with opposite sign
because of the sign convention in (2.19).

Typically, F; is much less important for continents than for oceans, where it
comprises currents and other horizontal advection. The currents transport heat from
the equatorial regions toward the poles, and in particular the North Atlantic (Gulf
Stream) and Northern Pacific (Kuro Shio). According to Budyko (1974), the conti-
nental F,; is negligible in comparison. Also neglected in the above discussion of F,
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is the addition or removal of potential energy by change of density (e.g., when a
continental column loses part of its ground water during summer, or in an ocean
column as a result of the different densities of cold and warm water). According to
(2.13)—(2.16), the change (2.18) in stored energy may involve a change in tempera-
ture, formation or melting of ice, etc.

Considering similarly a column in the atmosphere, bounded by the top of the
atmosphere and the Earth’s surface, the change in stored energy may be written

stored
dws

dt — E(l)()tal _Eéotal + Fa: (220)

Since the flux of matter at the top of the atmosphere is negligible, E¥ equals
E{)“d, which again equals zero if averaged over time and geographical position, but
it depends on latitude and time, as indicated in Fig. 2.16. The quantity F, represents
the energy gain of the column in question, as a result of horizontal transport by the
general circulation of the atmosphere. The winds carry both sensible and latent
heat, with the latter mainly in the form of water vapor. F, may thus be written

F,= F;ens + F[llat ~ F.;'ens + Féat +L,r,

where —E' is the latent heat added to the atmosphere as a result of evaporation
from the surface of the underlying ocean or continent, and r is the amount of pre-
cipitation, so that L,» represents the net transformation of latent heat (bound in
water vapor) into sensible heat by condensation processes in the atmosphere. In this
way Eé“’ + L,r represents the net vertical loss of latent heat for the atmospheric col-
umn. This may be equated to the gain by horizontal inflow, F'“, provided the
changes in stored, latent heat can be neglected, i.e., that dWé‘” /dt = 0: Such an
approximation is likely to be reasonable if annual averages are taken.

The net latitudinal transport in the atmosphere consists of the longitude-averaged
value of F, and the net transport by ocean currents, F,;, as shown schematically in
Fig. 2.48. The quantities — F, and — F,; express the transport of energy away from
a given latitude region, in latitudinal direction. Because they are annual average
values, the sum of — F, and — F, should equal the net energy flux at the top of
the atmosphere, E6“d: In order to see this, (2.19) and (2.20) are added to give
the change in stored energy for an entire vertical column of the Earth—atmosphere
system, as a function of time,

d( W;tored + W;tored )
dr

=Ef +F,+F,.

The annual average of the left-hand side must be approximately zero, since
otherwise the mean temperature in a given latitude zone would continue to increase
or decrease. However, there is a transport of energy from lower to higher latitudes,
mediated by ocean currents and meridional wind transport, including processes
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Figure 2.48 Schematic illustration of net energy flux components of the Earth—atmosphere
system (longitude and time average). The net energy gains by a column at a given latitude,
by transport of latent and sensible heat by atmospheric motion and ocean currents,
respectively, are denoted F, and F,.

Based on Budyko (1974).

like evaporation, transport of water vapor, and precipitation at another location.
Details of the transport patterns can be deduced from data like those presented in
Figs. 2.45—2.47, in conjunction with the wind data presented in the following.
Variations with time are substantial, including interannual differences. At latitudes
higher than 40°—60°, there is a net inflow of latent heat (implying that precipitation
exceeds evaporation) as well as a sensible energy gain.

2.3.1.8 \Vertical transport in the Earth—atmosphere
boundary layer

Returning to vertical transport, the important components of the net energy flux
E"’"’Z at the Earth’s surface (2.18) are the net radiation flux, E"’d the latent heat
ﬂux E"”, and the net sensible heat flux, E*. These are 111ustrated in Figs. 2.25
and 2.47.

The vertical transport of heat is predominantly achieved by turbulent motion.
However, approaching the physical surface of the Earth, the turbulent air velocity
must go to zero and, in a thin air layer close to the ground, no macroscopic motion
takes place. This region, called the laminar boundary layer (typically only a frac-
tion of a millimeter thick), allows vertical transport of heat, water vapor, and
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horizontal momentum only by molecular diffusion processes. The laminar boundary
layer provides a sort of coating of the surface, protecting it from the disruptive
action of turbulent eddies. If the surface is rough, discontinuities may exist in the
laminar boundary layer thickness, but a region of solely molecular processes will
always exist.

A model of vertical transport near the ground is described and discussed in
section 2.5.1.

2.3.1.9 The description of atmospheric motion

The external motion that takes place in the atmosphere (as opposed to the internal
motion of molecules, defining the temperature) calls for mechanisms by which
kinetic energy is created. Friction is an irreversible process by which kinetic energy
is transformed into sensible heat, accompanied by an increase in entropy. External
forces, such as the Coriolis force impressed by the rotation of the Earth, do not cre-
ate or destroy kinetic energy. Neither do the processes by which latent heat is
gained or lost. Thus, the only sources left to accomplish the maintenance of external
kinetic motion despite the frictional damping are the potential energy and the
energy of sensible heat, which can both be transformed into kinetic energy by adia-
batic and reversible processes. The familiar examples of these transformations are
gravitationally falling matter and buoyantly rising hot matter (or descending cool
matter). In order to estimate the rate of creation and destruction of kinetic energy in
the atmosphere, it is convenient first to collect the equations governing the general
motion of the atmosphere.
These are: the equation of motion,

dv
PE = _grad P+ Fvi.vcous + Fext,

where the frictional force F,;.,s depends on the internal properties of the fluid
(the air of density p), and the external force F,,, comprises the Coriolis force and
the gravitational force, provided a co-ordinate system is employed that follows the
rotation of the Earth; the equation of continuity,

. 0
div(pv) = —a—'f;

and the law of energy conservation (first law of thermodynamics),

szotal
4 = work plus heat added during time dr.

The work performed on the system is that of the forces appearing on the right-hand
side of the equation of motion, and the heat added is partly due to radiation, and partly
to molecular conduction processes. wstered contains kinetic, potential, and sensible
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heat energy. The latent heat may be omitted in W**"*¢_ provided any condensation
or other process releasing latent heat is included in the heat added on the right-hand
side, at the time when the latent heat is transformed into sensible heat.

The above equations would have to be complemented by the equation of state
(e.g., the ideal gas law) and the source function specifying the external heat sources.
These quantities are not independent of the constitution of the air, and in general
the above equations are coupled to a large number of equations specifying the time
development of the atmospheric composition (water vapor, ozone, etc.).

In practice, a simplified system of equations is used, based on an analysis of the
relative importance of different terms, in particular of the forces, and depending on
the scale of motion, which is considered interesting. The dominance of horizontal
wind fields in the large-scale atmospheric motion makes it possible to simplify the
vertical (z) component of the equation of motion, neglecting also the corresponding
component of the viscous and Coriolis forces. This approximation leads to the
hydrostatic equation,

oP
=~ =g

0z

where g is the average acceleration of the Earth’s gravity (neglecting anisotropy in
the mass distribution inside the Earth and the latitude dependence associated with
Coriolis corrections), g%GM(r)/r2%9.8ms_2, and the density of air is about
p=1.25kgm . This does not imply that terms in the equation of motion, such as
dw/dt, where w is the z-component of v, may be neglected in other circumstances,
but only that they are small in comparison with the two terms kept in the equation
expressing the hydrostatic approximation. This equation states that the pressure
gradient at any infinitesimal horizontal area must balance the weight of the entire
air column above it, just as if there were no motion in the atmosphere.

2.3.1.10 Time averaging

In order to describe the general circulation in the atmosphere, a time-averaging
procedure is performed, over a time interval Ar that is small compared with the
interesting large-scale circulation, but large compared with the bulk of turbulent
eddy periods,

- 1 1 +At
A= — A(ty, .. .)dt
AtJ,] (t2,...)d1s,

for any quantity A. The deviation of A from its time-averaged value is denoted A,
A=A+A. (2.21)

The equations describing the system may be simplified by further introducing
the density-weighted averages,



102 Renewable Energy

A*=pA/p, (2.22)

and the corresponding splitting of A,
A=A +A. (2.23)

One should note that A= 0, but A" # 0 and that pA’ = p(A — A*) =0.

The basic equations for motion of the atmosphere in terms of time-averaged
variables are derived in section 2.5.3, which also discusses the experimental evi-
dence for expecting the splitting of atmospheric motion into large-scale average
motion and small-scale turbulence to work under certain conditions. It is well
known from the quality of meteorological forecasts that the period of predictability
is about 2—5 days. This means that the terms coupling the small- and large-scale
motion are small enough to be neglected for periods of a few days, but eventually
grow (at speeds depending on the actual weather pattern) and make any forecast
unreliable. This fundamental limitation on meteorological forecasting does not
imply that climatic forecasting is impossible. The weather system is forced by the
seasonally periodic incoming solar radiation, which makes the long-term behavior
(climate being defined as about 30-year averages of variables) stable and predict-
able, as a condition for maintaining an atmosphere at all. The boundary conditions
of the system make overall stability coexist with unpredictability on short-time or
short-distance scales, a feature of quasi-chaotic systems discussed in more precise
terms in section 2.3.3.

2.3.1.11 Features of the observed atmospheric circulation

Figure 2.49 shows the longitude-averaged component of the large-scale wind veloc-
ity along the x-axis, i.e., parallel to the latitude circles, for two seasons. This com-
ponent is called zonal wind. At low latitudes, the zonal wind is directed toward the
west, at mid-latitudes toward the east (reaching high speeds around 12 km altitude),
and again toward the west near the poles.

In Fig. 2.50, the meridional circulation is exhibited, again for two different
seasons and averaged over longitudes. The figure gives the streamfunction, related
to the mass flux pv* by

(¢,2)
U(p,z) = Jﬁv* -nrgcos ¢ d\ ds = 2nrgcos qﬁj o[v*] - n ds,
0

where n is normal to the area element d\ ds, and the integration path s in the (y, z)
plane connects the surface ¥ =0 with the point (¢, z) considered. “[ ]” denotes
longitude average. The sign of W along a closed-loop streamline is positive if the
direction of flow is toward the south at the ground and toward the north aloft. The
loops are called meridional cell motion, and one notes a cell of large mass transport



Origin of renewable energy flows 103

(a) Zonal wind speed January 1997 (at longitude zero)
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(b) Zonal wind speed April 1997 (at longitude zero)
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Figure 2.49 (a,b) Zonal winds (at longitude zero) for January and April of 1997, as
functions of latitude and pressure (height). (c,d) Zonal winds (at longitude zero) for July

and October of 1997, as functions of latitude and pressure (height).

Panels a and b: Based on NCEP-NCAR (1998). Panels ¢ and d: Based on NCEP-NCAR (1998).

near the Equator. Its direction changes with season. On an annual average basis,
there are two additional cells on each side of the Equator. They are called Hadley
cells (Hadley, 1735), with the northern one being negative and the southern one
being positive, according to the above sign convention. Near the poles there is an
even weaker set of meridional cells without seasonal sign changes. Data for 1997
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(c) Zonal wind speed July 1997 (at longitude zero)
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(d) Zonal wind speed October 1997 (at longitude zero)
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Figure 2.49 (Continued).

indicate that all the cells extend up to about 200 mb, in contrast to Fig. 2.50
(NASA, 1998). The cell structure is not entirely stable and features transient cells
of shorter duration.

Combining the standing cell picture with the mean zonal winds, one observes
the following regularities near the Earth’s surface. In a region near the Equator,
the westward zonal winds combine with meridional transport toward the Equator
(from both sides) to form the trade winds (blowing toward the southwest in
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Figure 2.50 Summer (fop) and winter (bottom) streamfunctions for the meridional mass
transport (longitude average), given in units of 10° kg s~ 2 Cells with a positive
streamfunction have northward transport at top.

Based on Newell er al. (1969).

the northern Hemisphere and toward the northwest in the Southern Hemisphere).
At mid-latitudes the eastward zonal winds combine with meridional cell motion
away from the Equator to produce the westerlies (blowing toward the northeast
in the Northern Hemisphere and toward the southeast in the Southern
Hemisphere). Further away from the Equator, in the polar regions, the wind
directions are as for the trade winds.

The deviation of the wind field from the longitude average is not unimportant.
A part of it is quite regular, in the form of standing horizontal cells, which are
usually denoted (large-scale) eddies. They play an important role in transporting
angular momentum toward the poles. Figure 2.51 shows the annual and longitude
average of this transport.

Angular momentum is added to the atmosphere due to friction and drag forces
between the atmosphere and the Earth’s surface. Figure 2.52 gives a sketch of
the torque acting on the atmosphere as a result of these forces. The main part of
the torque is due to friction, but the contribution from drag forces is not negligible
in mountain regions. The figure is based on a rough estimate by Priestley (1951),
but it is consistent with the angular momentum transport in the atmosphere, as
mentioned by Lorenz (1967).
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Figure 2.51 Northward transport of angular momentum by eddies, averaged over year and
longitudes and expressed as 10'® kg m* s~' per unit of pressure layer, i.e., per 10* Nm ™2
Expressed per unit of height z, the magnitude of transport would increase less rapidly upward
toward the two maxima.

Based on Buch (1954); Obasi (1963); also using Lorenz (1967).
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Figure 2.52 Estimate of the annual and longitude-averaged eastward torque acting on the
atmosphere as a result of friction and momentum impact at the Earth’s surface.
Based on Priestley (1951), as quoted by Lorenz (1967).

The angular momentum added to the atmosphere at low latitudes is transported
to a height of about 10 km by the meridional cell motion. Here it is taken over by
the large-scale horizontal eddy motion, which brings it to mid-latitudes. Practically
no transport across latitudes is performed by the meridional cell motion itself,
as can be seen from Fig. 2.53. The absolute angular momentum (i.e., measured in
a co-ordinate system not following the Earth’s rotation) of a certain volume of
the atmosphere is proportional to the tangential velocity and to the distance to the
Earth’s axis of rotation, r cos¢. If the same volume of air is moved poleward, the
value of r cos¢ decreases, and the volume of air must either increase its tangential
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Figure 2.53 Northward transport of angular momentum averaged over year and longitude.
The meridional contribution is the one carried by meridionally averaged winds, whereas the
eddy contribution is obtained as the zonal average of the transport arising from the deviations
from the zonal average of the wind velocity vector (thus including large-scale, horizontal
eddies).

Based on Buch (1954); Obasi (1963), as quoted by Lorenz (1967).

velocity or get rid of some of its angular momentum. Both happen in the mid-
latitude atmosphere. The regions of increased tangential velocity are easily recog-
nized at a height of about 12 km and latitudes of 30—50° (pressure about 200 mb,
cf. Fig. 2.49). Some angular momentum is lost by internal friction in the atmo-
sphere, and some is transported back down to Earth level, where it compensates for
the angular momentum losses occurring as a result of friction with the surface. The
fact that the rotation of the Earth is not accelerating or decelerating shows that, on
average, friction forces in opposite directions cancel each other out at low and mid-
latitudes. At latitudes above roughly 60°, the transport of angular momentum
reverses sign, becoming a net transport toward the Equator.

It has been pointed out by Lorenz (1967) that the transport of angular momen-
tum by large eddies cannot be regarded as a simple diffusion process, since the cor-
responding “eddy diffusion coefficient” k would in that case have to be negative
over a large part of the atmosphere. Indeed, the transport of angular momentum has
to be seen as an integral part of the general circulation, which cannot be considered
to consist of just zonal and meridional motion. This is also inherent in the equation
of motion written in terms of density-averaged quantities (see section 2.5.2), which
contains the horizontal eddy motion as a combination of the velocity vector compo-
nents Vi and V.

2.3.1.12 Energy conversion processes and the separation
of scales of motion

In order to include such essential properties as those mentioned above in a model
of the circulation, it is important that the time interval Ar used in defining the aver-
age properties (2.21) and (2.22) be properly defined. This again poses the question
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of whether or not a rigorous division of atmospheric motion into large-scale and
small-scale (turbulent eddy) motion is at all possible. This issue is dealt with in
section 2.5.2, where it is seen that the wind velocity distribution exhibits two
distinct categories, which can be denoted “macroscopic motion” and “microscopic
motion” or turbulence. This allows averages to be consistently defined as contain-
ing only the macroscopic components of motion.

In order to describe all the necessary transport of heat, any accurate model of the
circulation of the atmosphere must include couplings to the heat transport within
the ocean—continent system (ocean currents, rivers, run-off along the surface,
and, to a lesser extent, as far as heat transport is concerned, ground water motion).
Such coupled models are considered below in sections 2.3.2 and 2.5.2.

The kinetic energy of the atmospheric circulation is diminished by friction, lead-
ing to an irreversible transformation of kinetic energy into internal energy (heat). In
order to make up for such frictional losses, new kinetic energy must be created in
the atmosphere. This can be achieved essentially by two processes, both of which
are reversible and may proceed adiabatically (details of the formulation are given in
section 2.5.2). One is the conversion of potential energy into kinetic energy (by
gravitational fall), and the other is the transformation of internal energy into kinetic
energy by motion across a pressure gradient.

2.3.1.13 Creation and destruction of kinetic energy

Direct measurements of heat and temperature distributions (cf. Fig. 2.32 and section
2.5.2) allow an estimate of the generation of internal energy available for possible
conversion into kinetic energy. With the use of wind data (e.g., Figs. 2.49—-2.51), it
is possible to obtain an estimate of the conversion of available energy and large-
scale horizontal eddy motion into zonal motion. Also, the available energy may be
split into a zonal part corresponding to the use of the zonal mean temperatures and
a (large-scale) eddy part derived from the deviations of the temperature from longi-
tudinal average (Lorenz, 1967; Newell ef al., 1969). Separate estimates exist for the
frictional losses from zonal and eddy motion as a function of height. An attempt to
survey the main conversion processes (deriving poorly known quantities, such as
the conversion of available eddy energy into kinetic eddy energy, from balance
requirement) is given in Fig. 2.54, based on Lorenz (1967) and considering com-
ments by Newell e al. (1969), who discuss the seasonal variations and uncertainties
involved in the procedures used.

On an annual and global average basis, the creation of kinetic energy in the form
of large-scale motion (V*, w*) amounts to 2.3 W m ™2 or 0.7% of the solar radiation
at the top of the atmosphere. For consistency, the frictional losses must be of equal
magnitude, which is not quite consistent with direct estimates (4—10 W mfz).
Newell er al. argue that the value of about 2.3 W m™? given in Fig. 2.54 is most
likely to be correct (see also Sgrensen, 2008).

The process of creating kinetic energy may be intuitively interpreted in terms
of air parcels of a temperature different from the ambient temperature. Such air
parcels will rise (if they are hotter than the surroundings) or sink (if they are
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Figure 2.54 Estimated summary of the average energy (boxes) and main conversion
processes in the atmosphere, for a vertical column, averaged over place and time. Boxes
contain kinetic energy (W*™) and the amounts of internal and potential energy available for
conversion into kinetic energy (W***!, “available” refers to energy above the reference state
of the atmosphere). The compartments are further divided into the energy of zonally
averaged motion and the average deviations from these, denoted eddy energy.

Based on Oort (1964); Lorenz (1967).

colder) and give rise to a redistribution of the surrounding air (i.e., to kinetic
motion) for as long as temperature differences exist at the same altitude. More pre-
cisely, the change in kinetic energy is due to movement of the air parcels across
horizontal or vertical pressure gradients, as directly implied by the equations given
in section 2.5.2.

2.3.1.14 Models of general atmospheric circulation

Before going into the influence of the oceans and land masses on the atmospheric
circulation, examples of early numerical simulation of the atmospheric circulation
without including couplings to oceanic circulation are presented. (Based on the
work of Manabe et al., 1974; Manabe and Holloway, 1975; Hahn and Manabe,
1975.) The early simulations used a global, horizontal grid of about 250 km latitude
and longitude steps and around 10 vertical layers extending to a height of about
30 km, including equations of motion for wind, temperature, and water vapor, and
using the hydrostatic approximation and the ideal gas equation of state. Continental
topography is modeled, whereas the oceans are prescribed seasonal temperatures as
boundary conditions for the atmospheric integration. The radiation source term is
calculated as a function of the seasonal variation in extraterrestrial radiation, the
state variables plus ozone and carbon dioxide data. The hydrological cycle includes
a model for evaporation, condensation, and cloud distribution, as well as the pro-
cesses involving ice and snow formation and accumulation as terrestrial snow cover
or sea ice. Turbulent and sub-grid-scale convection and transport of vapor have
been modeled.

Figure 2.55a and b compares the average ground-level pressures during
the periods December to February and June to August with observed values.
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Figure 2.55 Calculated (top of each pair) and observed (bottom of each pair) sea-level
pressure in mb (1 mb being 10> N m %), (a) averaged over the period December—February.
(b) Averaged over the period June—August (cf. a on previous page).

From Manabe, S., Holloway, J. (1975). Journal of Geophysical Research, 80, 1617—1649,
copyright American Geophysical Union.

Figure 2.56 gives the mean zonal wind for July as a function of latitude and
height. The longitudinal averaging extends only over the interval 80°E to 95°E,
whereas the observed distribution is for 100°E. Within the latitudes included in the
figure, the agreement is fair, but in general the model is rather poor in predicting
the longitude average of zonal winds in all height—latitude regions, in particular the
magnitude and position of the strong mid-latitude jets observed at a height of
about 12 km (An indication of the sensitivity of these features on the seasonal
variation of radiation and on the model grid size may be inferred from a comparison
with earlier work, e.g., Holloway and Manabe, 1971.).
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Figure 2.55 (Continued).

Figure 2.57 gives the streamfunction corresponding to the calculated meridional
circulation for January and July. Corresponding measured values, averaged over
somewhat longer periods (3 months), are shown in Fig. 2.50. In this case, the agree-
ment is quite convincing, both in regard to the strength of the Hadley cells near the
Equator and to the distribution of the weaker cells at higher latitudes. Figure 2.58
gives the northward transport of absolute angular momentum by eddies for July and
January, averaged over longitudes. The corresponding measured values are found in
Fig. 2.51, but averaged over the year. Figure 2.58 shows that the calculated trans-
port is strongest in winter, and the average of January and July generally concurs
with the value derived from measurements.

In Fig. 2.59, the annual average precipitation rates derived from the model calcu-
lation are compared with measured values. Apparently, agreement between the two
is very good, over both oceans and continents. A comparison with earlier efforts by
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Figure 2.56 Observed (top) and calculated (bottom) zonal wind for July, in m st (positive
eastward). The lower silhouette represents the mountain topography, an idealized one being
assumed in the calculation. The observed wind field is for 100°E, whereas the calculated one
has been averaged over the interval 80—95°E.

Based on Manabe et al. (1974).
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Figure 2.57 July (top) and January (bottom) streamfunctions of longitude-averaged

meridional mass transport in units of 10° kg s™'.

Based on Manabe and Holloway (1975).
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Figure 2.58 Northward transport of angular momentum by eddies, averaged over longitude,
for July (top) and January (bottom), in 10'® kg m? s~ per unit of pressure, 10* N m ™2
Based on Manabe ef al. (1974).

Manabe’s group (e.g., those neglecting the seasonal variation in the extraterrestrial
radiation) shows that the precipitation rates are very sensitive indicators of the
appropriateness of the assumptions regarding the hydrological cycle. The more
accurate presentation of measured data in Fig. 2.61 indicates detailed features not
captured by the limited early atmospheric model results.

As suggested by Fig. 2.54, the formation of kinetic energy mainly involves the
eddy motion (i.e., deviations from zonal mean winds). Figure 2.60 shows the calcu-
lated latitude variations of the main conversion branches: the transformation of
available eddy energy into eddy kinetic energy and of zonal kinetic energy into
eddy kinetic energy (which is mostly negative, i.e., the process goes the opposite
way) and the dissipation of eddy kinetic energy through friction (transformation of
large-scale eddies into small-scale eddies, cf. section 2.5.2, and the small-scale
eddies eventually into heat).

Calculated height distributions indicate that the frictional dissipation is not con-
fined to regions near the ground (Manabe et al., 1974). Comparing the conversion
rates with Fig. 2.54, it is evident that the order of magnitude is correct. The forma-
tion of eddy kinetic energy from eddy available energy and the frictional dissipation
are both about 50% larger than the value deduced from observations, and the zonal
to eddy kinetic energy is about three times too small. However, it should be remem-
bered that there are no directly observed values for these conversions.
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From Manabe, S., Holloway, J. (1975). Journal of Geophysical Research, 80, 1617—1649,
copyright American Geophysical Union.

2.3.2 The oceans and continents
2.3.2.1 The water cycle

The processes by which water is transferred between different regions of the
ocean—soil—atmosphere system may be described in much the same way as that
used for the transfer of energy. Considering first a vertical column extending from
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Figure 2.60 Calculated rates of eddy kinetic energy formation and destruction are shown,
integrated over height and averaged over longitude and time. The middle curve is only
approximately equal to the rate of conversion from zonal to eddy kinetic energy, since a
contribution from the divergence of the eddy energy flux has been subtracted.

Based on Manabe et al. (1974).

the ocean—continent surface down to a level where no exchange of water takes
place, the change in the amount of water present within the column, A,,;, can be
written similarly to (2.19),

da,,
Ot =B+ Fu 24

where the total water flux across the atmosphere-to-ocean/continent boundary is
total __ o
E " =r+d—e, (2.25)

where r is the rate of precipitation, d is the formation of dew (usually negligible in
comparison with the former), and e is the rate of evaporation. F,; is the net inflow
of water into the column due to advection, such as river or surface run-off and
ground water motion on continents and ocean floors. In the oceans, the net inflow
is usually zero, except for density changes.

Figures 2.45 and 2.46 show the net upward flux of sensible and latent heat. The
dominating upward part of the latter is evaporation, whereas the precipitation r
shown in Fig. 2.61 is only a part of the net sensible energy exchange. Assuming
that dA,,/dr is zero when averaged over the year, Sellers (1965) has used (2.24) to
calculate the average net inflow of water into a column, F,,, shown in Fig. 2.62
along with longitudinal averages of r and e.
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Figure 2.61 Annual precipitation 1995, m/year.
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Figure 2.62 Latitude dependence (averaged over year and longitude) of water fluxes into a
vertical column extending from the Earth’s surface downward: precipitation r, evaporation e,
and net inflow into the column, F,,,.

Based on Sellers (1965).



Origin of renewable energy flows 117

10

Northward transport of water
(107kgs™)
o

10
-90-60 -30 0 30 60 90
Latitude ¢ (deg)

Figure 2.63 Northward transport of water, averaged over the year and summed over
longitudes (computed from fluxes similar to those of Fig. 2.58, assuming the transport to be
zero at the poles).

Based on Peixoto and Crisi (1965).

For a vertical column extending from the surface upward into the atmosphere,
the change in the amount of water present can be written

dAW(l

el —E 4+ F (2.26)

assuming that no water is leaving the column at the top of the atmosphere. If again
dA,,/dt is zero on an annual average basis, the transport of water horizontally
through the atmosphere is given by

Fwa = _Fwd~

From the net influx into a vertical column one may calculate the required north-
ward transport of water, which is very similar to the value estimated from measure-
ments in the atmosphere, shown in Fig. 2.63. In order to construct an average water
cycle, it is also necessary to split the ocean—continental transport term, F,4, into its
main components, i.e., the river and surface run-off (which can be estimated from
observations, as shown in Fig. 2.64), and the ground water flow (which may be cal-
culated as a residue). This has been done in Fig. 2.65, based on Kalinin and Bykow
(1969) and Lvovitch (1977). Also indicated are the total amounts of water stored in
each compartment. Dividing these by the corresponding fluxes, one obtains the
turnover time for water in each compartment, a quantity that is very large for ice
caps and deep oceans.

2.3.2.2 Evaporation processes

The evaporation e (2.25) from a given surface depends on several factors, such as
the temperature and moisture of the surface; the temperature, humidity, and wind
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Figure 2.65 Schematic summary of the water cycle, including free water to a depth of about

5 km below the Earth’s surface. The transfer rates, given at the arrows in 102 m

3 y_l, are

averaged over time. For each compartment (box), the average water volume is indicated.
Based on Budyko (1974); Kalinin and Bykow (1969); Lvovitch (1977).
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Figure 2.66 Potential evaporation from land surfaces, expressed in energy units
(by multiplication with L,) and averaged over the year (NCEP-NCAR, 1998).

velocity of the air above the surface; and the vertical gradients of these quantities.
For soil evaporation, the moisture of the soil is considered to be of importance only
if it is below a “critical” level. The physical parameter behind this “critical” value
is likely to be the moisture tension, which plays the same role for evaporation as
does the surface tension for the evaporation from the surface of a fluid (e.g., a water
surface). The evaporation from vegetation is further complicated by the plant’s abil-
ity to regulate the transportation of vapor from its interior, by opening and closing
its pores (stomata). The release of water from plant-covered soil is called evapo-
transpiration (cf. Geiger, 1961; Sellers, 1965).

The vertical transport of moisture through the lower atmosphere is further
described in section 2.5.1. The potential evaporation from land surfaces, inferred
from measured data, is shown in Fig. 2.66 (Kalnay et al., 1996). This is the evapo-
ration that would take place if water transport from the surface were adequate.
Evaporation from ocean surfaces has a dependence on wave and wind conditions,
including the mechanism of whitecaps, from which water droplets evaporate before
falling back into the sea. This evaporation process leaves salt particles that may
serve as condensation nuclei for water vapor not carried away (up or to the side)
quickly enough.

2.3.2.3 The state variables of the oceans

The state of the oceans, like that of the atmosphere, is given by the temperature 7
and the density p = p,,, but other variables are of great significance, primarily the
salt concentration and, in regard to biomass production, the amounts of dissolved
oxygen and nutrients. The salinity S (salt fraction by mass) is necessary in order to
obtain a relation defining the density, to replace the ideal gas law used in the
atmosphere.
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Figure 2.67 Annual average temperature 7 (a) and salinity S (b) along a south—north
section (30°W) through the Atlantic Ocean.
Based on Levitus and Boyer (1994); data source: University of Columbia (1998).

Figures 2.67—2.69 show measured temperature and salinity distributions along
sections through the three major oceans, at latitude circles at longitudes 30°W
(Atlantic Ocean), 90°E (Indian Ocean), and 150°W (Pacific Ocean) (Levitus and
Boyer, 1994).

Notable features of all three oceans are the large temperature gradients over the
first 1000 m below the sea surface, observed at low latitudes. At latitudes of about
45°, the average temperature gradients become zero, and at higher latitudes they are
generally small and irregular. The figures shown are annual average values, and the
sea surface temperatures at the higher latitudes exhibit considerable seasonal varia-
tion, apart from regions covered by ice for most or all of the year. The regions in
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Figure 2.68 Annual average temperature T (a) and salinity S (b) along a south—north
section (90°E) through the Indian Ocean.
Based on Levitus and Boyer (1994); data source: University of Columbia (1998).

the upper water layers near the Equator generally have a high salinity, which can be
understood in terms of the extensive evaporation, since most of the salt content is
left behind by evaporation processes.

The asymmetry between the salinity distributions in the two hemispheres has to
do with the geographical specificity of vertical mixing processes in the oceans.
Convective overturn between the surface waters and deep-sea waters (2000 m or
more) takes place only in the Atlantic Ocean just south of Greenland and possibly
in the Norwegian Sea (Reid, 1971). These regions are characterized by a small
density increase as a function of depth. When cool and dense water is formed in
these regions near the surface, such water can sink or mix downward with little
hydrostatic resistance. Also, in the Antarctic region, cool and dense water is formed
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(annual average)

0
1000
— 2000
E
c
s 3000
[
=}
4000
5000
-80 -60 -40 -20 0 20 40 60 80
Latitude (deg.)
(b) Salinity profile in Pacific Ocean

(annual average)

W 37.7 to 38.0
=37.4 to 37.7

37.1to 37.4
1000 368 to 37.1
I 36.4 to 36.8
N 36.1 to 36.4
I 35.8 to 36.1

[ 35.5 to 35.8
N 35.2 to 35.5
[ 34.9 to 35.2
34.6 to 34.9
34.3 to 34.6
33.9 to 34.3
33.6 to 33.9
33.3 to 33.6
33.0 to 33.3

Salinity, 150 deg. W
Unit: p.s.u. (salt

-80 -60 —40 -20 0 20 40 60 80 ctonbtymass)
Latitude (deg.)

Depth (m)

Figure 2.69 Annual average temperature 7 (a) and salinity S (b) along a south—north
section (150°W) through the Pacific Ocean.
Based on Levitus and Boyer (1994); data source: University of Columbia (1998).

in winter, but owing to substantial precipitation, the salinity is low and, as seen
from Figs. 2.67—2.69, the temperature and salinity in open sea remain fairly strati-
fied. Only along the continental (Antarctic) shelf does the cool water sink down, in
an essentially non-turbulent manner (primarily in the Weddell Sea). This accounts
for the difference between the conditions (in particular the salinity) in the Southern
Hemisphere and the Northern Hemisphere, which contains the only regions of deep
convective mixing and thus the possibility of adding to the bottom some water that
has recently been in strongly interactive contact with the atmosphere. In the
Norwegian Sea, large masses of water have a composition revealing equilibrium
between atmosphere and water. This water does not immediately sink to the bottom
of the Atlantic Ocean, owing to the shallow sill separating the Norwegian Sea from
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the main part of the ocean (see Fig. 2.67). Instead, water from the Norwegian Sea
is pressed through the narrow passage in a highly turbulent mixing process, thus
losing density and becoming unable to penetrate to the very bottom. It is therefore
believed that the water near the bottom of the Atlantic Ocean is of Antarctic origin.

2.3.2.4 Scales of oceanic motion

The time scale of the oceanic circulation is very different from that of the atmo-
sphere. A frequency spectrum analogous to the atmospheric one (cf. section 2.5.2)
will reveal cycle times for the average circulation of a year or more, increasing
with depth by about a factor of 10 and being another factor of 10 larger for motion
in a vertical plane than for horizontal motion. Temperature adjustments in the upper
ocean require times of the order of weeks.

As in the case of the atmosphere, it is thus possible to separate the general circu-
lation from the short-term movements, which in the oceans, however, comprise not
only quasi-random, turbulent motions (eddies), but also organized motion in the
form of waves. As mentioned above, wave motion may play an important role in
the process of transferring mechanical energy between the atmosphere and the
ocean through the wind stress, the magnitude of which may itself depend on the
waves created.

To provide a rough picture of the classes of wave motion, Fig. 2.70 indicates the
frequency spectrum of wave motion in the oceans (Roll, 1957). The harmonic
waves in the spectral decomposition may be characterized by their wavelength, \,,,
the phase velocity, U,,, and the amplitude at the water surface, a. Figure 2.66 shows
a time-averaged estimate of the distribution of amplitudes, a, on cycle times,
T, =\, U, '. For waters of depth & much larger than the wavelength )\, har-
monic waves governed by the gravity and surface tension forces are characterized
by the relation

Tides .
Gravity waves

Surf beats

Tsunamis Capillary waves

Wave spectrum (arbitrary units)

104 108 102 10 1 107" 1072
Cycle time T,,(s)

1 1 1 —~1

-
o
3]

Figure 2.70 Sketch of the main features of the spectral decomposition of ocean wave
amplitudes, averaged over time and position.
Based on Roll (1957).
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between wave velocity and wavelength, provided that the viscous forces in the water
are neglected. The gravitational acceleration at the Earth’s surface is g=9.81 ms ™',
and the surface tension of water against air, -y,,, has a value of about 0.073 Nm™". It
follows from (2.27), which is shown graphically in Fig. 2.71, that U,, must exceed a
minimum value of about 0.23 s ! and that two values of \,, are associated with each
U,, above the minimum value. The branch of wavelengths smaller than about 0.017 m
(corresponding to the minimum U,,) is called capillary waves, since they are mainly
governed by the surface tension. The branch of wavelengths above A, =0.017 m are
the gravity waves, for which the term involving g in (2.27) dominates.

At cycle times around 2 min, pulsations in the amplitude of gravity waves
formed earlier by interaction with the wind field may give rise to the surf beat phe-
nomenon observed at shores (Sverdrup and Munk, 1947; Munk, 1980). The broad
peak in the wave spectrum in Fig. 2.70, centered on T, =20 min, includes the
flood-producing tsunamis occurring quite frequently, e.g., in the Pacific Ocean, as a
result of sudden movements of the ocean floor caused by earthquakes (Neumann
and Pierson, 1966).

The peaks at 12 and 24 h represent the tidal waves created by the time-dependence
of the gravitational fields of various celestial bodies. The most important tides are
caused by the Moon and the Sun in connection with the variations in distance from a

Capillary waves
0.6 | 4
Gravity waves

0.4

Wave velocity, U, (ms™)

0 4 8 12 16 20
Wavelength, 4., (1072m)

Figure 2.71 Theoretical relationship between wave (phase) velocity, U,,, and wavelength,
Ay, under the influence of gravity and surface tension, but neglecting viscosity.
Based on Roll (1957).
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given spot on the Earth’s surface, resulting from the rotation of the Earth. Much longer
tidal periods may be associated with orbital motion (lunar month, year, etc.). The theo-
retical description of waves and tides is discussed in section 2.5.3.

2.3.2.5 Joint models of general circulation in oceans
and atmosphere

Early models coupling atmospheric and ocean circulation models did not include
any detailed topography, had fixed amounts of cloud cover, and prescribed a radia-
tion field corresponding to constant carbon dioxide levels, constant water vapor,
and constant ozone. Oceanic equations included temperature, salinity, and ice, and
the hydrological model was fairly detailed on precipitation, evaporation, soil mois-
ture, snow cover, sea ice, melting processes, and river run-off (e.g., assuming that
when soil moisture exceeded a certain value, the excess would run off to the nearest
ocean). The spatial grids were typically around 500 km by 500 km at the Equator,
with around 10 vertical layers, and the time steps were of the order of a month for
oceans, but of the order of 6 h for the atmosphere (Bryan, 1969; Manabe, 1971;
Wetherald and Manabe, 1972).

As illustrated by, for example, the ocean salinity calculation (Fig. 2.72), the
general results were quite realistic (compare with an average of the salinity data
shown in Figs. 2.67—2.69). The models also allowed a first orientation into the
structure of major current systems in the oceans (Fig. 2.73).

Over the years, models have been refined in terms of effects included, as well
as in terms of the mesh sizes used. Some models replace the latitude—longitude
compartments by a spectral model for the Fourier components of the variables
[i.e., expanding all functions in terms of sine and cosine functions of a base fre-
quency times n (n=1, ... Nyayx), With ng,, typically around 30] (Manabe and
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Figure 2.72 Average salinity (g kg™ ") calculated with an early joint ocean—atmosphere
model without seasonal variations in radiation.
Based on Bryan (1969).
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Figure 2.73 Streamfunction of meridional transport of water, averaged over year and
longitude, calculated by a joint ocean—atmosphere model (unit: 10° kg of water per second).
The sign convention is such that a meridional cell with positive streamfunction has
northward transport at the top and southward below.

Based on Wetherald and Manabe (1972).

Stouffer, 1988). This speeds up computing times, but once realistic topography is
included, the advantage of this representation is diminished.

Current models include topography, a more complete water cycle with a cloud
model, and a number of minor components in the atmosphere contributing to the
radiation balance. The transfer of energy and momentum between ocean surfaces
and the atmosphere has been a difficult process to model, and only since about
1995 has it been possible to formulate coupled ocean—atmosphere models not
requiring some artificial correction for the mismatch between oceans and atmo-
sphere to be introduced. This need was not only due to lack of knowledge of
the processes involved, but also came from the different numerical treatment of
ocean circulation and atmospheric circulation, notably the difference in time steps,
and from having to start up the model by having it run for a period of time in
order to gain stability (the finding that one could not model ahead from some
known state of the atmosphere rests on the fact that input data were never fully
consistent with the model structure and restrictions, so that an “artificial” initial
state had to be created by running the model for several years, cf. the discussion in
Gates et al., 1966). Current models use spatial grids of 30—100 km spacing and
around 30 atmospheric levels plus a similar number of ocean depth levels, with
temporal grids of around half an hour for the atmosphere and an hour or more
for the ocean part (see, for example, UK Meteorological Office, 1997).

Models used near the year 2000 include the greenhouse effects of a number of gases
as well as scattering and reflection effects of aerosols, such as those derived from
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Figure 2.74 Coupled ocean—atmosphere model results for ocean salinity, longitudinally
averaged (England ez al., 1993).

sulfur dioxide emissions from human activity. Earlier models lumped these together as
an effective change in solar radiation fluxes used in the models. Also, the interactions
between the biosphere and the atmosphere and oceans are important for both heat and
moisture fluxes, albedo, and surface roughness experienced by winds. This means that
the seasonal variation in standing crops as well as agricultural and forestry practices
become important for climate modeling, along with direct anthropogenic interference
through emissions of polluting substances to the atmosphere, in addition to natural pro-
cesses, such as volcanic eruptions. The human interference is further discussed below.

Figure 2.74 shows a newer model calculation of ocean salinity, considerably more
accurate than the early model shown in Fig. 2.72. Figures 2.75—2.79 show mean
sea-level pressure (i.e., pressure adjusted to zero height), precipitation, surface solar
radiation, wind speed, and temperature from a coupled ocean—atmosphere model
including sulfate aerosol effects and greenhouse gases corresponding to 1997 levels.
Where seasonal variation is important, the calculation is shown for two or four
seasons. Measured data for comparison are contained in Fig. 2.80 for sea-level pres-
sure, with Fig. 2.81 giving the pressure levels at the actual surface for comparison,
and Fig. 2.82 giving those for precipitation, while solar radiation on a horizontal plane
is shown in Fig. 2.24 and seasonally in Fig. 3.1.

Figure 2.85 shows observed surface temperatures and Figs. 2.83 and 2.84 show
observed wind speeds (w) and directions (d) at the surface (10 m).

These two quantities are derived from the zonal (1) and meridional (v) compo-
nents of the wind velocity,

w=@?+v)"2,  d=Atan(v/u) or £90° (if u =0 and v>0 or v < 0).

The sea-level pressure model results are generally consistent with the data, but
detailed agreement is better on the Southern Hemisphere. In the Northern Hemisphere,
the variations from North America over the North Atlantic Ocean to Europe are out of
phase with data for January, as are the Europe to Asia variations in July. It should be
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Figure 2.75 Coupled ocean—atmosphere model results for mean sea-level pressure (Pa) in
January 1997 (a) and July 1997 (b). HADCM2-SUL, the model used, which includes sulfate
aerosols, has been integrated from pre-industrial times (Mitchell and Johns, 1997).

kept in mind that the model does not aim at reproducing data for individual years, but
the features of the Northern hemisphere measured pressures are fairly general, so a
slight imbalance in the model treatment of oceans and land may be indicated.

The model results for precipitation rates are generally in better agreement with mea-
sured values, for both January and July of 1997. Only for an area northeast of Australia
does the model predict much heavier rainfall than indicated by the observations.

For wind speeds, the model calculations generally reproduce observed patterns,
but the overall magnitude is on the low side, particularly for land locations in the
Northern Hemisphere. This may be a problem with the data rather than with the cal-
culation, because data are strongly influenced by land-based measuring stations
(which are particularly abundant for Northern Hemisphere continents) and, as many
stations are placed in sheltered locations, they may not represent the true average
wind speeds. This has implications for the use of meteorological data to forecast
production from wind turbines, as is further discussed in Chapter 3.
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Figure 2.76 Coupled ocean—atmosphere model results for total precipitation (m/year) in
January 1997 (a) and July 1997 (b). The HADCM2-SUL model, which includes sulfate
aerosols, has been integrated from pre-industrial times (Mitchell and Johns, 1997).

Figures 2.86 and 2.87 summarize calculated latitude distributions of the compo-
nents of the net total energy flux (2.18), and the rates of poleward energy transport
for a seasonal model, but averaged over seasons. The fluxes compare well with
those based on observations (Figs. 2.25, 2.45—2.47), while the sum of ocean and
atmospheric transport should match that required by the net radiation flux at the top
of the atmosphere (Figs. 2.11 and 2.12).

2.3.3 The climate

In the preceding subsections, the state of the atmosphere and the ocean—continent
system is described in terms of a finite set of state variables, such as temperature,
pressure, salinity, moisture content of soil or air, ozone content, CO, content, etc.
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Figure 2.77 Coupled ocean—atmosphere model results for surface solar radiation (W m™2) on
a horizontal surface in January 1997 (a) and April 1997 (b). The HADCM2-SUL model
includes sulfate aerosols (Mitchell and Johns, 1997). Coupled ocean—atmosphere model

results for surface solar radiation on a horizontal surface in July 1997 (c) and October 1997 (d).
The model includes sulfate aerosols (Mitchell and Johns, 1997).

In addition, the motion of matter is described in terms of a velocity field, and the
Earth—atmosphere system interacts with its surroundings through the exchange of
radiation. The incoming radiation may at first be considered to constitute a fixed
boundary condition, whereas the outgoing radiation may adjust itself as a result of
the equations governing the system, i.e., the equations of motion and the rate equa-
tions for chemical processes, as well as the equations describing physical processes
other than particle motion (e.g., the absorption and scattering of light).

It has been indicated that a state of overall equilibrium prevails between the
Earth—atmosphere system and its surroundings. This equilibrium is characterized
by the absence of a net energy flux between the system and its surroundings, on a
suitable average basis (involving at least annual and latitude—longitude averaging).
The state of equilibrium may vaguely be described as “the climate of the Earth.”
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Figure 2.77 (Continued).

2.3.3.1 Climate variables

To arrive at a more accurate definition of climate, it is important to distinguish
between micro-and macro-variables and to define the kind of averaging performed.
From a physical point of view, the micro-variables may be thought of as variables
describing the atomic or molecular state and motion, while macro-variables would
be those associated with averages over statistical ensembles, such as pressure, tem-
perature, and wind velocity. However, this scale may still be considered micro-
scopic from a meteorological point of view. Higher levels of macroscopic scale
would thus be defined by further averaging (e.g., introducing a distinction between
eddy motion and synoptic scale motion, as discussed in section 2.5.2), and by mak-
ing a distinction between zonal average circulation and deviations from it.
If the complete set of micro-variables is denoted

(xi=1,...,n},

then the macro-variables corresponding to a given scale, s,
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Figure 2.78 Coupled ocean—atmosphere model results for surface wind speed (m s ™',

height 10 m), in January (a), April (b), and July 1997 (c). The HADCM2-SUL model
includes sulfate aerosols (Mitchell and Johns, 1997). Coupled ocean—atmosphere model
results for surface wind speed (m s, height 10 m) in October 1997 (d). The HADCM2-SUL
model includes sulfate aerosols (Mitchell and Johns, 1997).

®l=1...n}

are obtained by a suitable averaging over the micro-variables or functions of the
micro-variables, e.g., time averages like

— 1 1+ At
F=a | Bli=1 e,
s

or by ensemble averages over N, identical systems,
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Figure 2.78 (Continued).

The number of macro-variables of scale s, ns, may be smaller than the number
of micro-variables, n, because not all variables survive the averaging procedure or
because only a limited number are judged to be important (indeed, if the introduc-
tion of a macro-level description did not diminish the dimension, there would be
little motivation for performing the averaging procedure at all). In general, it may
be possible to define a very limited number of functions, K} (to be denoted “climate
functions”), which are uniquely determined from {x;} and depend only on the
macro-variables of scale s,

Ki = i({lelz 1’ .. -ans})7

or a similar expression involving ensemble averages, for k = 1,.. ., m,.
The climate of scale s may then be defined as the set of functions
{K{lk=1,...mg}. If, alternatively, a definition of climate is sought that does not



134 Renewable Energy

(a)
temperature (K)
January 1997
Il 200 to 230
B 230 t0 240
Il 240t0 250
B 250 t0 260 i
B 260 to 265 % PSR -
=265t0270( ] Pl LLRBEAAK }
270 to 275 : : : I
=275t0280 \ l ol \(@N”D / |
28010285 .\
[ 28510290 \\\\ \ \ \ f\J
290 to 295 '
295 to 300
300 to 305

305 t0 310
9 31010340

e
P i
N

(b)
temperature (K)
July 1997

W 130 t0 230
230 to 240
240 to 250
250 to 260 T I
260 to 265 i fel il e

265’(0270/ /( ( { f [
D

Zrsaae0 (e | || |
280 to 285 R

285}:2290 \\\ \ \

290 to 285

295 to 300

300 to 305

305 to 310
I 310 to 360

Figure 2.79 Coupled ocean—atmosphere model results for surface temperature (K) in
January (a) and July (b) of 1997. The HADCM2-SUL model includes sulfate aerosols
(Mitchell and Johns, 1997).

depend on whether unique definitions of the climate functions are possible, one
might follow Lorenz (1968) in using the averages of the micro-variables directly as
a “mathematical” climate, choosing Fjs({x,-}) = Xxj,

1 1+
X =—-— xj(t)dts.
J Ats Jtl j( 2) 2
If {x;} are sufficiently well-behaved functions of time, these averages exist and
may be called the mathematical climate of scale s. Letting Az, go toward infinity,
one obtains what Lorenz calls “the climate of the variables x;.”
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Figure 2.80 Observed mean pressure, reduced to sea level, for January (a) and July (b) of
1997 (NCEP-NCAR, 1998).

The equations from which the time-dependence of x; may be determined (the
micro-level equations of state, of motion, etc.) are often expressed as differential
equations of the first order, and the time development in general depends on the ini-
tial conditions. This means that the averages X; depend on the time 7, in which
case the equations are called intransitive, and the climate functions are not unique.

If, on the other hand, the averages fjs are independent of 7, the equations are
called transitive, and the mathematical climate is uniquely defined. A somewhat
weaker condition would be obtained if only the climate functions K} have to be
uniquely defined, i.e., independent of initial conditions. As mentioned, the K} then
approximately (to the extent that these climate functions represent the solutions to
the original micro-level equations) describe the actual climate of scale s. It is to be
expected that the climate functions may gradually approach independence from ini-
tial conditions, as the time-averaging period increases. At Ar, =1 year, a certain
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Figure 2.81 (a) Observed mean pressure (Pa) at actual surface height for January of 1995
(NCEP-NCAR, 1998). (b) Observed mean pressure (Pa) at actual surface height for July of
1995 (NCEP-NCAR, 1998).

stability is already obvious (due to the periodicity of radiative boundary conditions),
but meteorologists normally define climate by requiring At,~ 30 years.

If time intervals of 30 years or longer are considered, it may no longer be
possible to assume that the external boundary conditions remain constant.
In that case, one would talk about climate change, a subject that is further dealt
with in section 2.4.

2.3.3.2 Stability of climate

The uniqueness of climate functions of a given scale s implies that the state of the
system is stationary. By stationary, one should not mean that the time development
has to be exactly periodic, but rather that the state of the system is periodic or
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Figure 2.82 Observed total precipitation (m/month) for January (a) and July (b) of 1995
(NCEP-NCAR, 1998).

constant, after fluctuations of frequency much higher than (Az,)~' have been fil-
tered out (by the averaging procedure defining the scale s).

The climate may also be characterized by its response to a small perturbation of
the state variables imposed at time #;. If there is a finite probability that the climate
functions will remain unaltered, the climate may be said to be stable, otherwise it is
unstable. This follows directly from the independence (or dependence) on initial
conditions at time #;. A similar argument may be made for sequences of random
perturbations, of closer resemblance to the actual “noise” introduced by fluctuations
of the micro-variables around their average value (or more generally, fluctuations
of time scales smaller than At,).

A transitive system only possesses one stable climate. If a system has more than one
stable climate, it is by definition intransitive, and the interesting parameter is the magni-
tude of perturbation that would cause the system to make a transition from one
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Figure 2.83 Observed mean wind speed (m s~ 1) at surface height (10 m) for January (a),
April (b), and July (¢) of 1997 (NCEP-NCAR, 1998). (d) Observed mean wind speed (m/s)
at surface height (10 m) for October of 1997 (NCEP-NCAR, 1998).

stable climate to another. However, as pointed out by Lorenz (1968), it is not always
necessary to induce a perturbation in order to make the system perform the transition.
Some systems may remain in one stable state for a substantial time and then change into
a different “stable” state, where they would again remain for a long time, and then even-
tually make the transition back, and so on, without requiring any external perturbation.
Such systems (examples of which have been discussed, for example, by Hide, 1958)
may be called near-intransitive. Lorenz introduces this concept for systems that are
strictly transitive in the limit Az, — oo, but for which the time averages over different
finite time intervals may differ substantially. He has constructed numerical experiments
with vacillating behavior (periodic transition between two patterns of circulation), and
suggests that the atmosphere may be such a quasi-intransitive system. This might
explain some of the climatic changes in the past, without recourse to external causes.
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Figure 2.83 (Continued).

The equations of section 2.5.2, used in sections 2.3.1 and 2.3.2 to describe the
general circulation in the atmosphere, are, in equilibrium calculations, assumed to
possess one stable solution, independent of initial conditions (at least over a sub-
stantial range). The way in which the equations were solved in early calculations
(Manabe and Strickler, 1964) used this directly. Starting with simple and
completely unrealistic conditions, such as a constant temperature throughout the
atmosphere, the equations are first integrated over a long period of time, with fixed
boundary conditions (such as radiation and ocean surface temperature). Then, after
equilibrium has been reached, seasonal or other variations in the boundary condi-
tions, as well as the ocean—atmosphere couplings, are introduced. After a while,
the situation is again stationary. Figure 2.88 shows, for a simple, one-dimensional
model, how the stationary temperature profile is reached, starting from initial condi-
tions of uniform high, or uniform low, temperature (Manabe and Strickler, 1964).

In more general cases, for example, with time-dependent forces like those
associated with the solar radiation, one cannot expect the solutions to be
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Figure 2.84 Observed mean wind direction at surface (height 10 m, deg. counter-clockwise,
0° is west to east) for January (a) and April (b) of 1997 (NCEP-NCAR, 1998). Observed
mean wind direction at surface (height 10 m, deg. counter-clockwise, 0° is west to east) for
July (¢) and October (d) of 1997 (NCEP-NCAR, 1998).

independent of the initial conditions. Contemporary calculations use actual data
as initial conditions, and provided these are of sufficient quality, the transient
behavior of the solutions should faithfully describe the effects of variations in
external forcing of the climate system (IPCC, 1996b). This is important for cal-
culations including greenhouse gas emissions into the atmosphere. Early calcula-
tions just aimed at deriving the equilibrium situation for a doubling of CO,,
whereas current models are capable of deriving the dynamic behavior of climate
during a period of time with changing emissions and changing response of the
reservoirs included in the models.

Figure 2.89 indicates the variation in climate (represented by the single variable
T = temperature) actually observed at a given location, using different averaging
times At,. It can be seen that the standard meteorological climate scale, 30 years,
still leaves some structure in the climate function T (Dansgaard et al., 1975).
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Figure 2.84 (Continued).

2.3.3.3 The ergodic hypothesis

It is expected that, for a stationary climate, time averaging and averaging over a
statistical ensemble of identical “climate experiments” will yield the same value,
when At and N; become sufficiently large (in this case, the summation over the N;
experiments may be replaced by an integral over each variable times the probability
density for that variable). This identity is known as the ergodic hypothesis (see, for
example, Hinze, 1975),

im, 7= Jim s,

Averaging over position vectors has been considered (e.g., in constructing zonal
means), but these would equal the time or statistical averages at a fixed position
only if the system were homogeneous, which the atmosphere is not. It should be
clear that the macro-variables describing the climate need not be global averages,
but may represent definite positions or zonal means. Also, the use of a large



142 Renewable Energy

(a)
Temperature
January 1995

B 240 to 250
250 to 260
260 to 265
265 to 270 5

[
[
=27o to 275 > :
- Ede g T TREERLS A ARSI EANER
M 26510000 G| | | 16 D SNERERE 5O
200205\ SAAAN R ¥ BV g ) S

300 to 305
305 to 310

(b)
Temperature
April 1995

180 to 230
230 to 240
240 to 250
250 to 260 A

[ |
|
@
[
B 260 to 265
[ |
[ |
3
[ |
O

270 to 275 T ]
275 to 280 : S
26010285 N\ N\ N\ \ \ \ & ¥ Vi
285 to 290

290 to 295

295 o 300

300 to 305

305 to 310

zwsozr0 (171 Pt | | RS T
wu

Figure 2.85 Observed surface temperatures (in K at height 1000 mb) for January (a) and
April (b) of 1995 (NCEP-NCAR, 1998). Observed surface temperatures (in K at height
1000 mb) for July (c) and October (d) of 1995 (NCEP-NCAR, 1998).

time-averaging interval, Af,, does not imply that the climate functions cannot
comprise indicators of seasonal or diurnal changes, such as 30-year averages of
May 18-humidity or of noon-pressure.

2.4 The energy cycle of the Earth

In this section, the energy conversion processes taking place in the
Earth—atmosphere system are summarized for the more or less stationary state con-
stituted by the present climate. In doing so, the energy flow is taken as a “common
denominator” for the variety of physical and chemical processes by which matter
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Figure 2.85 (Continued).

is transformed or moved. There are certainly contexts in which it is necessary to
follow the flow of matter directly, but only examples of this are given.

The second question examined is the possible interference with this “natural”
climate or energy flow caused (or possibly caused) by anthropogenic activity. The
possibility of climatic changes resulting from the injection of CO, or particulate
matter into the atmosphere has been widely discussed, and only a brief review is
given. However, the climatic modeling techniques utilized in the discussion of such
effects may also prove valuable in discussing the impact of an increasing use of the
renewable energy flows for human purposes, since the models deal with precisely
those flows that would be redirected or displaced by renewable energy conversions.



144 Renewable Energy

150 +
Egad

100 |
o
S
2 s0f
x
2 Fa
3 0
5] \/\/
c
L

501 Essens

Eéat
-100 |
90 60 30 0

Latitude (deg)

Figure 2.86 Annual and longitude average of calculated energy fluxes (in W m™2) through a
vertical column extending from the surface of the Earth downward: net radiation, E;“d, net
sensible energy flux, E3**, net latent energy flux, Ei“’, and net flux into the column, F,,
taken as the upward flux into the top ocean level of the joint ocean—atmosphere model, from
deeper-lying ocean levels.

Based on Wetherald and Manabe (1972).

5

>; 4 In atmosphere

o

s

§Q 3

v

2o 2F In ocean

L c

&*°

<= ,r_

0 1 1 1 1 | 1 1
90 60 30 0

Latitude ¢ (degq)

Figure 2.87 Poleward energy transfer (net) calculated from a joint ocean—atmosphere
model.
Based on Wetherald and Manabe (1972).

2.4.1 Flows of energy and matter
2.4.1.1 The undisturbed energy cycle

Based on the material presented in sections 2.2 and 2.3, and in particular on the
net radiation summary, Fig. 2.20, it is now possible to construct a schematic flow
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chart for the energy conversion and transport taking place in the Earth—atmosphere
system (averaged over the year and geographical position). The result is shown in
Fig. 2.90.

Different energy forms have been placed in different vertical columns, whereas
the horizontal rows represent the different components of the Earth—atmosphere
system. Compartments in which energy may become stored are represented
by boxes, and the energy flows are indicated by lines with arrows, with the corre-
sponding rates being given in units of terawatts (TW). The usefulness of diagrams
of this type has been pointed out by King Hubbert (1971).

The first column contains the incoming short-wavelength solar radiation and its
disposition into one part reflected into space and another part absorbed in various
layers of the Earth—atmosphere system. The second column represents energy
stored as (geo-)potential energy, latent energy of phase changes, and other chemical
(molecular and atomic) energy, plus nuclear energy.

Most of these energy quantities are bound within matter and do not participate in
the undisturbed climatic processes. The third column represents storage of sensible
heat, and the fourth column represents storage of kinetic energy in the general cir-
culation of the atmosphere and the oceans. Certain compartments considered of lit-
tle importance have been left out (e.g., kinetic energy of continents moving, tides
of the solid Earth, and movements of ground water and of animals, as well as sensi-
ble energy stored in the biosphere). The final column contains the long-wavelength
re-radiation into space. According to the assumption of a stationary state, the net
energy exchange between the Earth—atmosphere system and its surroundings is
zero, which is the basis for talking about an energy cycle: the outgoing flow can
formally be joined to the incoming flow to form a closed cycle.

The top row contains the small contribution from gravitational attraction to other
celestial bodies (“tidal energy”), in addition to the radiative fluxes.

In the atmosphere, 41 400 TW, or about a quarter, of the incoming radiation
is absorbed. Based on this and a similar amount of energy from condensation
of water vapor (36 000 TW of which is latent energy of vapor evaporated from
the oceans, 5400 TW being from continents), the atmosphere maintains a strong
interaction with the Earth’s surface, involving an intense exchange of long-
wavelength radiation (see Fig. 2.20). The surface re-radiates a total of about
91400 TW as long-wavelength radiation into space. The condensation of water
vapor (and associated precipitation) does not take place over the regions where
the evaporation took place, but transport processes generally have occurred. Yet
only 1200 TW are used to sustain the atmospheric circulation (the “winds”),
according to Fig. 2.54 (Lorenz, 1967). The net exchange of sensible energy
between the atmosphere and the underlying surface amounts to 4000 TW from
water surfaces and 4600 TW from continental surfaces, both in the direction
toward the atmosphere.

The hydrosphere absorbs the major fraction of the incoming solar radiation,
about 65 400 TW. This is more than expected from the fraction of surface area cov-
ered by oceans, but the average albedo of the oceans is smaller than the average
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albedo of the continents (cf. Fig. 2.21). The energy absorbed by the oceans is used
to evaporate water and to form sensible heat (36 000 TW), or it is re-radiated as
long-wavelength radiation (25 400 TW).

According to Gregg (1973), the amount of energy transferred from the wind
kinetic energy to oceanic circulation, by the surface stress, is around 3 TW. This
implies that practically all the loss of kinetic energy goes into frictional heating.
One would assume that the frictional losses are more pronounced over land than
over ocean, due to the much larger roughness length (cf. section 2.5.1) and due to
the impact against mountain topography. Although the frictional losses of kinetic
energy are not confined to the surface layer, a substantial fraction of the losses
takes place below a height of 1000 m (see, for example, the discussion of Newell
et al., 1969; another region of significant frictional losses is at the strong zonal
winds around an altitude of 12 km). Since the heat arising from the frictional inter-
action is dispersed in the air at first, the 1200 TW have been transferred to the air
sensible heat compartment in Fig. 2.90. If the heat is dispersed near the ground, it
may, of course, contribute to heating the soil, but this process is listed as part of the
(two-way) transfer between water or soil and air. Wave formation includes a trans-
fer estimated at 0.3 TW from wind to currents (Bryan, 1969), but additional transfer
may be directly to waves. A realistic treatment of wave formation will thus increase
the estimated wind stress and hence the energy transfer above what is indicated in
Fig. 2.90. Climate models often use the transfer as an adjustable parameter to com-
pensate for numerical problems caused by the differences in the time scales used
for the oceans and the atmosphere.

The lithosphere has been divided into an upper and a lower part. The upper part
is characterized by having an active heat exchange with the atmosphere, whereas lit-
tle heat transport takes place in the lower part, only the geothermal fluxes and a little
transport by way of ground water flow. Of the 15 600 TW estimated to be absorbed
at the continental surfaces, 5400 TW go to evaporation and sublimation, and a net
amount of 4600 TW are transferred to the atmosphere as sensible heat. Transfer
from continents to oceans may take place by run-off if the water temperature differs
from that of its environment. Such transfers are assumed to be negligible.

The polar ice is considered a part of the continents, and it is estimated that
melting consumes 21 TW of the absorbed energy. The latent energy of melting
is only formally transferred to the oceans, since it will normally not become
available until the water has been evaporated into the atmosphere and condenses
into snow.

The biosphere is presented as a separate compartment in Fig. 2.90, because of
its importance in the following. Biomass production utilizes 133 TW or 0.08%
of the solar radiation at the top of the atmosphere, according to Odum (1972).
Photosynthesis by phytoplankton and green algae in the top 100 m of the oceans
(cf. Fig. 2.30) accounts for about a third of biomass production. Almost as large a
contribution comes from a much smaller area, namely, the wet tropical and subtrop-
ical forests (such as the region around the Amazon River). Grassland and pastures
are responsible for roughly 10% of biomass production.
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The amounts of energy contained in each of the compartments considered in
Fig. 2.90 are generally much harder to estimate reliably than are the conversion
rates. If both are known, the turnover time for energy in a given compartment
can be obtained by dividing the amount of stored energy by the conversion rate.

The amount of kinetic energy contained in the atmospheric circulation has been
studied in some detail. From Fig. 2.54, the available potential energy (cf. section
2.3.1) in the atmosphere is 2.8 X 10*' J, and the kinetic energy of the circulation is
7.5 % 10% J, corresponding to turnover times of 27.5 and 7.4 days, respectively.
Available potential energy is defined as the potential plus internal energy relative to
a reference state of the atmosphere, and thus represents a measure of the non-
radiative energy produced in a given region by absorbing radiation, by moving sen-
sible heat into the region, and by condensation of water vapor. The stored energy is
denoted ‘““available” if it can be converted into kinetic energy, and the reference
state is one that cannot form any new kinetic energy (Lorenz, 1967; Newell et al.,
1969). If the stored energy in the atmosphere is not taken to be the available energy,
very different values could be obtained. For instance, the latent heat of vaporization
contained in all the water vapor present in the atmosphere in itself represents some
1.5 X 1072 J.

Much less is known about the magnitude of the energy stored in the oceans. An
indication of the amount of energy stored in wave motion may be derived from
the observed frequency distributions of wave height. In the North Atlantic
(¢ =59°N, A=19°W), the annual average wave amplitude is (a) = 1.23 m, and
the average of the squared amplitude is (@) =2.13 m (Salter, 1974). From the
discussion in section 2.5.3, rigorously valid only for sinusoidal waves, one then
derives the average energy stored per m® ocean surface, W A~ 104 ] /m?
(In Fig. 2.90, the wave compartment has been placed under “kinetic energy,”
although on average half the energy is in the form of potential energy, cf. section
2.5.3.). If this amount of stored energy were found uniformly over the world’s
oceans, the total energy stored would be of the order of 10'®J. From similar
order-of-magnitude arguments, based on measured velocities and estimated mass
transports of surface currents (Sverdrup et al., 1942), the kinetic energy of hori-
zontal currents would be of the order of 107 J, and the kinetic energy of the ther-
mohaline (meridional) motion, based on the calculated circulation shown in
Fig. 2.73, would be of the order of 10'® J. These rough estimates, which should be
viewed with considerable reservation, would imply turnover times of about a few
days for the surface wave motion, increasing to several years for the motion in the
meridional cells. In the deep sea, which was not adequately described in the calcu-
lation referred to (Bryan, 1969), the turnover time may be several hundreds
of years.

The amount of energy stored in the biosphere may be taken as the total biomass
in energy units. Based on Odum (1972), the average biomass may be estimated to
be about 1.5 X 10**J, giving an average turnover time of 3.5 years. This average
conceals a considerable spread, with values of a few weeks for phytoplankton and
several hundreds of years for certain trees being included.
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2.4.1.2 Man’s interference with the energy cycle

Figure 2.91 summarizes the modifications of the energy cycle caused by human
society today and identifies a number of points on the flow diagram of Fig. 2.90
that could contribute to serving man’s purpose. Some of these conversion methods
are well known but are only in modest use today. The compartments and main
layout of Fig. 2.90 are repeated without text in Fig. 2.91, as a background for the
lines connecting certain points along the energy flows or at the energy stores, with
the box representing human society.

The main source of present energy conversion in human society is fossil fuels,
such as oil, coal, and natural gas. This flow amounted to about 7.2 TW in the early
1970s, and about 12 TW in the late 1990s (European Commission, 1997), whereas
the rate of forming new fuel of this type (peat, etc.) is negligible in comparison.
Conversion of nuclear energy by induced fission of *°U (plus other fissile material
produced in the reactors) in a sustained neutron-rich environment presently
accounts for about 0.7 TW (electric output), while hydropower converts about
0.5 TW of potential energy from the hydrological cycle (regulated through the for-
mation of high-lying reservoirs).

The energy flow of organic matter from the biosphere to human society is about
1.2 TW, of which half is food. Not all the 0.6 TW transferred to human society as
food actually serves as food intake, since part of it is lost in processing or is trans-
ferred to refuse. The other 0.6 TW of organic matter is mostly wood, but only a
small fraction is burned directly. The rest goes into wood products or is lost in the
production process. The amount of energy stored in wooden products is probably
growing, although losses of stock take place when wooden (including paper) pro-
ducts are discarded and eventually burned.

Other conversion processes (indicated by dashed lines in Fig. 2.91) contribute
less than 0.05 TW. They are geothermal energy (hot springs, etc.), tidal power,
wind turbines, heat pumps, and solar collectors (thermal) or solar cells. The possi-
bility of an increasing role played by conversion schemes based on renewable
energy flows is a major theme in the following chapters.

A minor theme is the study of those areas of the energy cycle that have not yet been
utilized by man but for which conversion methods have been proposed. In several of
these areas, research is under way, although the practical viability of most of the
proposed schemes remains to be demonstrated. The dot-and-dash lines in Fig. 2.91
indicate some such conversion possibilities, including wave energy, temperature and
salinity gradients in the oceans, direct solar energy conversion outside the atmosphere,
and hydropower stations in connection with glacier melt-off. Fusion of light elements
to release nuclear energy is also included as an unproven process (that is, controlled),
although its position might have been taken in the hydrosphere (deuteron—deuteron or
deuteron—tritium processes) rather than in the lithosphere (bearing in mind that lithium
enters the reaction chains primarily being studied today).

Energy conversion within human society produced about 8.2 TW of waste heat (in
the early 1970s) in the form of sensible and latent energy emissions and long-
wavelength radiation. The sensible energy emissions go into the hydrosphere (cooling
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Constructed with use of Odum (1972); Budyko (1974); Gregg (1973); Lorenz (1967);
Manabe (1969).

water) or atmosphere, and the latent energy emissions (water vapor from cooling
towers, etc.) go mostly into the atmosphere, where they add to the natural heat source
function (see section 2.5.2). The long-wavelength radiation alters the net radiation
flux at the level in question (most conversion presently being at ground level), which
leads to a readjustment of the fluxes in both directions (upward and downward). Such
changes have been observed locally (“heat islands” over metropolitan or heavily
industrialized areas), whereas the evidence for global changes is at present
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inconclusive. The 8.2 TW constitutes 4.7 X 10> of the solar radiation at the top of
the atmosphere. For comparison, the maximum relative change in the solar radiation
at the top of the atmosphere due to changes in the eccentricity of the Earth’s orbit
around the Sun during the past 500 000 years has been 10> (Hays er al., 1976).
Energy is stored in a number of products within human society, and some are
later exported, such as 0.2 TW estimated to go back into the biosphere (agriculture)

with fertilizers.
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There is a net inflow of energy into human society, indicating a build-up of
stored energy. The exact magnitude of the amount of energy stored is difficult to
assess, since some of it is likely to be found in discarded products and other wastes,
some of which may be on their way back into the biosphere or lithosphere, while
other wastes cannot be expected to release stored energy in the near future (e.g.,
some manufactured products containing stored chemical energy). On the other hand,
the stock of such energy (e.g., chemical) residing in the structures and materials
forming our cities, transportation systems, etc., has certainly increased with time.

The amounts of non-renewable fuels expected to be recoverable with technology
not too different from today’s (proven plus estimated recoverable reserves) are of
the order of 10?%J for oil and gas, 102 J for coal, and 1022 J for U (Ion, 1975;
Sgrensen, 1999). Ion states that not all known coal reserves may be mineable, and,
of the uranium estimate given here, only about 10% has been verified so far.

2.4.1.3 Matter cycles

Since the exchange of matter between the Earth—atmosphere system and its surround-
ings is small (cosmic particles are received and some atmospheric matter is probably
lost to space), matter cycles are essentially irrelevant when conserved quantities like
non-radioactive elements are considered. Normally, each element participates in sev-
eral different chemical configurations during its cycle. Only in a few cases, such as
the water cycle considered in Fig. 2.65, is it relevant to describe the flow of a chemi-
cal compound. Here the reason is that the gross flow of water in its different phases
is little affected by chemical reactions between water and other elements, of which a
number do take place in the atmosphere as well as in the lithosphere.

In most cases, a cycle would then be drawn for a single element, such as oxygen,
carbon, or nitrogen. However, the flow of matter (the element) in itself does not
give any indication of the processes involved, because it is often the chemical reac-
tions that determine the flow rates in the system.

Of particular interest in connection with renewable energy flows are the flows of
those materials that participate in the biological processes depending on photosyn-
thesis. Examples of such elements are carbon, nitrogen, phosphorus, potassium,
oxygen, and hydrogen, but a long list of other elements should be added to account
for the structure of organic material, including the enzymes and hormones impor-
tant for the control of biological processes.

2.4.1.4 The carbon cycle

Figure 2.92 shows the construction of a gross carbon cycle, based on a small
number of highly aggregated compartments in the marine and terrestrial areas. The
matter flow is expressed in units of 10'> kg of carbon per year, and the amounts of
carbon stored in the compartments is expressed in units of 10'% kg of carbon.

The rates and stored quantities have been assumed to correspond to a stationary
situation, before interference by human society. Over a longer period of historical
development, as shown in Fig. 2.2 for oxygen, photosynthetic conversion can no
longer be assumed to be at a constant level. On this time scale, the most important
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Figure 2.92 Schematic carbon cycle. The rates of transfer are given in 10'% kg of carbon per
year, and the quantities stored are given in 10'* kg of carbon.
Based on Odum (1972); Bolin (1970); Wilson and Matthews (1971); Gold and Soter (1980).

processes adding or removing CO, from the atmosphere, aside from photosynthe-
sis, are the weathering of limestone and the formation of such rock, by the
combination of Ca>" ions with CO;%™ ions, and the exchange of CO, between the
oceans and the atmosphere. The maximum CO, content of the atmosphere, which
may have prevailed when there was no photosynthesis, is limited to about 1%
(about 30 times the present level) by the CaCOj rate of formation (Rubey, 1951).
Assuming the oceans to be present, the maximum amount of atmospheric oxygen
would, in the absence of photosynthesis, be given by the rate of photodissociation
of water in competition with the screening of this process by the oxygen already
formed. The corresponding upper limit for atmospheric oxygen would be of the
order of 0.02% (1000 times smaller than the present level) according to Berkner
and Marshall (1970).

It follows that practically all the oxygen now present in the atmosphere has been
formed by photosynthesis. The same seems to be true for the oxygen present in the
lithosphere, and the ratio of carbon and oxygen in the atmosphere plus lithosphere
(but excluding the hydrosphere, which contains oxygen in water) is very close to
0.5, indicating that all of it may have its origin in photosynthetic dissociation of
CO, (Cloud and Gibor, 1970). A positive amount of CO, would have been trans-
ferred from oceans to atmosphere during most of the period in which photosynthe-
sis has taken place outside the oceans (about 5 X 10® years).

Possible non-fossil carbon, in the form of methane, may be present in the
Earth’s crust (Gold and Soter, 1980), and it has been proposed that the sudden
release of large amounts of methane could have been responsible for the climate
change occurring 55 million years ago (Norris and Rohl, 1999).
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Figure 2.92 indicates a surplus of CO, going into the atmosphere as a result of the
burning of fossil fuels, the clearing of natural vegetation, and the introduction of agri-
cultural practices, which expose larger volumes of soil to contact with the air (deep
plowing), whereby they release more CO,. Part of this surplus is absorbed by the
oceans, but the process seems unable to keep pace with the rapid growth of CO, in
the atmosphere, so the net result is that about half the extra CO, injected into the
atmosphere is accumulating there. Also, the mixed upper layer of the oceans has a
turnover time that is longer than the time scale of human interference with the carbon
cycle, so the additional CO, absorbed by the oceans largely accumulates in the mixed
layer, rather than reaching the long-term sink provided by the deep ocean. The larger
uptake due to anthropogenic emissions 1950—2005 has been observed (IPCC, 2013a).

The transfer rate of CO, across the atmosphere—ocean boundary, which in a sta-
tionary state would equal the ocean—atmosphere transfer rate, has been estimated
on the basis of the depletion rate of '*C injected into the atmosphere by nuclear
weapons tests. Telegadas (1971) found that the effective half-life of the excess 4c
in the atmosphere was at an average value of 5.6 years during the period
1963—1966 and 8.2 years during the period 1966—1969. He interpreted the rising
half-life as an approach to an equilibrium, in which re-emitted '“C from biosphere
and oceans must be subtracted from the fallout rate in order to give the effective
half-life. The value tf’;fz = 5.6 years is thus an upper limit of the one-way fallout
rate, which may become diminished if mechanisms of sufficiently short-time re-
entry into the atmosphere are present. One such mechanism would be associated
with the part of the biosphere respiration (cf. Fig. 2.92) derived from living plants
or animals. The atmosphere—ocean transfer rate derived from these arguments is
about 6 X 10'? kgC y~', but different interpretations of essentially the same data
give transfer rates in the range (3—14) X 103 kgC y*1 (Machta, 1971; Bolin, 1970;
Fairhall, 1973). An average value of 9 X 10"* kg y ' is used in Fig. 2.92.

The rates of new fossilization and formation of new rock (limestone) containing
CaCOj3 have been estimated from the average history of deposits present today.
Thus, the actual formation may have taken place over a shorter period, yielding a
varying rate that is larger than that indicated under certain circumstances, but zero
during other periods.

2.4.1.5 The nitrogen cycle

Another biologically important element is nitrogen, the tentative cycle of which is
depicted in Fig. 2.93. Nitrogen gas (N,) is a major constituent of the atmosphere, but in
order for it to become available for building biological material, the nitrogen must first
be “fixed.” Nitrogen fixation is defined as a process by which gaseous nitrogen (N,) is
transformed into a constituent of a compound, such as ammonia (NH3):

Nitrogen fixation

N, + energy (0.67 X 10° J/mol) — 2N,
2N + 3H, — 2NHj3;.
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Figure 2.93 Schematic nitrogen cycle. The rates of transfer are given in 10° kg of nitrogen
per year. Man-made contributions are shown in italics.
Constructed with use of Delwicke (1970).

The fixation may be accomplished by plants, but not all plants are suited to per-
form the process. Leafy vegetables are particularly suitable, and the increased culti-
vation of such vegetables by human activity is estimated to be responsible for a
nearly 50% increase in the total fixation of nitrogen in the terrestrial biosphere
(14X 10°kg y~"). The actual set of chemical reactions involved in the biological
fixation is much more complicated than the summary equations given above, since
they are combined with metabolic processes by which the solar energy input is trans-
formed into useful energy. Thus, the energy needed in the first step is derived from
photosynthesis, while the second step, which is slightly exoergic, takes a different
form, due to the absence of free hydrogen in practically all biological materials.

In the industrial nitrogen fixation process (the “Haber process”), the energy input
may be from natural gas (methane) or another fossil fuel, which also provides the
hydrogen for the second step. If renewable (other than biological) or nuclear energy
is the starting point, hydrogen may be obtained by electrolysis. The rate of indus-
trial fixation is presently around 30 X 10°kgy ™' (Delwicke, 1970). Most of the
ammonia produced in this way is used to manufacture fertilizers, e.g., ammonium
nitrate (NH4NO3) or urea (CO(NH>),):

Fertilizer production

NH3 + 202 — HNO3 + HQO,
HNO'; + NH3 — NH4NO3,

or
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2NH3 + C02 — CO(NH2)2 + HQO

The growth of plants that rely on nitrogen fixed by other plants can be greatly
enhanced by administration of fertilizer. Nitrogen in fixed form appears to be a
dominant limiting factor for such plants, but also the yield of plants that are them-
selves able to fix nitrogen can be enhanced by the addition of fertilizer. Since fertil-
izer can replace biological fixation, it saves the biosphere from spending the
amount of energy that would otherwise be used to fix the corresponding amount
of nitrogen. This is the basis for associating the use of fertilizer with an energy
transfer from human society to the biosphere, as shown in Fig. 2.91. To the extent
indicated by this figure, one may say that plants are grown on fossil fuels rather
than on solar energy.

A third source of fixed nitrogen, both for continents and oceans, is shown in
Fig. 2.93 under the heading “atmospheric fixation.” It is due to fixation within the
atmosphere by ionization of N, caused by radiation or lightning, and the nitrogen in
fixed form is transferred to ocean or land surfaces by precipitation.

In a natural ecosystem that has reached a stationary state, no net removal of
nitrogen from the atmosphere takes place. This is because the nitrogen fixed by nat-
ural processes is later returned to the atmosphere by denitrification processes. The
dead organic matter, in which the nitrogen may be bound in very complex com-
pounds, is decomposed by bacteria that release the nitrogen in the form of ammonia
(ammonifying bacteria). Another set of bacteria, called nitrifying bacteria, oxidize
ammonia to nitrite (NO, ) or nitrate (NO3 ). Finally, the return of gaseous nitro-
gen, N,, or N,O to the atmosphere is achieved by denitrifying bacteria through
highly exo-energetic processes based on sulfur or glucose, for example:

Denitrification processes

CsH1206 + 6KNO3 — 6CO; + 3H,0 + 6KOH + 3N;0,
5CsH,0¢ + 24KNO; — 30CO; + 18H,0 + 24KOH + 12N,.

At the present level, denitrification processes do not balance the sum of natural
and man-made fixation processes. The reason is not so much the time lag between
the growing man-made nitrogen fixation and the formation of dead organic mate-
rial, as the fact that only a fraction of the additional nitrogen in fixed forms adheres
to the biological cycle all the way. A large quantity (in Fig. 2.93 estimated as
22X 10° kg y ") leaves the terrestrial biosphere with ground water or surface run-
off or is accumulated in soil (a build-up of 5 X 10° kg y ' is indicated for the dead
organic matter compartment on land). Some of the fertilizer administered to agricul-
tural soils runs off with surface water even before it has been absorbed by plants,
and some is carried away by ground water flows. Also, the conditions for a match-
ing growth in denitrification do not appear to be fulfilled, for physical (the way in
which the dead organic matter is deposited) or biological (the limiting factors gov-
erning growth of the population of denitrifying bacteria) reasons. The result is an
accumulation of nitrogen in fixed forms in local water systems and in the oceans.
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According to the estimates made in Fig. 2.93, 4 X 10° kg is accumulated per year in
the hydrosphere, and 9 X 10° kg y ' is being removed from the atmosphere.

The above examples of matter cycles illustrate some of the problems introduced
by the rapidly increasing amount of interference, on the part of human society, with
stationary cycles that have taken much longer to establish than the time scales of
the changes now induced. It has also been demonstrated that the construction of a
reasonable model of such cycles requires an intimate knowledge of all the chemical
and physical processes of importance for the element considered.

2.4.2 Climate changes

The year-by-year fluctuations in climate parameters may appear as random fluctua-
tions around an average climate when only a small number of years are considered.
Over longer periods, evidence for systematic changes has been found, and over the
entire geological history, it is certain that major changes in climate have taken place.

One important question is the extent to which human activities inadvertently
cause climatic changes that would not otherwise have occurred or speed up changes
that would have happened anyway. In the longer term, the use of planned anthropo-
genic intervention may be considered, in order to avert natural climate changes that
would limit or reduce the possibility of sustaining a human society of the type
desired. At present, however, the consequences of human interference with climate,
planned or inadvertent, cannot be predicted with a sufficient degree of certainty, so
it would seem prudent to keep the amount of interference at the lowest possible
level while more reliable information is being sought.

Energy use is the focus when addressing questions of anthropogenic interference
with climate, as well as in the discussion of environmental pollution. The utilization
of renewable energy flows is often considered a non-polluting alternative (dams for
hydroelectric installations perhaps excepted), which may be true in terms of the
absence of gaseous and particulate emissions. However, since these flows are inte-
gral parts of the climate, it is by no means certain that any utilization—be it only a
time delay in the return of long-wavelength radiation to space—could not have an
effect on climate. In particular, agriculture is a way of utilizing solar energy that
involves changes of large land areas and almost certainly has had climatic impacts
during the history of cultivation (cf. the discussion in Chapter 1).

Studies applying general circulation models have been used to address the question
of the possible climatic impact of fuel burning with CO, emissions, of activities that
may reduce the stratospheric ozone content, and of general changes in net radiation,
e.g., due to emissions altering cloud cover. Below, first an outline of climatic changes
that have occurred in the past, inasmuch as they have been identified, is given.

2.4.2.1 Climatic history

There is no detailed account of the early climate of the Earth before the Paleozoic
period starting about 6 X 10® years BP (before the present). Paleontological evi-
dence suggests that even the poles must have been ice-free more than 90% of the
time since then. However, about 3 X 10® years BP, a major glaciation took place at
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both poles, which at that time were covered by two vast continents, Laurasia in the
north and Gondwana in the south. This period of glaciation, possibly with interrup-
tions, lasted about 5 X 107 years and was followed by a warm period extending
throughout the Mesozoic era (see Fig. 2.94). It is tempting to associate the cessation
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Figure 2.94 Trends in the surface temperature of the Earth. The lower part (b) gives gross
estimates of temperature based on paleontological evidence and, from 7 X 107 years BP,

an estimate from drilled deep-sea cores with benthic data, assuming ice-free ocean surface.
Glaciations have taken place in the period between 3.5 X 10® and 2.7 X 10® years BP, and
again 3.8 X 107 years ago at the South Pole and 4 X 10° years ago at the North Pole. (Based
on Shakleton and Opdyke, 1973; Crowley, 1998; Zachos et al., 2001; Jansen et al., 2007.)
The top part (a) shows, on an expanded scale, the trends in temperature variations during the
last 5 X 10 years, also from benthic data (‘%0 to '®0 ratio and fossilized organisms).

Based upon Lisieki and Raymo (2005).
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of this ice age with continental drift, allowing warm ocean water to be circulated
into the Arctic regions.

From the Tertiary period (beginning about 6 X 107 years BP), a cooling finally
led to new periods of glaciation within the Quaternary period (from about 10° years
BP). During the last half of the Quaternary period, oscillatory behavior of the cli-
mate has been well established by studying layer sequences in ocean cores (Hays
et al., 1976), as well as evidence derived from estimated extents of the ice cover.
The glaciation period started about 5 X 10° years BP in the Antarctic region, but
2—3 million years later in the Arctic region, presumably due to the distribution of
continents at the time.

The fluctuating extent of the ice cover from the beginning of the Quaternary
period to the present has been subjected to various kinds of smoothing and spectral
analysis. Based on ocean core data, Hays e al. (1976) found an overall frequency
of the glaciations of about 10 >y~ ' The shape of the temperature function
is asymmetric, with a slow cooling from the interglacial maximum, taking
about 9 X 10* years to reach the minimum (peak glaciation), followed by a rapid
(10* years) rise of temperature back to the maximum value. The difference between
maximum and minimum average temperature is believed to be about 10°C.
Superimposed on the glaciation cycle are oscillations corresponding to a cycle time
of about 4 X 10* years and another set, possibly with more than one component, of
cycle times in the range (1.9—2.4) X 10* years.

Figure 2.95 shows estimated variations in the average temperature during the
last 140 ky, based on ocean core data and (for the last 75 000 years) ice cores
from Greenland (Dansgaard, 1977). The ice cores contain a more detailed record
of climate, where seasonal variations can be followed. Each year corresponds to
a depth interval of several centimeters, except for the very oldest (deepest) parts
of the core. For the ocean cores one has to rely on estimated sedimentation rates.
The temperature estimate is primarily based on the isotopic abundance of %0,
which depends on the temperature prevailing in the atmosphere when the precip-
itation that formed the ice was falling. The reason is that H,'®O has a lower
vapor pressure than H,'®0, and thus the abundance of '®0 will be slightly higher
in the precipitation than in the atmospheric vapor, implying a depletion of %0
from the atmosphere. The lower the atmospheric temperature, the more 'O has
been removed from an air parcel having traveled for a while under the influence
of condensation processes, so that a low '®0 content in the snow in Greenland
indicates a low temperature throughout the “fetch region.” It is clear that this
type of temperature determination contains a number of uncertainties and that it
is not possible to deduce the global average temperature from such data.
However, the time sequence of warming and cooling trends should be very reli-
able, and comparisons with direct temperature measurements in recent periods
indicate that these trends from the Greenland ice cores correlate well with the
trends observed at northern mid-latitudes (Dansgaard et al., 1975). Temperature
scales similar to those indicated in Fig. 2.95 are suggested on the basis of
other kinds of data, e.g., tree ring data, pollen records, and fossil plankton data
(see Bolin, 1974).
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Figure 2.95 Trends in average surface temperature during the last 1.4 X 10° years. The upper
panel contains the most recent 1.4 X 10* and 1.4 X 10° years on expanded scales, and different
smoothing times Az, which “filters out” the short-term variations in temperature. The last 75 000
years are based on ice cores from drilling in Greenland, while the older periods are based on a
number of determinations, including deep-sea cores and pollen data. A tentative temperature
scale relative to the average temperature of the most recent 10° years is indicated in the two
lower figures. The top figure has a temperature scale derived from present-day measurements
(Fig. 2.89), representative for Greenland. The amplitudes of the temperature variations during the
most recent couple of hundred years have been smaller at mid-latitudes than in Greenland.

Based on Bolin (1974); Dansgaard et al. (1975); Dansgaard (1977).

The latest ice age built up over a period of at least 60 000 years and then disap-
peared over something like 4000 years, with a number of fluctuations of appreci-
able amplitude superimposed on the main trend. During this glaciation period, man
developed societies of substantial sophistication, including medical use of plants
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and the art of painting. Major urbanizations are found throughout the warm period
starting about 10* years ago (“the climatic optimum”). During the most recent
10° years, the greatest change in climate has occurred in the present century,
exhibiting a warming trend until about 1940, then a slight cooling trend until 1980,
and finally more warming (IPCC, 1996a).

The 1880—1940 temperature rise from the Greenland data (Fig. 2.95, top) is
somewhat larger than that observed at mid-latitudes, with the latter being 0.4°C
according to IPCC (1996b). Not just temperature was affected by glaciation.
Climate models indicate higher ocean salinity during the maximum glaciation
period (IPCC, 2013a).

2.4.2.2 Causes of climatic change

In the early history of the Earth, climate changes were integral parts of the evolu-
tion of continents and of the formation of the atmosphere and the oceans and their
subsequent evolution. Major alterations in surface structure, the formation of moun-
tain chains and volcanic activity, influenced climatic variables, and varying cloudi-
ness and ozone content in the atmosphere modified the net radiation received at
the surface, which itself, through changes in albedo, modified the radiation
being reflected. Therefore, there are plenty of causes to choose from and to com-
bine in order to account for the large-scale evolution of climate on Earth. As briefly
mentioned above, the formation and dissolution of large continents near the
poles may explain the late Paleozoic glaciation and its subsequent disappearance.
Superimposed on the large-scale trend of climatic behavior shown in Fig. 2.94,
short-term temperature excursions are likely to have taken place. Budyko (1974)
argues that if the size and frequency of volcanic eruptions were stochastically
distributed, then there would, during a time period as long as the Mesozoic era, be
several occurrences of global dust-triggered temperature drops of perhaps 5 or
10°C, strong enough to last for several decades. The speculation is, then, that such
episodes may have been responsible for the extinction of certain animal species
(in particular species of dinosaurs, which appear to have had no thermoregulatory
mechanism). Of course, the durations of these temperature excursions may have
been too short to leave any geological traces. Alternative suggestions for the extinc-
tion of dinosaurs involve meteorite hits.

Considering the Quaternary period, the physical state of the Earth (such as distri-
bution of continents and oceans) may be regarded as sufficiently stationary to
exclude it as a likely cause of climatic changes. It is thus tempting to associate the
periodic occurrence of ice ages and temperature oscillations (Fig. 2.94, rop) with
periodic variations in the external conditions serving as boundary conditions for the
climate equations. Such variations would primarily be variations in incident radia-
tion, which could be caused, for example, by the periodic changes in the Earth’s
orbital parameters, due to many-body interactions in the planetary system. Less
likely suggestions invoke periodic passage through interplanetary dust (the difficul-
ties of such theories have been pointed out by Dennison and Mansfield, 1976) or
periodic changes in the Sun’s radiation output (see Hammond, 1976), similar, but
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with different periods, to the well-known changes in magnetic activity of the Sun,
e.g., the 11-year sunspot cycle. However, the effects of the cyclic sunspot periods
of variations in solar output are much smaller than needed to explain ice ages
(IPCC, 1996b). Finally, the shorter-term oscillations in temperature during the
Quaternary period might be interpreted in terms of Lorenz’s model of near-
intransitive, vacillating systems (see section 2.3.3), requiring no external causes.

The explanation of glaciation behavior considered viable is the one in terms of
orbital changes that was first proposed by Milankovitch (1941). The frequency
spectrum of such variations has a peak at 105 X 10? years (changes in the eccentric-
ity of the Earth’s orbit), 41 000 years (changes in obliquity, i.e., the angle between
the equatorial and ecliptic planes), and a continuous shape with two peaks at about
23 000 and 19 000 years (changes in the longitude of the perihelion due to preces-
sion). The variations in obliquity and precession do not alter the total solar radiation
received by the Earth, but lead to periodic variations at fixed geographical loca-
tions. The variation in eccentricity does alter the total amount of radiation, but by
less than 0.1%. If this is considered negligible, the amount of radiation is unaf-
fected, even locally, by the eccentricity variations.

In studies of ocean core samples, evidence for the presence of these spectral
peaks show up in the '®0 to '°O ratio as well as in the sea surface temperature (as,
e.g., estimated from the abundance of unicellular organisms, radiolarians; Hays
et al., 1976, or from benthic organisms on the seabed, Lisiecki and Raymo, 2005).
The samples cover a time interval of about 5 million years back from the present
(cf. Fig. 2.94). Although the obliquity periods around 4 X 10* years are clearly
showing up from 1.5 to 0.6 My, they disappear or are diminished thereafter. The
precession 2 X 10° year period may play a role but is mostly buried in more chaotic
variations in the data, possibly associated with volcanic activity but probably also
having other causes. The 10° year eccentricity period is the main explanation for
the periodic occurrence of ice ages showing up on oxygen-isotope and temperature
data from 0.6 My to the present.

2.4.2.3 Understanding glaciation

It is only recently that climate models (see section 2.5) have been able to incorpo-
rate the variations in CO, derived from the '®0 data (Fig. 2.94). Even today, several
models can only deal with a single value for the carbon dioxide in the atmosphere
and have to be rerun for different values to study the effect of say anthropogenic
CO, emissions. The long-range computer simulations (thousands of years) needed
to study the possible onset and end of major glaciation climatic periods are neces-
sarily of a more rudimentary type than the models aiming at studying the climate
over the next hundred years only, and they have to include the variations in solar
radiation mentioned above, as well as land depression by the weight of thick ice
covers and its dynamics. Furthermore, the precise mechanisms by which glaciation
progression depends on CO, are poorly known. It appears that in order for a new
ice age (massive expansion of ice sheets from the poles to a range of high latitudes)
to start, the atmospheric CO, content should not be larger than about 210 ppmv
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(parts per million by volume). The recent 600-My glacial cycles build up irregularly
from this value to a maximum of around 280 ppmv, reached at the maximum glaci-
ation some 90 ky after the cycle onset (e.g., Sgrensen, 2011). The atmospheric CO,
content then used over the subsequent 10 ky with ice melting to end the cycle by
returning to 210 ppmv, but the current interglacial period shows a different behav-
ior, even before the combustion of fossil fuels on a large scale began (see Fig. 7.14
and IPCC, 2013d).

The new, fairly low-quality climatic models for describing log-time glaciation
behavior have attempted to address the speculation that agriculture with its land use
changes and its reliance on methane-producing domesticated animals for food could
have delayed the onset of glaciation (Ruddiman, 2003; Claussen et al., 2005). Early
anthropogenic practices could have been enough to keep the atmospheric CO, con-
tent so much above 210 ppmv that the previous mechanism of generating a new ice
age no longer works (Ganopolski et al., 2016). By the industrial revolution from the
18th century, the CO, level reached some 280 ppmv, and by 2015 the value is
370 ppmv and rising. The simple models suggest that with such levels of CO,, the
start of a new ice age that otherwise could have occurred over the past hundreds of
years is now postponed by some 50 000 years (Loutre and Berger, 2000; Berger
and Loutre, 2002). The further emissions of greenhouse gases from 2015 to the
final abandonment of fossil fuels in the 22 century (at the latest) will likely further
postpone the next ice age to at least some 100 000 years into the future (Ganopolski
et al., 2016). The IPCC (2013c) assessment notes that ice sheets have already
shrunk by some 15% from 1970 to 2015. Decreasing ice volumes are causing sea
levels to rise and the behavior over the past 0.8-My period has been established
(Skinner and Shackleton, 2006; Waelbroeck et al., 2008; Elderfield et al., 2012).

Although the simplified climatic models predicting the prolongation of an inter-
glacial world (shown in Fig. 8.4) include relevant mechanisms of ice formation and
melting, they still use a fixed CO, content and thus are run several times with dif-
ferent values, which may not correspond to simulations taking the variations in CO,
into account dynamically. For this and other reasons model simplification, the
model outcomes, including statements on when the next glaciation would have
started without anthropogenic interference, should therefore still be taken with a
grain of salt.

2.4.2.4 The white Earth state

It is important to realize that, under present conditions, and probably throughout the
Quaternary period, the most stable state of the Earth is one of complete glaciation
(i.e., all oceans frozen, all continents snow-covered). The explanation is of course
that the albedo of such a “white Earth” would exceed 0.7 and thus reflect
more than twice as much of the incident radiation as at present. The estimated
global average surface temperature in this state is about —70°C (Budyko, 1974).
Model calculations indicate that the average temperature for the entire atmosphere
would be about 20°C below the average surface temperature, but that stratospheric
temperatures would be almost unchanged (Wetherald and Manabe, 1975).
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Various attempts have been made to estimate the size of perturbation that would
trigger a transition from the present climate to a “white Earth.” According to
Budyko’s (1974) simple, one-dimensional model, which parametrizes the compo-
nents of the net radiation flux and neglects seasonal variations and variations
in cloudiness, a decrease as small as 1.6% in the solar constant would cause the
ice caps to exceed a critical size, beyond which they would continue to grow until
the entire Earth was covered. This process comes about as a result of a feedback
loop: temperature decrease — increased glaciation — increased albedo — more
temperature decrease. Budyko’s model contains latitudinal transport of energy, in a
highly idealized way, with parameters adjusted to reproduce present latitude
dependence of temperature. In Fig. 2.96, the mean surface temperature derived
from Budyko’s model is compared with the results of Wetherald and Manabe,
using the three-dimensional atmospheric circulation model with idealized topogra-
phy, described in section 2.3.2, but without the oceanic circulation and without
seasonal variations or detailed cloud modeling. The hydrological model is
included, but, as the authors emphasize, the results concerning the relationship
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Figure 2.96 The calculated variation in globally averaged surface temperature, as a
function of changes in the solar constant, relative to the present. The full curve is based
on the one-dimensional model of Budyko (1974), while the dashed curve is based on a
three-dimensional model of Wetherald and Manabe (1975).
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between solar radiation and temperature (or glaciation) may not be more reliable
than those of Budyko, because his phenomenological parameters are fitted to (pres-
ent) data, while Wetherald and Manabe approximately solve the true equations for
a system that resembles, but is not, the actual Earth. As seen in Fig. 2.96, their
average temperature for the Earth at present is about 6°C too high, and they predict
a much slower dependence of the temperature on solar radiation, with no “white
Earth” instability in the interval of solar constants considered, from 2% above the
present actual value to 4% below. They warn that inclusion of the meridional
transport by ocean currents may increase the sensitivity to the value of the solar
constant. The extent of the maximum ice caps during the Quaternary period
exceeded 75% of the way to Budyko’s critical latitude of roughly 50°, which
would have led to a white Earth.

From the above discussion, the long-term evolution of the Earth’s climate may
be seen in a new light when one realizes that an explanation is required to account
for the presence of non-frozen water for more than 3 X 10° years, i.e., that the
Earth could not have been in a stable state of complete glaciation during that time
(or, if it was for shorter periods, an explanation is required to account for the large
amount of energy necessary to melt the ice). The apparent contradiction is derived
from the near certainty that the solar constant must have been increasing regularly
from a value about 25% lower than the present value during the 4.5 X 10° years
since the Sun became a main-sequence star. The gradual increase in solar luminos-
ity is a result of the hydrogen depletion and radius increase, cf. Fig. 2.9. The mag-
nitude of the relative increase in the solar constant, being thus about 0.05 per 10°
years, is not strongly dependent on the particular solar model employed (Newman
and Rood, 1977).

It is thus tempting to conclude that the change in solar constant must have been
counteracted by a change in the Earth—atmosphere system, such that the average
surface temperature has never been below the critical value leading to the white
Earth, which again implies either that the Earth—atmosphere albedo was lower
before or that the greenhouse effect was more pronounced. Even for an entirely
ocean-covered Earth, the albedo decrease might not be sufficient, because increased
cloudiness would counteract such a decrease. The greenhouse effect would be
increased if the long-wavelength re-radiation from the atmosphere toward the
Earth’s surface increased, as a result of an atmosphere of a composition different
from the present one. The larger CO, content possible in the periods with little or
no photosynthesis would act in this direction, but according to Sagan and Mullen
(1972), even the maximum possible CO, content (in equilibrium with the CO, in
oceans and the carbonate-containing rocks) would be insufficient. Sagan and
Mullen suggest that a small amount of NH; (mixing ratio 10~°) was present, which
would effectively absorb radiation of wavelengths of around 10> m, leading to a
surface temperature increase of as much as 70°C. At the same time, the atmospheric
availability of NH; would enhance the chances of forming life, bypassing the step
of nitrogen fixation. It may also be suggested that NH; was formed as a result of
atmospheric fixation in periods of intense electrical activity in the atmosphere. If no
new changes in the atmospheric composition take place, Sagan and Mullen estimate
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that the continued rise in the magnitude of the solar constant will lead to a 50°C
increase in average temperature in another 4.5 X 10° years (this in itself may change
the atmosphere into one like that of Venus today). A similar calculation for the
Martian atmosphere suggests that in 4.5 X 10° years it will have a temperature
much like the Earth’s today, which may serve as a consolation.

2.4.2.5 Man’s interference with climate

The first significant anthropogenic influence on climate is probably the one associated
with extensive destruction of natural vegetation, primarily aimed at transforming it
into arable land or pastures. Presently, about 10% of the continental area is cultivated
and about 30% is occupied by grassland or pastures (Odum, 1972). The transforma-
tion of steppe or forest into arable land has a number of consequences. The compo-
nents of the net energy flux (2.18) are altered. The net radiation flux is diminished
owing to a (modest) increase in surface albedo. The albedos for steppe and coniferous
forest (in non-Arctic regions) are about 0.13, for deciduous forest and tropical forest
during the dry season, 0.18, for tropical forest during wet season, 0.24, for savannahs
and semi-deserts, 0.14 during the dry season and 0.18 during the wet season, and for
deserts, 0.28 (Budyko, 1974); the mean albedo for cultivated land and pastures is
0.20. Considering the types of transformation taking place, a reduction in net radia-
tion ranging from 3% to 20% has been reported for the establishment of agricultural
land in the temperate zones (Wilson and Matthews, 1971). Also, land reclaimed from
the sea has a higher average albedo. The evapotranspiration and hence the latent heat
flux away from the surface is smaller for grassland and slightly smaller for dry arable
land than for forest, while it is slightly larger for wet arable land (rice paddies, etc.).
The upward sensible heat flux is very small for wet arable land, medium for dry ara-
ble land and deciduous forest, and quite high for grassland and coniferous forest.
Thus, the transformation of forest to arable land is likely to reduce considerably the
Bowen ratio, defined as the ratio of sensible and latent heat fluxes,

Bowen ratio = EX* /E,

It is probable that man’s quest for agricultural land has had much larger unin-
tended effects than the above-mentioned changes. It is believed that the savannah
grasslands in the tropical regions are entirely man-made, since the natural vegeta-
tion of these semi-humid regions is dry, deciduous forest. The activities of man
have greatly augmented the number of forest fires.

In the semi-arid regions, dry steppe is being transformed into semi-desert by over-
grazing, which exposes the soil to wind erosion as well as to water erosion during the
(short) rainy season. Calculations indicate that the albedo change due to overgrazing
may induce severe drafts in such regions (Charney and Stone, 1975). Also, tropical
forests have been, and still are being, destroyed by human activity. For instance,
archeological evidence suggests that the Rajputana desert in India was as fertile as a
tropical forest only 1000 years ago, which implies that its Bowen ratio, which is now
in the range 2—6, has decreased more than tenfold (Bryson, 1971).
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When a tropical forest is being removed, the soil is no longer able to retain its
humidity. Then precipitation runs off along the surface, and the soil becomes still
drier. The humus layer is washed away and a solid crust of clay is developed.
Weathering of this dry soil may greatly increase the particle content of the atmo-
sphere, and by reflecting incoming radiation this dust may reduce the net radiation at
the surface. On the other hand, cloud cover is likely to become reduced. According
to a computer simulation (Potter ef al., 1975), the surface temperature may drop by
about 0.4°C, while the temperature at a height of 12—13 km may drop by 1°C (year
average). Figure 2.97 shows the calculated change in zonal precipitation resulting
from the assumed complete removal of the tropical rain forests. It is worth noting
that the induced climate changes are global. The model does not include the influ-
ence of the dust particles from the barren soil on the rate of precipitation.

Urbanization is another factor in climate modification due to anthropogenic land
use that may be significant, although the area involved is smaller than that of agri-
cultural utilization. Urbanization usually entails an increase in temperature, a
decrease in wind speed (through increased roughness length for the wind profile
described in section 2.5.1), and, at least for societies relying on burning fossil fuels
and on polluting industries, an increase in atmospheric content of particles and trace
gases, and an increase in cloudiness and precipitation, but less incoming radiation
at the surface and less relative humidity of the atmosphere over the urban area.

Man’s interference with the hydrological cycle (Fig. 2.65) has become quite
significant. Lvovitch (1977) divides the total river run-off of 39 X 102 m*® water
per year into a “stable” part, being maintained by ground water flows
(12X 102 m’ y™') or being regulated by reservoirs (2 X 10> m’y™"), plus a
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Figure 2.97 Calculated change in the rate of precipitation (averaged over longitudes),
resulting from removing all tropical jungles.
Based on Potter et al. (1975).
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variable or “unstable” part (25X 10'?m’y~'). Anthropogenic interference with
these flows is summarized in Fig. 2.98. It appears that the largest usage is for irriga-
tion, then industry, and then a small amount for household and livestock watering,
but the significant measure for interference is probably the amount of water neces-
sary to dilute wastewaters (which for some industrial enterprises may be very
large), plus of course the amount of water really “used,” i.e., left in an unretrievable
form. As much as 45% of the stable run-off is being diverted through human soci-
ety, plus around 5% of the unstable run-off. Human extraction of ground water
enhances the hydrological cycle, and significant changes in the net water flow at
the surface are induced by the creation of artificial lakes or reservoirs and (working
in the opposite direction) by drainage of swamps and other humid soils.

Unstable run-off
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Figure 2.98 Schematic picture of human interference with river run-off. The rates are given
in units of 10° m® of water per year. The “stable” part of the run-off is the part maintained
by ground water flow plus the part associated with regulated reservoirs.

Based on Lvovitch (1977).
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The amounts of latent energy moved by irrigation and subsequent evaporation
and condensation are several times larger than the waste heat presently associated
with direct anthropogenic energy conversion. But rather than changing the energy
content of the atmosphere (as in urban “heat islands”), the effect of irrigation is to
speed up the hydrological cycle. This could have climatic effects beyond the hydro-
logical cycle, which, as demonstrated, for example, by the model calculations
described in section 2.3.1, is strongly coupled to the general circulation and temper-
ature distribution.

The general circulation of the oceans has also been affected by human activities.
In this context, the regulation of rivers by building dams (in connection with hydro-
power) or canals (usually for transportation) may play a role by causing an “unnatu-
ral” timing of the peak run-off into the oceans or by diverting the run-off to other
parts of the oceans than those originally receiving the river water. Few such
planned engineering enterprises have been undertaken in open oceans, but a number
of proposals have been put forward that could invoke large-scale climatic changes.
An example is the proposal for building a dam across the Bering Strait and pump-
ing water from the Arctic Ocean into the Pacific Ocean. Thereby, new warm water
would be pulled into the Arctic region from the Atlantic Ocean, where it might
melt the sea ice (the same might be achieved by spraying soot on the ice to reduce
its albedo). Another example is the artificial upwelling of cold and nutrient-rich
water into surface regions, with the purpose of increasing biomass production (e.g.,
in the tropical ocean surfaces, where the net radiation is abundant and the supply of
nutrients is the main limiting factor) or energy production (thermal or salinity gradi-
ent conversion, see Chapter 4). Primary climatic effects might be increased foggi-
ness in summer and increased heat flux in winter (Wilson and Matthews, 1971).

Concern has been expressed over the effect of oil spills (from tankers, offshore
drilling, etc.) on the ocean—atmosphere interface (Wilson and Matthews, 1970). At
large oil concentrations, the heat fluxes may become impeded, but even at small
concentrations wave motion is damped (particularly the short-wavelength wave
components near the crests), and thus the transfer of kinetic energy from the atmo-
sphere to the oceans may be diminished, with consequences for the circulation in
the oceans as well as in the atmosphere.

Direct interference with the energy cycle takes place in connection with rain
making (seeding clouds with condensation or freezing nuclei, such as silver iodide
crystals) or rain prevention (hail suppression, hurricane control). The possible cli-
matic effects have not been adequately studied, and they presumably depend
strongly on the circumstances of a given operation, e.g., whether the provoked pre-
cipitation is subsequently transferred by evapotranspiration or by surface run-off.

Particle emissions (e.g., from industry) in a certain size range may provide an
unintended source of cloud condensation nuclei. It is estimated (Hobbs et al., 1974)
that a relatively small number of suitable particles may affect the hydrological cycle
in a globally significant way. All activities that may affect cloud structure, cloud
cover, and cloud height have the potential of inducing climatic changes brought
about by the influence on the radiation climate (short- and long-wavelength) and on
the hydrological cycle.
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2.4.2.6 Aerosols

Only particles with suitable properties, related to crystal structure for freezing
nuclei and solubility for water condensation nuclei, can serve as cloud nuclei.
The concentration of such particles is estimated as (4—10) X 1073 m ™3 over oceans
and 4X 10 *m™> over continents, their production rate being estimated as
4 X 10*® y~!. Their average mass is 10~ 2° kg (Twomey and Wojciechowski, 1969).
This is only a small fraction of the total particle content in the atmosphere
(cf. Fig. 2.34), and the production rate is only about 0.1% of total anthropogenic
emissions (cf. section 2.3.1). The remaining particles influence climate primarily by
scattering and absorption of radiation.

A layer of particles implies quite complex processes, in which radiation is
(multiply) scattered, absorbed, or transmitted, with each subprocess depending on
the wavelength of radiation as well as on the properties of the particle (aerosol) on
which the radiation is scattered. The net result is a modified albedo of the
Earth—atmosphere system containing an aerosol layer, as well as a modification in
the amount of upward radiation from the Earth’s surface into space. The modified
albedo is expected to be larger when the aerosol layer is present, leading to less
radiation incident on the Earth’s surface, which again constitutes a cooling effect.
On the other hand, the presence of the aerosol layer is expected to decrease the
amount of radiation from the Earth’s surface back into space. Therefore, the tem-
perature at the surface increases, implying a heating effect. It has been estimated
(Reck et al., 1974) that the cooling effect dominates if the albedo a, of the Earth’s
surface is below 0.6 and that the heating effect dominates if a, is above 0.6
(snow and ice), fairly independently of other parameters (note that albedos used
here all refer to short-wavelength radiation).

Globally averaged, there is thus little doubt that an increase in atmospheric
aerosol content will lead to a decrease in temperature, but in the polar region
there will be a delicate balance between cooling and heating effects. The average
albedo at high latitudes is about 0.6 for the combined Earth—atmosphere system
(Raschke et al., 1973), but higher for continental ice sheets (Greenland and
Antarctic). At low latitudes, the surface albedo ay is considerably smaller than the
Earth—atmosphere albedo ag, due to the influence of clouds, but in polar regions, a,
and aq are more similar. It may thus be expected that the addition of particles in
Arctic regions may have a slight warming (ice melting) effect, while the effect at
lower latitudes is definitely cooling.

The magnitude of the cooling effect caused by increased aerosol load in the
atmosphere was first studied by Rasool and Schneider (1971) and others at the
same time. Figure 2.99 shows the amount of incoming (short-wavelength) radiation
absorbed by the Earth—atmosphere system (including an aerosol layer), as a func-
tion of the dimensionless optical thickness L of the aerosol layer (a measure of the
amount of aerosols present),

L= Jaabsdsz Jl_ldsz Jdl/[,
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Figure 2.99 Absorption of short-wavelength radiation by the Earth—atmosphere system with
an aerosol layer, as a function of the optical thickness L™ of the aerosol layer in visible light.
The absorbed flux Ay is related to incoming radiation and albedo of the Earth—atmosphere
system by Ag = E}" (1 — ap). The figure also shows the long-wavelength re-radiation into
space, EI, as a function of the optical thickness L™ of the aerosol layer in infrared light

(top scale), for a range of surface temperatures T (right-hand scale).

Based on Rasool and Schneider (1971).

where o, is the absorption cross-section per unit volume, / is the mean free path
of light due to aerosol absorption, and 7 is the intensity of the radiation. In all cases,
averages over wavelengths should be performed, but often the calculation simply
uses one “characteristic” wavelength, in the present case A =5.5 X 10”7 m, corre-
sponding to visible light. The corresponding optical thickness will be denoted L™.
The interval of uncertainty indicated represents the lack of knowledge of the
absorptive properties of the individual aerosols, the nature of which has not been
specified. The calculation of Rasool and Schneider assumes that the aerosol layer
lies between the surface and an altitude of 1000 m (cf. Fig. 2.34). It further assumes
a 50% cloud cover and an aerosol size distribution proportional to r~* for the
(approximate) calculation of multiple Mie scattering (cf. section 2.3.1).

For long-wavelength radiation, the Mie scattering cross-section is much smaller
than for wavelengths in the visible range, as seen from Fig. 2.43. Rasool and
Schneider assume that the ratio of optical thicknesses for infrared (taken as
A= 10" m) and visible radiation is

L™ /L™ = 0.108.

Thus, infrared radiation to space is little affected by the presence of an aerosol
layer, relative to the influence on the transmission of visible light. In Fig. 2.99, an
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L" scale is added at the top, and curves representing the long-wavelength radiation
to space are drawn (thin lines) for different values of the surface temperature, T,
i.e., the Planck radiation temperature of the upward radiation spectrum [cf. (2.3)].
The optical aerosol thickness at present is believed to be around 0.1. The
figure indicates that in order to decrease the average surface temperature by one
degree, the aerosol content would have to be increased by a factor of 1.5—2.0. For
the average residence time around 15 days mentioned for atmospheric particles in
section 2.3.1, the particle emission, which increases the atmospheric load by a fac-
tor of two, can be taken as twice the present level. Thus, if 20% of the emissions
(including emission of gases that later form particles) at present are of anthropo-
genic origin, then a doubling of the total amount would require a sixfold increase of
the anthropogenic emissions.

The newest climate model calculations mentioned below under “carbon dioxide”
all include a model for aerosol content in the atmosphere.

2.4.2.7 Carbon dioxide

Gaseous emissions into the atmosphere may entail environmental side-effects and
may affect human health. Such pollution has been demonstrated, for example, in
connection with sulfur oxides from fossil fuel combustion and with photochemical
smog. However, trace gases may also interfere directly with climate, by altering
components of the radiation fluxes. As can be seen from Fig. 2.40, H,O and CO,
are very important absorbers in the infrared wavelength region, particularly for
wavelengths above 107> m, where the peak of the long-wavelength radiation to
space is situated. It is thus to be expected that an increase in the atmospheric con-
tent of these absorbers will lead to a higher temperature in the troposphere as well
as on the Earth’s surface. The present content of CO, is already big enough to
imply a nearly total absorption at A=1.5X 10> m. It is therefore unlikely that
even a dramatic increase in CO, could have consequences similar to the addition of
a small amount of NHj (temperature changes globally averaging something of the
order of 10°C or more), discussed earlier in this section. However, a temperature
change of just 1 or 2° globally may have serious effects on climate, particularly
if the local temperature change is amplified in sensitive regions, such as the polar
regions.

As shown in Fig. 2.92, a little over half of the anthropogenic CO, emissions are
accumulating in the atmosphere, but it is difficult to determine precisely the magni-
tude of future emissions that would lead to a specific temperature increase, owing
to the non-linear absorption response at the specific radiation wavelengths charac-
terizing each gas contributing to greenhouse warming (cf. Fig. 2.40).

Numerous calculations estimating the climatic effects of doubling the atmo-
spheric CO, content have been performed over the years. An early model by
Manabe and Wetherald (1967) used a global average one-dimensional (height) tem-
perature distribution, taking into account both the changes in radiation components
and the change in the turbulent (convective) fluxes from the surface, as a function
of CO, content. Assuming a fixed relative humidity and cloudiness, a doubling of
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the CO, concentration in this calculation implied a temperature increase at the
Earth’s surface amounting to 2.4 K. A later three-dimensional equilibrium model
used by Manabe and Wetherald (1975) employed the techniques described in
section 2.3.1, but with the idealized topography discussed in section 2.3.2 in
connection with the joint ocean—atmosphere model of the same authors. No
seasonal variations of radiation were considered in that calculation, with no oceanic
heat transport, and the cloud cover was fixed at 0.5. Test computations starting with
substantially different initial conditions gave equilibrium temperature distributions
that concurred with each other to better than about 1 K. Figure 2.100 shows the
hemispherical longitude averages of temperature for the calculation with CO, con-
tent doubled, minus the corresponding temperatures for a reference calculation
(CO, mixing ratio 4.56 X 10~7 by mass). In the stratosphere, the doubled CO, con-
tent leads to a net cooling, while the troposphere is heated. The temperature at mid-
heights is increased by about 3 K, while the surface temperature is increased by
2—-3 K, except in the polar region, where the temperature increases by up to 10 K.
The sensitivity of the polar region is associated with the possibility of large albedo
changes, primarily connected with ice melting. The model predicts a poleward
movement of the border of the ice cap by about 10°, plus a reduction in the thick-
ness of snow cover. The latter is due to reduced snowfall (in the polar region),
while the total amount of precipitation increases at all latitudes, as a result of dou-
bling CO,. For this reason, the latent heat upward flux (evaporation) increases sig-
nificantly, and the warming of the troposphere by a greenhouse effect is due to the
combined absorption of radiation by water vapor and CO,. The effective tempera-
ture T, of the entire Earth—atmosphere system is increased by roughly 0.6 K, but
the authors warn that the strong interconnection between the CO, cycle and the
hydrological cycle that the model has indicated may necessitate the inclusion of a
predictive equation for the cloud cover in their model.
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Figure 2.100 Calculated change in longitude-averaged temperature distribution (K) in the
atmosphere over the Northern Hemisphere, as a result of doubling the concentration of
carbon dioxide.

Based on Manabe and Wetherald (1975).
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Finally, Fig. 2.101 gives the results of a recent modeling effort using a grid with
spatial resolution 2.5° X 3.75° combined with 19 atmospheric height levels and 20
oceanic depth levels (Mitchell er al., 1995; Mitchell and Johns, 1997). The model is
transient, starting with realistic data from about the year 1860 and following the
development under conditions of changing CO, emissions as well as taking into
account the sulfate aerosol negative forcing. Model output for the present era sub-
stantially agrees with observed data, and Fig. 2.101 shows the geographical
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Figure 2.101 (a,b) January and April surface temperature changes for the mid-21st century,
from a transient climatic model including both CO, increase (roughly doubling) and sulfate
aerosol forcing (average 2050—2059 minus 1990—1999, in °C). (c,d) July and October
surface temperature changes for the mid-21st century, from a transient climatic model
including both CO, increase (roughly doubling) and sulfate aerosol forcing (average
2050—2059 minus 1990—1999, in °C).

Panels a and b: Based on HADCM?2-SUL run by Mitchell and Johns, 1997; data source IPCC
Data Distribution Centre (1998). Panels ¢ and d: Based on HADCM2-SUL run by Mitchell
and Johns (1997); data source IPCC Data Distribution Centre (1998).
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Figure 2.101 (Continued).

distribution of calculated change between surface temperatures around 2055 and
those characterizing the 1990s for each season, averaged over period of 10 years.

Compared to the earlier calculation, the only significant change is the cooling
effect of particles in the atmosphere, which is strong at present and in the near
future (giving a very complex temperature modification pattern), but diminishes in
importance toward the end of the period because of assumed reductions in sulfate
aerosol emissions from power plants and other activities, as environmental regula-
tion introduced in many countries today is making itself felt globally. The average
warming from the doubled CO, is about 2.5°C.

There is a continued effort to include more and more realistic effects in the
climate simulation models. The effort includes differentiating between different
residence times of different greenhouse gases (rather that lumping them together as
an “effective CO, emission”); improving modeling of cloud and water vapor in
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general, of oceanic transport, and of transfer of heat and particles between oceans
and atmosphere; and, of course, refining the grid resolution and accuracy of
topography.

Support for the correctness of the calculated persistence in the atmosphere of
greenhouse gases has recently come from the analysis of a climatic change that
occurred 55 million years ago and that is interpreted as having been caused by sud-
den release of methane from sedimentary hydrides. The residence time found by
the sediment core study is 120 000 years (Norris and Rohl, 1999).

It is not the intention here to give an extensive list of possibilities for human
interference with climate. In brief, it may be stated that life, and in particular
human life, is sensitive to even very small changes in certain critical elements.
Among these, a well-established case is that of ultraviolet radiation penetration to
the surface, which, as discussed in section 2.3.1, depends on the presence of definite
trace gases in the stratosphere (see Fig. 2.38). In particular, it has been suggested
that the ozone concentration may be very sensitive to various human activities,
such as aircraft combustion products (see, for example, Alyea et al., 1975), chloro-
fluoromethanes (see, for example, Wofsy e al., 1975), and nitrous oxide, N,O,
from increased use of fertilizers in agriculture (Johnston, 1977) (cf. section 2.4.1).
In the two latter cases, the gases in question are very inert in the troposphere, but
may become catalysts for chemical processes in the stratosphere by which ozone is
depleted. The modeling of these changes, and their induced modifications of the
radiative spectrum (Cutchis, 1974), was one of the first climate calculations under-
taken. It involves a detailed knowledge of the chemistry and photochemistry of the
atmosphere, together with the general atmospheric models describing the circulation
and other physical processes, in particular the mixing and diffusion processes
between the stratosphere and the lower atmosphere.

As a result of these calculations, international agreements on the reduction of
emissions affecting the ozone content in the atmosphere have been reached, and
similar agreements may theoretically be forthcoming regarding the curbing of
greenhouse gas emissions. The very substantial economic implications involved are
discussed in Chapters 7 and 8.

2.5 Inclusion of non-radiative energy flows

2.5.1 Vertical transport in the atmosphere

If the transport of sensible or latent energy is governed by the gradients of tempera-
ture and humidity, it may be described by the diffusion equation (see, for example,
Sellers, 1965)

ar o ( or
a2 (ka_z>’ (2.28)

where k is the diffusion coefficient and the z-axis is in the vertical direction.
Considering a quasi-stationary situation (the partial derivatives of T with respect to
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time ¢ as well as with respect to horizontal directions x and y being considered
negligible), (2.28) may be integrated to give

T tant = 25 (2.29)
— = constant = . .
0z p(O)Cp

The change in stored sensible heat in a small volume dx dy dz close to the
ground is

AW /dt = p(0) dx dy dz cp(dT /dt),
and the sensible heat flux per unit area is thus

1 dween dr
wdy arPOerdzg

dE:::eVlS —

Insertion of this into (2.28) explains the form of the constant used on the right-
hand side of (2.29).

The vertical transport of water vapor through the laminar boundary layer may
also be taken as a diffusion-type process and is given by the equation analogous to
(2.29),

aq _ Eiat
oz  p(O)L,’

(2.30)

where ¢ is the specific humidity. The molecular diffusion coefficient in air is of the
order of k=2X 10> m?s ",

Considering the vertical change in the horizontal velocity u of the air, the
expression analogous to (2.29) or (2.30),

k— = 2.31
P =, 2.31)

represents the shearing stress acting on the ground (or more generally on a horizon-
tal unit area). 7 has the dimension of force per unit area or pressure.

Above the laminar boundary layer, transport usually takes place by turbulent
convection. The mass motion may be considered as consisting of overlaying eddies
of varying size, eventually superimposed on a laminar flow. The fact that laminar
flow is, in general, horizontal or nearly horizontal near the ground implies that all
vertical transport is related to eddy motion.

It is now assumed (Rossby, 1932) that the expressions (2.29)—(2.31), based on
molecular diffusion theory, can also be applied in the region of turbulent motion,
provided that the coefficient k is given an effective value. This eddy diffusion
parameter is no longer constant. It will depend on the quantity being transported
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and on the velocity field of the atmosphere, i.e., k will be a time-dependent function
of the height z. The picture of turbulent transport given here is equivalent to the
mixing length formulation used in the discussion in section 2.1.1 of convective
transport in stellar atmospheres. The eddy diffusion parameter k is related to the
mixing length / by

_p ou

k
0z

If the temperature profile is approximately adiabatic,

dr dTr —cyTdP
ar . (¢L _ v ldl (2.32)
dZ dZ adiabatic cp P dZ

(P is pressure, cy is the heat capacity at constant volume), then it has been sug-
gested that the mixing length be taken as proportional to or at least a linear function
of z,

=Kz
or
= k(z+ 29), (2.33)

where k close to 0.4 is von Karmans constant (Prandtl, 1932). Using (2.33) together
with the assumption that the shearing stress 7 (2.31) is independent of z within the
stable atmospheric layer, where the temperature gradient has been assumed to cor-
respond to adiabaticity, then the horizontal velocity varies with height according to

1/2 1/2
u= J (f> _1 (f> log <L> (2.34)
20 P l R \p R20

The lower limit of integration, zo, is the height of the laminar boundary layer,
for which the velocity u becomes zero if the first expression (2.33) for / is used,
whereas for the second expression the velocity u becomes zero at the ground, z = 0.
None of the expressions can be rigorously correct, since the second one, which
gives the correct boundary condition u(z =0) =0, also predicts eddies that extend
to the ground, I(z =0)#0, in contradiction to the basic assumptions regarding the
laminar boundary layer. The first expression correctly predicts /(0) = 0, but cannot
be used to estimate u if z =< z3. The coefficient (7/ p)” 2 has the dimension of veloc-
ity and is often referred to as the friction velocity.

If the eddy diffusion parameter k is left as a function of z [to be determined
empirically rather than using (2.33)], and the heat flux E*" is regarded as indepen-
dent of z, then (2.29) may be integrated,
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Sens < dZ — —
B = | 5 = e~ TO).

According to Budyko (1974), the integral appearing on the left-hand side
depends little on z, in contrast to k, so that the expression offers an empirical
method of determining E{* from temperature measurements. A similar expression
for Ei“’ may be found from (2.30), again replacing the molecular diffusion coeffi-
cient k by the eddy diffusion parameter as a function of z.

2.5.1.1 Water transport

The transport of water vapor through the lower part of the atmosphere may be
described by equation (2.30), which may be read as an expression of the potential
evaporation from a “wet surface” (i.e., a surface of moisture exceeding the above-
mentioned “critical” value), depending on the distribution of humidity ¢ in the air
above the surface, and on the diffusion coefficient k(z), which again may depend on
the wind velocity, etc.,

B %

. 2.35
L Pk, (2.35)

e =

Within the laminar boundary layer, k may be considered constant, but in the
turbulent layer, k varies. If the integral

Z
J kK ldz
0

can be considered as constant (Budyko, 1974), an integration of (2.35) shows that e
varies linearly with the specific humidity g at some height z above the surface. On
the other hand, if k is identified with the diffusion coefficient for horizontal wind
velocity u (2.31), one obtains, similarly to (2.34),

Z r —-1/2 2
J k'dz=r"" () log (Z> =k 2u! (log <Z>)
0 p 20 20
and
AN\ 72
e~ p(q(0)) — q(2)) K’u (log (5)) : (2.36)

Several expressions of this structure or similar ones have been compared with
measurements, where they are found to agree overall but not in specific detail
(see, for example, Sellers, 1965; Sgrensen, 1975).
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The evaporation from ocean surfaces is not independent of the occurrence of
waves. At high wind speeds, surface tension is no longer able to hold the water sur-
face together, and spray droplets are ejected into the atmosphere (whitecaps). Some
of these droplets evaporate before they fall back into the sea, thereby providing a
source of vapor that does not follow the diffusion formulae given above.

Condensation of water vapor in the atmosphere may take place whenever the
vapor pressure of water exceeds that of saturation at the prevailing conditions.
However, if no condensation nuclei are present, the vapor may become supersatu-
rated. One source of condensation nuclei that is of particular importance over
oceans is the salt particles left over from the spray droplets discussed above, after
the evaporation of the water. Typically, the mass of these salt particles is so small
that gravitation can be disregarded, and the salt particles may remain suspended in
the atmosphere for a considerable length of time. Other particles of suitable size
and structure serve equally well as condensation nuclei, and globally the sea-salt
spray particles do not dominate the condensation processes (Junge, 1963).

2.5.1.2 The disposition of water and heat in soils

The penetration of water into soil and the movement of ground water depend
strongly on local conditions, such as the sequence of soil types. Underground aqui-
fers may transport water at moderate velocities, but the average turnover time even
in the regions of active exchange is very slow, 200—300 years, as estimated from
Fig. 2.65.

The ability of soils to store heat absorbed from solar radiation depends on the
heat capacity of the soil, which may be written

Cy = C"my + Cym,, (2.37)

in terms of the heat capacity of dry soil (Cf’y typically in the range
2.0—2.5x10°Tm > K™ ") and of water [C,,~4.2X 10°Tm > K™ or roughly half
of this value for ice (frozen soil)]. The mixing ratios (by volume) m, and m,, are
much more variable. For soils with different air content, m; may be 0.2—0.6 (low
for peat, medium for clay, and high for sand). The moisture content m,, spans the
range from zero to the volume fraction otherwise occupied by air, m, (equal to
about 0.4 for clay and sand, but 0.9 for peat) (Sellers, 1965). In temperate climates
an average value of m,, for the upper soil layer is around 0.16 (Geiger, 1961).

Since the absorption of radiation takes place at the soil surface, the storage of
heat depends on the competition between downward transport and long-wavelength
re-radiation plus evapotranspiration and convective transfer. The thermal conductiv-
ity of the soil, A(z), is defined as the ratio between the rate of heat flow and the
temperature gradient, at a given depth z,

E, = A(Z)Z—Z. (2.38)
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Figure 2.102 Heat conductivity, A, for various soil types, as a function of water content by

volume, m,,.
Based on Sellers (1965).

(Note that by the sign convention previously adopted, z is negative below the soil
surface.) Figure 2.102 gives a rough idea of the dependence of A on the moisture
content for different soil types.

If the downward heat transport can be treated as a diffusion process, equation
(2.28) is valid. Taking the partial derivative of (2.38) with respect to depth (—z),
and assuming that k and A are independent of z (homogeneous soil),

Together with the heat transport equation

OF, ar

o0z dr

(cf. section 2.5.2; in the absence of heat sources, heat sinks, and a fluid velocity in
the soil), this implies the relation

k=)\/C,. (2.39)

Figure 2.103 shows an example of the variation in the monthly average tempera-
ture as a function of depth in the soil. The time variation diminishes with increasing
depth, and the occurrence of the maximum and the minimum is increasingly
delayed. These features are direct consequences of the diffusion approach, as one
can easily see, for example, by assuming a periodic temperature variation at the
surface (Carslaw and Jaeger, 1959),

T(z=0,t) =Ty + Tisin wt. (2.40)
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Figure 2.103 Seasonal variations of soil temperature at various depths measured at St. Paul,
Minnesota. In winter, the average air temperature falls appreciably below the topsoil
temperature (z = —0.01 m), due to the soil being insulated by snow cover.

Based on Bligh (1976).

With this boundary condition, (2.28) can be satisfied by

wCs 1/2 wCy 1/2
=Ty + et i + .
T(z,t) =Ty + Trexp (z( 2)\) )sm (wt z( 2)\) , (2.41)

and the corresponding heat flux is from (2.38)

E(f) = —Ty(wC\)%e WO i (42 (9C8) 7 (2.42)
4 1wl Xp| 2 B3 1 w Z N 1) .

The amplitude of the varying part of the temperature is seen from (2.41) to drop
exponentially with depth (—z), as the heat flux (2.42) drops to zero. For a fixed
depth, z, the maximum and minimum occur at a time that is delayed proportional to
IzI, with the proportionality factor (wCS / 2)\)1/ ?. The maximum heat flux is further
delayed by one-eighth of the cycle period (also at the surface).

The approximation (2.40) can be used to describe the daily as well as the
seasonal variations in T and E,. For the daily cycle, the surface temperature is
maximum sometime between 1200 and 1400 h. This temperature peak starts to




Origin of renewable energy flows 183

move downward, but the highest flux away from the surface is not reached until 3 h
later, according to (2.42). While the temperature peak is still moving down, the
heat flux at the surface changes sign some 9 h after the peak, i.e., in the late even-
ing. Next morning, 3 h before the peak temperature, the heat flux again changes
sign and becomes a downward flux. Of course, the strict sine variation may only be
expected at equinoxes.

2.5.1.3 Geothermal heat fluxes

In the above discussion, the heat flux of non-solar origin, coming from the interior
of the Earth, has been neglected. This is generally permissible, since the average
heat flux from the interior is only of the order of 3 X 10'? W, or about
8 X 1072 W m™ 2. Locally, in regions of volcanoes, hot springs, etc., the geothermal
heat fluxes may be much larger. However, it has been estimated that the heat trans-
fer through the Earth’s surface by volcanic activity contributes only less than 1% of
the average flux (Gutenberg, 1959). Equally small or smaller is the amount of heat
transmitted by seismic waves, and most of this energy does not contribute any flux
through the surface.

Although the distribution of heat generation within the solid Earth is not directly
measurable, it may be estimated from assumptions on the composition of various
layers of the Earth’s interior (cf. Lewis, 1974, and Fig. 2.11). Thus, one finds that
most of the heat generation takes place within the rocks present in the Earth’s crust.
The source of heat is the decay of radioactive elements, chiefly potassium, uranium,
and thorium. The estimated rate of generation (see, for example, Gutenberg, 1959)
is roughly of the same order of magnitude as the outward heat flux through the
surface, although there is considerable uncertainty about this.

It is believed that the temperature gradient is positive inward (but of varying
magnitude) all the way to the center, so that the direction of heat transport is pre-
dominantly outward, with possible exceptions in regions of convection or other
mass movement.

A more detailed discussion of the nature of the geothermal energy flux is
deferred to section 3.4.2.

Temperature gradients also exist in the oceans, but it will become clear that they
are primarily maintained not by the heat flux from the Earth’s interior, but by extra-
terrestrial solar radiation coupled with conditions in the atmosphere and in the sur-
face layers of the continents.

2.5.1.4 Momentum exchange processes between
atmosphere and oceans

The mixing and sinking processes sketched above constitute one of the two sources
of oceanic circulation. The other one is the momentum exchange between the atmo-
spheric circulation (winds) and the oceans. The interaction between wind and water
is complex, because a large fraction of the kinetic energy is transformed into wave
motion rather than directly into currents. Although the roughness length over water
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[zo of (2.33), (2.34)] is very small, a strong wind is capable of raising waves to a
height of about 10 m.
The wind stress acting on the ocean surface may be taken from (2.33),

-2
T =p,*V(z1)* <log (i—‘)) , (2.43)
0

where p, is the density of air, x is von Karman’s constant, and z; is a reference
height. When the height variation of the horizontal wind velocity V is logarithmic
as in (2.34), 7 is independent of height. This is true for the lower part of the turbu-
lent layer (the Prandtl layer), within which z; must be taken, and the value of 7
found in this way will remain constant through the laminar boundary layer, i.e., the
force exerted on the ocean surface can be determined from measurements in a
height z; of, say, 10 m.

However, the approach may be complicated by the motion of the water surface.
If waves are propagating along the water surface in the direction of the wind, one
may argue that the stress should be proportional to the square of the relative veloc-
ity (V— Uw)z, where U,, is the wave velocity, rather than to the square of V alone.
Further, the roughness parameter z, may no longer be a constant, but may depend
on the wave velocity as well as on the wave amplitude. Given that the waves are
formed as a result of the wind stress 7, this implies a coupled phenomenon,
in which 7 initiates wave motion, which again modifies 7 as a result of a changed
surface friction, etc. There is experimental evidence to suggest that z, is nearly
constant except for the lowest wind velocities (and equal to about 6 X 10> m;
Sverdrup, 1957).

The mechanism by which the surface stress creates waves is not known in
detail, nor is the distribution on waves and currents of the energy received by
the ocean from the winds, or any subsequent transfer (Pond, 1971). Waves may
be defined as motion in which the average position of matter (the water “parti-
cles”) is unchanged, whereas currents do transport matter. This may also be
viewed as a difference in scale. Waves play a minor role in the atmosphere,
but are important in the hydrosphere, particularly in the upper water layers, but
also as internal waves. The reason is, of course, the higher density of water,
which allows substantial potential energy changes to be caused by modest
lifting heights.

2.5.2 Circulation modeling
2.5.2.1 The basic equations in terms of time-averaged variables

As outlined in section 2.3, the averaging procedure leading to (2.23) may now be
applied to the general Eulerian equation of transport, for any relevant quantity A,

g(pA) + div(vpA) + div(ss) = Sa. (2.44)
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This equation states that the change in A within a given volume, per unit time, is
due to gains from external sources, S,, minus the macroscopic and molecular out-
flow (divergence terms). The macroscopic outflow is due to the velocity field v,
and the microscopic transport is described by a vector s,, the components of which
give the transport by molecular processes in the directions of the co-ordinate axes.

Applying the definitions (2.21)—(2.23), the time-averaged version of (2.44)
becomes

0 -
&(ﬁA*) + div(pv*A* + pv'A’) + div(54) = Sa. (2.45)
If A is taken as unity, (2.44) becomes the equation of continuity (of mass),

gp + div(py*) = 0. (2.46)

The density-averaging method is essential for obtaining the same form as for the
instantaneous values. If A is taken as a component of the velocity vector, (2.45)
becomes [with utilization of (2.46)]

_[ov} " " —— 0
p( 3 + (- grad)vi) + ((divv')pvy) = zj:a—xjr,-j + Foxtis (2.47)

The sources of velocity are the external forces F,,, (gravitational and Coriolis
forces), and the molecular transfer of velocity (or momentum) is given in terms of
the derivatives of the stress tensor 7,

2 ov;  0Ov;
—(s.). =T = — 4 A : .+ L4 2
(SV/)I Tij (P (77 3 77) p le(V)) 6’] np (an axi> ’

where P is the thermodynamic pressure, 1 and 17/ are the kinematic and volume
viscosities, “and 0; is the Kronecker delta (Hinze, 1975). In the last term on the
left-hand side of (2.47), the divergence operator div = ZJ@/ Ox; is supposed to act
on all three factors v;p v;" following.

It is clear from the equation of motion (2.47) that the large-scale motion of the
atmosphere, v*, cannot generally be described by an equation that depends on only
averaged quantities (for a discussion of early attempts to achieve such a description,
see Lorenz, 1967). The divergence term on the left-hand side describes the influ-
ence of small-scale turbulent motion on the large-scale motion. It is usually referred
to as the eddy transport term.

Apart from the well-known pressure gradient term, the contributions from the
stress tensor describe the molecular friction forces. These may be important for
calculations of energy transformations, but are often left out in calculations of

* The viscosities are sometimes taken to include the factor p.
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general circulation (Wilson and Matthews, 1971). According to Boussinesq
(1877), it may be possible to approximate the eddy transport term by an expres-
sion of the same form as the dynamic viscosity term [see (2.60)], introducing an
effective “eddy viscosity” parameter similar to the parameter k considered above
in connection with the turbulent transport of heat from the Earth’s surface to the
boundary layer [the Prandtl layer, extending about 50 m above the laminar
boundary layer and defined by an approximately constant shear stress 7 in expres-
sions like (2.34)].

The difference between the scales of vertical and horizontal motion makes it
convenient to define separate velocities w and V,

v=w-e)e,+(v—(v-e)e,)=we,+V,

and split the equation of motion (2.47) into a horizontal part,

ov* ov* o ——
D +(V* . grad)V* + w* + —(pw'V’) = —grad P — pfe, X V*,
ot 0z 0z

(2.48)

and a vertical part, which, as mentioned, can be approximated by the hydrostatic
equation,

Z_P = —gp. (2.49)
Z

In (2.48), the molecular friction forces have been left out, and only the vertical
derivative is kept in the eddy term. This term thus describes a turbulent friction, by
which eddy motion reduces the horizontal average wind velocity V*. The last term
in (2.48) is due to the Coriolis force, and

f=2Qsin ¢,

where () is the angular velocity of the Earth’s rotation and ¢ is the latitude.

As a lowest-order approximation to the solution of (2.48), all the terms on the
left-hand side may be neglected. The resulting horizontal average wind is called the
geostrophic wind, and it depends on only the pressure gradient at a given height and
a given geographical position. The smallness of the left-hand terms in (2.48), relative
to the terms on the right-hand side, is, of course, an empirical relationship found spe-
cifically in the Earth’s atmosphere. It may not be valid for other flow systems.

The large-scale horizontal wind approaches the geostrophic approximation when
neither height nor latitude is too small. At lower heights the turbulent friction term
becomes more important (up to about 1000 m), and at low latitudes the Coriolis
term becomes smaller, so that it no longer dominates over the terms involving local
time and space derivatives.
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In analogy to (2.47), the averaging procedure may now be applied to the general
transport equation for some scalar quantity, such as the mixing ratio for some minor
constituent of the atmosphere. Equation (2.47) then becomes

A* A* N
5 A, (V* . grad)A* + w* ATy | g(pw/A’) =S, (2.50)
ot 0z 0z

The source term on the right-hand side indicates whether the substance in ques-
tion is created or lost, for example, by phase changes or chemical reactions. S, will,
in general, depend on all the state variables of the atmosphere, the air velocity, and
the mixing ratios for other constituents. In an approximate manner, the source term
may be taken to depend only on the average values of its parameters (Wilson and
Matthews, 1971),

SA = SA(ps Ps V*yW*aAj*)

The ideal gas approximation to the equation of state for the air reads, in aver-
aged form,

P=RpT*/p, (2.51)

where R/u =~ 280 m? s 2K ™' up to a height z of about 90 km, above which level
the molecular weight drops quickly. Eventually, a correction depending on humidity
may be incorporated into (2.51).

Temperature is often replaced by a variable called the potential temperature,
defined by

(cp—cv)/cp (cp—cvy)/cp
P P
0= T(—O> or 0*=T* (—0) , (2.52)
P P

where the constant P, is usually taken as the standard sea-level pressure
(10° N m™~?). The significance of the potential temperature is that it is constant
during processes that do not change entropy. Figure 2.104 shows an example of
latitude variations of 6* and T* based on the same data.

The first law of thermodynamics states that the change in internal energy per
unit mass is given by

cy dT = p~ldw™ = —pd(p~ ') + Q dt, (2.53)

where Q is the amount of heat added to the system (an air parcel of unit mass) per
second. As in (2.48), the molecular friction (which also produces heat) will be left
out. From the definition of specific entropy s, one obtains

T ds=cpdl — p 'dP,
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Figure 2.104 Distribution of seasonal (October—March) and longitudinal average of
temperature 7 and potential temperature ¢ for the Northern Hemisphere.
Based on Lorenz (1967).

and by introducing the potential temperature (2.52),
ds = cp0'do.
Inserting this into (2.53), the time derivative of 6 is obtained,

do 0 (PO)(CPCV)/CP

This is the source term to be entered on the right-hand side of the expression
(2.50) for the averaged potential temperature,

_ 80* ao* a P@ PO (CP_CV)/CP
— +(V* - grad)d* + w*— | —(pw'0') = —= | — . 2.54
f’(at (V" - grad) Waz>az(pw ) CP<P 2.54)
Again the last term on the left-hand side describes an amount of heat lost from a
given volume by small-scale vertical eddy motion. The external heat sources
are radiation and, according to the implicit way of treating latent heat, the heat of
condensation of water vapor (plus possibly other phase change contributions),

pQ=R+C,

where R is the amount of heat added to a unit volume by radiation and C is the
contribution from condensation processes.

For the approximations considered, a complete set of equations for the atmo-
sphere is constituted by (2.46), (2.48), (2.49), (2.54) and a number of equations
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(2.50), the most important of which may be that of water vapor. Auxiliary relations
include the equation of state, (2.51), and the equations defining the potential tem-
perature (2.52), the heat sources, and the source functions for the other constituents
that have been included in (2.50). The water vapor equation is important for calcu-
lating the condensation contribution to the heat source function Q. The calculation
of the radiative contribution to Q involves, in addition to knowing the external radi-
ation input from space and from continents and oceans as a function of time, a
fairly detailed modeling of those constituents of the atmosphere that influence the
absorption of radiation, e.g., ozone, water in all forms (distribution of clouds, etc.),
and particulate matter.

2.5.2.2 The atmospheric heat source function

Alternatively, but with a loss of predictive power, one may take Q as an empirical
function, in order to obtain a closed system of equations without (2.50), which—if
the turbulent eddy term is also left out—allows a determination of the averaged
quantities V*, w*, p, P and T* or 6*. Any calculation including the dissipation by
turbulent eddies must supplement the equations listed above with either the equa-
tions of motion for the fluctuations V' and w/, or (as is more common) by some
parametrization of, or empirical approximation to, the time averages pw'V’, pw'0’
and eventually pw'A’.

Figure 2.105 shows an empirical heat source function for two different seasons,
but averaged over longitudes. This function could be inserted on the right-hand
side of (2.54) to replace pQ/(cpp) (the proper SI unit would be K s~ ! and not
K day " as used in the figure). The different contributions to the heat source func-
tion are shown in Figs. 2.106 and 2.107. Figure 2.106 shows the net radiation dis-
tribution, R, over the atmosphere (bottom) and the net condensation (condensation
minus evaporation) of water vapor in the atmosphere, C (both in units of cp).
These two contributions constitute the truly external heat sources Q, but the total
diabatic heating of the atmosphere illustrated in Fig. 2.105 also includes the
addition of sensible heat by the turbulent eddy motion described by the last term

June—Aug. Dec—Feb.

—
0.4

30

Pressure P (10° N m™2)

Latitude ¢ (deg)

Figure 2.105 Height and latitude distribution of total diabatic heating (pQ /cpp), averaged over
longitude and season (eft: June— August, right: December—February). The unit is K (day) ™.
Based on Newell er al. (1969).
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Figure 2.106 Height and latitude distribution of heat added to the atmosphere as a result
of condensation of water vapor, C (top) and radiation, R (bottom). Both are in units of
(cp deg day ') and averaged over longitude and the period December—February.

Based on Newell ef al. (1969).
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Figure 2.107 Height and latitude distribution of heat added to the atmosphere by turbulent
transport of sensible heat from the Earth’s surface, in units of (¢, deg day ') and averaged
over longitude and the period December—February.

Based on Newell ef al. (1969).
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on the left-hand side of (2.47). Figure 2.107 gives the magnitude of this “heating
source” by the quantity

o
5 T/ p.
Z

The diabatic heating contributions integrated over a vertical column through the
atmosphere are indicated in Fig. 2.108. The difference between radiation absorbed
and re-emitted from the atmosphere, £’ is negative and fairly independent of lati-
tude. The heat of condensation, which is approximated by the precipitation rate r,
times the latent heat of vaporization L,, varies substantially with latitude, depending
primarily on the distribution of land and ocean surfaces. The heat added to the
atmosphere by turbulent convection is equal to the net sensible heat flow at the
Earth’s surface, with opposite sign, i.e., —E*. The sum of the three contributions
shown in Fig. 2.108 is not zero, but has to be supplemented by the transport of sen-
sible heat in the atmosphere, between the different latitude areas. However, this is
exactly what the equations of motion are supposed to describe.

Energy flux (W m~2)

-90 -60 -30 0 30 60 90
Latitude ¢ (deg)

Figure 2.108 Components of the net energy flux passing the atmosphere, averaged over
longitude and the year. E/ is the net radiation flux, L, is the heat gained by condensation
of water vapor, and —E;*" is the turbulent flux of sensible heat from the Earth’s surface to
the atmosphere (i.e., the same quantities appearing in Figs. 2.106 and 2.107, but integrated
over height). The deviation of the sum of the three quantities from zero should equal the heat
gain from horizontal transport of sensible heat (F3").

Based on Sellers (1965).
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2.5.2.3 Separation of scales of motion

The averaging procedure discussed in conjunction with (2.23) presumes that a
“large” and a “small” scale of motion are defined. This may be properly done by
performing a Fourier analysis of the components of the wind velocity vector, or of
the wind speed Ivl. It is convenient to consider the variance of the wind speed
(because it is proportional to a kinetic energy), defined by (¥ - ¥). The brackets ()
denote average over a statistical ensemble, corresponding to a series of actual mea-
surements. Writing the spectral decomposition in the form

%(‘7 V) = Jm S(w)dw = Jw wS(w) d(logw),
0 0

one obtains a form-invariant spectral function S(w), which is shown in Fig. 2.109,
based on a modern version of a pioneering measurement effort made by Hoven
(1957). The peaks exhibited by the spectrum vary in magnitude with the height of
measurement (cf. Fig. 3.37).

A striking feature of the spectrum in Fig. 2.109 (and the analogues for other
heights) is the broad gap between w~0.5h™ " and w~20h~". A large number of
measurements have confirmed that the existence of such a gap is an almost universal
feature of the wind speed spectrum. Its significance is to provide a clear distinction
between the region of large-scale motion (w < 0.5 h™ ') and the region of small-scale
(eddy) motion (w = 5 h™"). The existence of the gap makes the time-averaging pro-
cedure in (2.21) easy and makes the exact choice of At insignificant over a reason-
ably large interval, so that the resulting large-scale motion is not critically dependent
on the prescription for time averaging. One should be warned, however, not to con-
clude that the gap in Fig. 2.109 indicates that large-scale motion and small-scale
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Figure 2.109 Wind speed variance spectrum 7 m above ground, based on three different
measurements.
The main part from Petersen (1974, cf. Sgrensen, 1995).
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motion are not coupled. It is not necessary for such couplings to involve all interme-
diate frequencies; on the contrary, distinct couplings may involve very different
scales of motion in a straightforward way. Examples of this are evident in the equa-
tions of motion, such as (2.48), which allows kinetic energy to be taken out of the
large-scale motion (V*) and be put into small-scale motion (pw’'V’) or vice versa.

Thus small- and large-scale motions in the atmosphere are well-defined
concepts, and no accurate model of the atmospheric circulation can be obtained
without treating both simultaneously. Current modeling, both for short-term behav-
ior of the atmospheric circulation (“weather forecasts”) and for long-term behavior
(“climate change”), uses averaged values of terms coupling the scales and thus
effectively only includes large-scale variables. This is the reason for the poor valid-
ity of weather forecasts: they remain valid only as long as the coupling terms
involving turbulent (chaotic) motion do not change. For climate modeling, the
constraints offered by the system boundaries make the model results valid in an
average sense, but not necessarily the detailed geographical distribution of the mag-
nitude of climate variables. This also means that the stability of the atmosphere,
which as mentioned in section 2.4 is not in its lowest energy state, cannot be
guaranteed by this type of calculation and that the atmosphere could experience
transitions from one relatively stability state to another (as it has during its history,
as evidenced by the transitions to ice ages and back).

Furthermore, since the motion within the atmosphere is not capable of carrying
out all the necessary transport of heat (see Fig. 2.48), an accurate model of the cir-
culation of the atmosphere is not possible without including the heat transport
within the ocean—continent system (ocean currents, rivers, run-off along the sur-
face, and, to a lesser extent, as far as heat transport is concerned, ground water
motion). Such coupled models are considered below, after introducing the energy
quantities of relevance for the discussion.

2.5.2.4 Energy conversion processes in the atmosphere

The kinetic energy of the atmospheric circulation can be diminished by friction,
leading to an irreversible transformation of kinetic energy into internal energy
(heat). In order to make up for frictional losses, new kinetic energy must be created
in the atmosphere. This can be achieved by one of two processes, both of which are
reversible and may proceed adiabatically. One is the conversion of potential energy
into kinetic energy (by gravitational fall), and the other is the transformation of
internal energy into kinetic energy by motion across a pressure gradient. In terms of
the averaged quantities (i.e., neglecting terms like pV’ - V'), the kinetic, potential,
and internal energies may be written

; 1
ka — 5ﬁ(v* .VE + W*W*),
Wret = gz, (2.55)

Winl — ﬁch*’
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and the corresponding changes in time

dwkin
dr

oP o —
=V*.grad P—w*— —w'pg —V* - —(pw'V'), (2.56)
0z 0z

obtained from (2.46) by scalar multiplication with v*,

dwret
dt

— S 2.57)

[from the definition in (2.55)] and

dwinl
dr

= —Pdiv(y*) + pQ + V* . ag(pw/V’), (2.58)
/4

which follows from (2.53) by using

p% (%) = div(v)

and adding the heat gained by turbulent convection on the same footing as the
external heat sources pQ (radiation and gain of latent heat by condensation). As
noted by Lorenz (1967), not all potential and internal energy is available for con-
version into kinetic energy. The sum of potential and internal energy must be mea-
sured relative to a reference state of the atmosphere. Lorenz defines the reference
state as a state in which the pressure equals the average value on the isentropic sur-
face passing through the point considered [hence the convenience of introducing
the potential temperature (2.52)].

2.5.2.5 Modeling the oceans

As mentioned in section 2.3, the state of the oceans is given by the temperature 7,
the density p = p,, (or alternatively the pressure P), the salinity S (salt fraction by
mass), and possibly other variables, such as oxygen and organic materials present
in the water. S is necessary in order to obtain a relation defining the density that
can replace the ideal gas law used in the atmosphere. An example of such an equa-
tion of state, derived on an empirical basis by Eckart (1958), is

_x(T,9p

P
1 —Xxop

x(T,9), (2.59)

where x is a constant and x; and x, are polynomials of second order in 7 and first
order in S*.

The measured temperature and salinity distributions are shown in
Figs. 2.67—2.69. In some studies, the temperature is instead referred to surface
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pressure, thus being the potential temperature 6 defined according to (2.52). By
applying the first law of thermodynamics, (2.53), to an adiabatic process (Q = 0),
the system is carried from temperature 7 and pressure P to the surface pressure P,
and the corresponding temperature € = T(P;). The more complex equation of state
(2.59) must be used to express d(1/p) in (2.53) in terms of d7T and dP,

d L) - a—XdP—i- a—XdT,
p opP or

where

X = X1 +XQ(P+x2) _ 1
P+x o
This is then inserted into (2.53) with Q =0, and (2.53) is integrated from (7, P)
to (0, Py). Because of the minimal compressibility of water (as compared to air, for
example), the difference between 7 and 6 is small.

2.5.2.6 Basic equations governing the oceanic circulation

Considering first a situation where the formation of waves can be neglected, the
wind stress may be used as a boundary condition for the equations of motion analo-
gous to (2.47). The “Reynold stress” eddy transport term may, as mentioned in con-
nection with (2.47), be parametrized as suggested by Boussinesq, so that it gets the
same form as the molecular viscosity term and—more importantly—can be
expressed in terms of the averaged variables,

20 0 0 E 0

20y k5 (grad Vi + Ve ) ks (grad v+ Ly,

020z ’pay(gra » oy > 'Oax<gra * "ok )
(2.60)

(divv)pv' ~—k:p

Here use has been made of the anticipated insignificance of the vertical velocity,
w*, relative to the horizontal velocity, V*. A discussion of the validity of the
Boussinesq assumption may be found in Hinze (1975). It can be seen that (2.60)
represents diffusion processes that result from introducing a stress tensor of the
form (2.31) into the equations of motion (2.47). In (2.60), the diffusion coefficients
have not been assumed to be isotropic, but in practice the horizontal diffusivities &,
and k, are often taken to be equal (and denoted K; Bryan, 1969; Bryan and Cox,
1967). Denoting the vertical and horizontal velocity components in the ocean
waters w,, and V,,, the averaged equations of motion, corresponding to (2.48) and
(2.49) for the atmosphere, become

*

oP,,

Y = —op- 2.61
o2 8Py (2.61)
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*xo = 0.698 X 107> m? /kg,
x; = (177 950 + [125T — 7.45T% — (380 + T)1000S) m> /s’

x2 = (5890 + 38T — 0.375T% + 30005)10° N/m?,

where T should be inserted in °C (Bryan, 1969).

ov* aV* o oo
W 4 (VE . grad)V?, —k,—V*—K|[—=+ = |Vv*
o+ Vwoemd) Yo a2t T\ae )

(2.62)

1
= —grad P,, — fe, X V*

w?

0 ., 0
—-K agradv +a—grad Wy

b

where the Coriolis parameter is
V*
f=2Qsin ¢ + “=tan ¢,
Ts

in terms of the angular velocity of the Earth’s rotation, €2, plus the longitudinal
angular velocity of the mean circulation, V} (r, cos )", with ry being the radius
of the Earth.

The boundary conditions at the ocean’s surface are

wi(z=0)=0,
8V*(z_0)

_ (2.63)
Puks oz

=T,

where 7 is the wind stress (2.43). The boundary condition (2.63) [cf. (2.31)] reflects
the intuitive notion that, for a small downward diffusion coefficient, k., a non-zero
wind stress will lead to a steep velocity gradient at the ocean surface. Knowledge
of k, is limited, and in oceanic calculations k, is often taken as a constant, the value
of Wh1ch is around 10 *m? s~ (Bryan 1969)

If the density of water, p,,, is also regarded as a constant over time intervals
much larger than that used in the averaging procedure, then the equation of continu-
ity (2.46) simply becomes

ov* ovy ow*
divy* = 2w 4~ W w o=, 2.64
YW Ty & 2.64)

Since the pressure, P,, in (2.61), is related to temperature and salinity through
the equation of state, (2.59), a closed set of equations for the oceanic circulation
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must encompass transport equations analogous to (2.50) for the average values of
temperature and salinity,

OA*
ot

% 2 2 2 N
+ (V5 - grad)A™ + wjaaiz - kZaa—ZzA* - K(% + aa—yz)A* = S:z. (2.65)
The turbulent diffusion coefficients, k, and K, being phenomenological quanti-
ties, could eventually be chosen separately for temperature, A* = T,,*, and salinity,
A*=§,*, and not necessarily be identical to those used in (2.62) for momentum. If
it is assumed that there are no sources or sinks of heat or salt within the ocean, the
right-hand side of (2.65) may be replaced by zero. The exchange of heat and salt
between the ocean and the atmosphere can then be incorporated into the boundary
conditions, under which the two equations (2.65) are solved,

OTae=0) __E

Pk e (2.66)
ook 20 e o)), 2.67)

Pw oz

Among the chemical reaction terms that have been suggested for inclusion as
source terms, S, in (2.50), are the sulfate-forming reactions found in sea-salt spray
particles (Laskin er al., 2003).

The surface net energy flux £ [cf. (2.18)], the evaporation e, and precipitation
r are variables that link the ocean with the atmosphere, as well as the wind stress
appearing in (2.63). In (2.66), C,, is the specific heat of water.

The above expressions do not include the contributions from ice-covered water.
Bryan (1969) has constructed boundary conditions allowing for formation and melt-
ing of sea ice. Pack ice extending to a depth of less than 3 m is able to move, so
Bryan adds a transport equation for such sea ice in the general form of (2.65) and
with a suitable source term. More recent models include a specific ice cover model
and take into account both melting and sublimation processes (see, for example,
NCAR, 1997).

2.5.2.7 Recent model applications surveyed
in the 4th and 5th IPCC assessment

For several years, climate models have continuously improved, both with respect to
resolution (currently down to about 25 km for the spatial grids used, leading to
some 125 km accuracy of the final calculation results) and with respect to effects
included. Recent models treat sea ice formation and movements, as well as details
of cloud cover and its influence on both water cycle and air properties. To be con-
sidered in the models are the coupling between glaciation, depression and upheaval
of the crust, and the associated changed in sea shorelines (Peltier, 1994; 2004).
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These are not only important for reproducing past climates but also for understand-
ing the effects of ice melting in Greenland and Antarctica. Therefore, modeling
efforts are directed not only at future climates, but also as the past ones as they are
relevant for a basic understanding of climate change, whether anthropologically
induced or not (Kaspar and Cubasch, 2007; Jansen et al., 2007, NOAA, 2010;
Sgrensen, 2011).

The development since the 2007 publication of the 4th Assessment of the
Intergovernmental Climate Panel IPCC has not significantly improved resolution,
but has concentrated on improving those submodels that have failed to reproduce
observed traits. The 5th Assessment Report (IPCC, 2013a,b) is a survey of ongoing
work in this respect, still with many open ends. The original purpose of the [PCC
was to evaluate published work related to climate change, but because the model
improvements are becoming more marginal, scientific journals now only publish
results containing a specific new insight, and the IPCC has therefore increasingly
been basing its model assessment on commissioned computer runs from a selection
of climate science centers. Much of the assessment in and after the 5th report has
had the character of inter-comparison of this set of models, and many of the
Figures in the 5th report show the significant spread of model results from different
models. Because the models include different effects that might influence the global
climate, in addition to the standard inclusion of the effect of greenhouse gases and
other forcing components, the comparison could reveal which additional effects
that are most important, but variance could also be ascribed to differences in the
programming details (or even errors). In any case, the dependence of IPCC on the
centers making these calculations may be the reason that little effort is directed at
identifying the “best” models.

There are more fundamental problems in the way the IPCC is operating. The
Working Group I responsible for modeling the physical aspects of the Earth’s cli-
mate needs input of emissions and other data that may influence the modeling.
The two other working groups dealing with effects of climate change and mitiga-
tion or adaptation options depend on the output from the Working Group 1 cli-
mate models in order to perform their tasks, but such output is not forthcoming
without knowing the input assumptions. These may to an extent draw on the
reflections offered by the Working Groups 2 and 3, but to ease the process, IPCC
has commissioned a set of emission scenarios from an outside group resembling
the setup of the working groups but strongly leaning on the traditional energy
industry, as evidenced by the scenarios created. Probably the reason for regarding
the essential emission scenario input as external to the IPCC mission is historical,
as the first IPCC Assessments just had to use the assumptions of available pub-
lished climate model studies. For many years, these used just a doubling or
quadrupling of greenhouse gas emissions relative to pre-industrial levels, without
any deeper reflections on alternatives to the neo-liberal economic growth model
that has shaped the energy behavior during the last three decades. Considering
the many alternative economic approaches that have been in vogue earlier
and are debated today (such as welfare, socialist or sustainable economies,
cf. Sgrensen, 2016), it would seem a very strong assumption to imbed projections
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by climate modeling aimed to extend centuries into the future into one possibly
short-lived economic mantra.

The emission scenarios commissioned for the 4th Assessment (Nakicenovic
et al., 2000) are based on interview studies, in principle accepting input from any-
one. In reality, NGOs and independent scientists submitted what they saw as the
best scenarios for a sustainable future, while energy industry (and particularly elec-
tric utility companies in Japan) submitted business-as-usual scenarios, often with
some 25 variants. Somebody must have told them that the submissions would be
treated statistically. It is not helpful when Nakienovic et al. warns against using
expressions like “business-as-usual” or “best” scenarios, when the selection proce-
dure has disfavored anything involving new economic paradigms or premature
phasing out of conventional energy resources before their price rises due to shortage
of resources. As a result, the 2001 and 2007 IPCC scenarios became dominated by
fossil growth scenarios, the 100% renewable scenarios in the scientific literature
were treated as anomalies outside the statistical confidence limits, and the only sce-
narios with lower emissions included were described as a stagnation scenario with
little economic development and extensive poverty due to decisions being made
locally and a lack of globalization. The actual development has in several ways
proven these assumptions incorrect. Zero-emission energy technologies are growing
fast, energy efficiency improvement is in some sectors halting energy growth while
maintaining economic revenues, and emissions of particulate matter is declining
faster than assumed in the 4th Assessment.

As a consequence, IPCC has had to modify its emission scenarios for the
5th Assessment. They are now characterized by forcings (see Fig. 7.16 and accom-
panying text) ranging from 2.6 to 8.5 W m~ 2, leading to average global warming
by year 2100 of 1.5 —5.0°C (Moss et al., 2010; IPCC, 2013b). The scenarios are
now recognizing increased energy efficiency but the most promising renewable
energy resources (wind and solar) are hardly used, while bio-energy use is extensive
in three of the scenarios. The high-forcing scenario assumes a 7—8 times increase
in use of coal, relative to year 2000 (Vuuren et al., 2011). The apparently wide
range of scenarios is clearly only a subset of possibilities, representing a very
conventional outlook, and the low-emission IPCC scenario have implications
for social development very different from those associated with the segments of
current societies wishing to see a sustainable future based on renewable energy.

The examples of climate model output given in Figs. 2.110 and 2.111 for tem-
perature and precipitation are taken from what is considered one of the best models
of work underlying the 4th Assessment, not bothering with the small changes in
some of the 5th Assessment runs. The Japanese model behind Fig. 2.110 has
been run from the pre-industrial situation prevailing around 1860, and for various
emission scenarios for future emissions of greenhouse gases. Figure 2.110 picks
the A1B scenario, which is close to the ‘“business-as-usual” scenario (IS92a;
cf. Fig 2.101) of previous IPCC assessments. That scenario was an exponential
growth scenario mainly based on fossil energy resources. The A1B scenario still
assumes that the current 18th-century economic paradigm prevails but recognizes
that in some parts of the world there is a discussion of limited resources and



January temperature rise 1860 to ca. 202
A1B emission scenario (deg. C).

January temperature rise 1860 to ca. 2090
A1B emission scenario (deg. C).

Figure 2.110 (@) January temperature differences from pre-industrial level for 20-year
periods centered at 2020, 2055, and 2090. A1B emission scenario, NIES-MIROC3.2-HI
climate model (Hasumi and Emori, 2004; [IPCC Data Distribution Centre, 2010). (b) Same as
Fig. 2.110a but for July temperature differences (top: 2020, middle: 2055, bottom: 2090).
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(b) July temperature rise 1860 to ca. 2020
A1B emission scenario (deg. C).

7

A1B emission scenario (deg. C).

July temperature rise 1860 to ca. 2090
A1B emission scenario (deg. C).

Figure 2.110 (Continued).
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Figure 2.111 (@) January precipitation differences from pre-industrial level for 20-year
periods centered at 2020, 2055, and 2090. A1B emission scenario, NIES-MIROC3.2-HI
climate model (Hasumi and Emori, 2004; IPCC Data Distribution Centre, 2010). (b) Same as
Fig. 2.111a but for July precipitation differences (top: 2020, middle: 2055, bottom: 2090).
The scale used in Fig. 2.111a and b is shown at the top of the following page. (a and b)
Scale used in figures on the two preceding pages.
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carrying capability of the environment. The emission scenario assumes that a
mixture of fossil, nuclear, and renewable energy resources will be employed, as
dictated by market prices without externalities during the unrestrained economic
growth. Miraculously, world population stabilizes and the CO, concentration in the
atmosphere stabilizes at 720 ppm toward the end of the 21st century (causes
invoked may be the decline in fertility characterizing presently rich countries to
spread, but this is a controversial issue related to the outlook for reducing economic
inequality, inside and between countries, where currently disparity between rich
and poor seem to rise everywhere; Sgrensen, 2016).

Compared to the earlier model results shown in Fig. 2.101, for a doubling of
CO, but relative to about 1995, the new 2055 numbers, expected to represent a
comparable situation, show increased warming, and in contrast to the 2020 results
and the old 2055 values of Fig 2.101, there are now no regions with a lowering of
temperature. Considering the different year of departure, the results can be consid-
ered consistent. These remarks are valid for both the January and the July results.

By 2090, warming is very strong, up to 25°C at the poles, and over 5°C when
averaged over land areas. This is the expected outcome of the lack of political
action characterizing the A1B emission scenario. The warming is predicted to affect
high-latitude Northern areas already in 2020, by 2055 most areas in the northern
United States, Siberia, and China. Mountain areas like the Himalayas experience
strong warming, and both they and the arctic areas are likely to lose large amounts
of ice. By 2090, all inhabited parts of the world are strongly affected, including
South America, Africa, and Australia, and in both January and July.

The calculated effect of climate change on precipitation, shown in Fig. 2.111,
shows a much stronger change than in temperature from pre-industrial times to the
2011—-2030 period, and somewhat less during the rest of the 21st century, except
for a pronounced reduction in the Eastern Equatorial Pacific and an even stronger
increase in the Western Equatorial Pacific. A similar but more divided effect is
seen in the Indian and Atlantic Oceans. This behavior is even stronger in July than
in January. Generally, the dry areas in the northern half of Africa and in the Middle
East become even dryer, and the high-latitude areas more wet. The U.S. Midwest is
becoming dryer during July but is neutral in January, which could have implications
for agriculture there, which is already considerably dependent on artificial irriga-
tion. The opposite is the case for India, getting more summer rain in the southeast
and considerably less in the northwest, including the already dry Rajasthan desert.

There is no conservation of the water cycle through the atmosphere: The amount
of water evaporated from land and sea surfaces and later falling as precipitation
increases, as one would expect due to the general warming.

The studies assessed by the (presently five) IPCC Working Group I reports
have had a considerable effect on making decision-makers aware of the climate
change problem associated with anthropogenic emissions. The success is largely
due to the scientific credibility of the assessments, which was ensured when
IPCC was formed, by following the suggestion by its first chairman, Bert Bolin,
to deviate from the usual United Nations procedure of having governments desig-
nate members of committees (occasionally leading to the nomination of family
members of say African leaders to committees that they had no expertise to be
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on, or to the nomination of energy—industry lobbyists). This was facilitated by
not having IPCC subsumed under one UN agency, but sitting between two. When
UN in 1997 after political pressure from climate change skeptic nations chose to
revert working group member selection to traditional UN rules, Bolin resigned
and the altered role of IPCC blurring the division between scientific assessment
and political recommendations has therefore been questioned (Hulme er al.,
2010). Governments may nominate good scientists to the [IPCC working groups,
but they may also nominate some that can advance a particular government’s
attitude toward acting on the warming threat. The main message in the IPCC
report has, however, remained unchanged and attacks from various lobby groups
have so far not been able to shake its substance. After all, the greenhouse effect
is an established physical fact and although many additional effects that add to
the behavior of climate are important, they largely serve to qualify the
indisputable main effects. Those (e.g., some sunspot scientists) who think that
finding new effects will automatically invalidate classical physics are clearly at
variance with scientific rationality. The situation for the two other working
groups is different and will be dealt with in Chapter 7.

2.5.3 Tides and Waves

Consider a celestial body of mass M and distance R from the center of the Earth.
The gravitational force acting on a particle of mass m placed at distance r from the
Earth’s center may, in a co-ordinate system moving with the Earth, be written

< d’r d? R R
idal __ — / — —
Flidal = mos =mos (R —R)=—mMG <R_’3 R3) ,

where R’ is the position vector of the mass m relative to M. The force may be
decomposed into a radial and a tangential part (along unit vectors e, and e,),
introducing the angle 6 between —R and r and assuming that Irl is much smaller
than IRl and IR’ in order to retain only the first terms in an expansion of R~ 2
around R 2,

2mMGr

tidal ~_
F" ~ 8

(cos20e, + sinf cosfe;). (2.68)

If the particle m is at rest within or near to the Earth, it is further influenced by
the gravitational force of the mass of the sphere inside its radius, with the center
coinciding with that of the Earth. If the particle is following the rotation of the
Earth, it is further subjected to the centrifugal force and, if it is moving relative to
the Earth, to the Coriolis force. The particle may be ascribed a tidal potential
energy, taken to be zero if the particle is situated at the center of the Earth (Bartels,
1957),
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mMGr?

7 cos?f.

-
thdal — J Fndal X e,dr —
0

If the particle is suspended at the Earth’s surface in such a way that it may adjust
its height, so that the change in its gravitational potential, mgz, can balance the tidal
potential, then the change in height, z = Ar, becomes

_ MGr?

2
= cos“0.
z e

If one inserts lunar mass and mean distance, this height becomes z = 0.36 m for
cos’0 =0, i.e., at the points on the Earth facing the Moon or opposite (locations
where the Moon is in zenith or in nadir). Inserting instead data for the Sun, the
maximum z becomes 0.16 m. These figures are equilibrium tides that might be
attained if the Earth’s surface were covered with ocean and if other forces, such as
those associated with the Earth’s rotation, were neglected. However, since water
would have to flow into the regions near § =0 and 6 =, and since water is
hardly compressible, volume conservation would require lowering of the water level
at 0 = 7/2.

The estimate of “equilibrium tides” only serves the purpose of a zero-order ori-
entation of the magnitude of tidal effects originating from different celestial bodies.
The actual formation of tidal waves is a dynamic process that depends not only on
the above-mentioned forces acting on the water particles, but also particularly on
the topography of the ocean boundaries. The periods involved can be estimated by
inserting into (2.68) the expression for the zenith angle 6 of the tide-producing
celestial body, in terms of declination ¢ and hour angle w of the body,

cos 0 = sin ésin ¢ + cos 6 cos ¢ cos w

[cf. the discussion in connection with (2.9) and (2.10)]. The tidal force will have
components involving cosw and cos’w = (cos(2w) + 1)/2, or the corresponding sine
functions, which proves the existence of periods for lunar tides equal to one lunar
day (24 h and 50 min) and to half a lunar day. Similarly, the solar tides are periodic
with components of periods of a half and one solar day. If higher-order terms had
been retained in (2.68), periods of a third the basic ones, etc., would also be found,
but with amplitudes only a small fraction of those considered here.

Owing to the inclination of the lunar orbital plane relative to that of the
Earth—Sun system, the amplitudes of the main solar and lunar tidal forces (2.68)
will add in a fully coherent way only every 1600 years (latest in 1433; Tomaschek,
1957). However, in case of incomplete coherence, one can still distinguish between
situations where the solar tidal force enhances that of the Moon (“spring tide”) and
situations where the solar tidal forces diminish the lunar tides (“neap tide”).

Tidal waves lose energy due to friction against the continents, particularly at
inlets with enhanced tidal changes in water level. It is estimated that this energy
dissipation is consistent with being considered the main cause for the observed
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deceleration in the Earth’s rotation (the relative decrease being 1.16 X 10~'° per
year). Taking this figure to represent the energy input into tidal motion, as well as
the frictional loss, one obtains a measure of the energy flux involved in the tides as
equal to about 3 X 10'* W (King Hubbert, 1969).

2.5.3.1 Gravity waves in the oceans

The surface of a wavy ocean may be described by a function o = o(x, y, ?), giving
the deviation of the vertical co-ordinate z from zero. Performing a spectral decom-
position of a wave propagating along the x-axis yields

o(x, 1) = Jw exp(—i(kx — w(k)f)S(k)dk, (2.69)

—o0

where S(k) represents the spectrum of o. If w is constant and positive, (2.69)
describes a harmonic wave moving toward the right; if w is constant and negative,
the wave moves toward the left. By superimposing waves with positive and nega-
tive w, but with the same spectral amplitude S(k), standing waves may be con-
structed. If S(k) in (2.69) is different from zero only in a narrow region of k-space,
o will describe the propagation of a disturbance (wave packet) along the ocean
surface.

The wave motion should be found as a solution to the general equations of motion
(2.61)—(2.64), removing the time averages and interpreting the eddy diffusion terms
as molecular diffusion (viscous) terms, with the corresponding changes in the numeri-
cal values of k., =K into 7, (the kinematic viscosity of water, being around
1.8X 10" °m?s™"). Owing to the incompressibility assumption (2.64), the equation
of motion in the presence of gravity as the only external force may be written

ovy,
ot

+ (v, - grad)v,, = —ge, — p;lgrade + 7, div gradv,,. 2.70)

For irrotational flow, rot v = 0, the velocity vector may be expressed in terms of
a velocity potential, ¢ (x, y, z, 1),

vy, = grado, 2.71)
and the following integral to the equation of motion exists,

6¢ 1 2 1 w
al 2 W & ’ ( )

w
where the constant on the right-hand side is only zero if proper use has been made
of the freedom in choosing among the possible solutions ¢ to (2.71). In the case of
viscous flow, rot v, is no longer zero, and (2.71) should be replaced by
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v,y = grade + v/, (2.73)

A lowest-order solution to these equations may be found using the infinitesimal
wave approximation (Wehausen and Laitone, 1960) obtained by linearizing the
equations [i.e., disregarding terms like %va in (2.72), etc.]. If the surface tension,
which would otherwise appear in the boundary conditions at z =0, is neglected,
one obtains the first-order, harmonic solution for gravity waves, propagating in the

x-direction,
¢ = aU,e* sin(k(x — U,t)) exp(—2k*n, 1), (2.74)
o = acos(k(x — U,1)) exp(—2k*n, 1), (2.75)

where the connection between wave velocity (phase velocity) U,,, wave number £,
and wavelength )\, is

[cf. the relation in the presence of surface tension (2.27)]. No boundary condition
has been imposed at the bottom, corresponding to a deep ocean assumption, \,, < A,
with / being the depth of the ocean. If the viscous forces are disregarded, the
lowest-order solutions are similar to those of (2.74) and (2.75), but with the last
exponential factor omitted. Improved solutions can be obtained by including
higher-order terms in the equations of motion, by perturbative iteration starting
from the first-order solutions given here. The second-order correction to ¢ is zero,
but the wave surface (2.75) becomes (for n,, &~ 0)

0@ = a cos(k(x — Uyt)) + 0.5 a*k cos(2k(x — U,1)).

The correction makes the wave profile flatter along the bottom (trough) and
steeper near the top (crest). Exact solutions to the wave equations, including surface
tension but neglecting viscous forces, have been constructed (see, for example,
Havelock, 1919). An important feature of these solutions is a maximum value that
the ratio between wave amplitude a and wavelength )\, can attain, the numerical
value of which is determined as

2
ak = aA—” =0.89. 2.77)

W

As already suggested by Stokes (1880), the “corner” occurring at the crest of
such a wave would have an angle of 120°. Figure 2.112 indicates the form of the
gravity wave of maximum amplitude-to-wavelength ratio. For capillary waves, the
profile has opposite characteristics: the crest is flattened, and a corner tends to
develop in the trough.
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Figure 2.112 Wave profile for pure gravity wave of maximum amplitude-to-wavelength
ratio in a co-ordinate system following the wave.
Based on Wehausen and Laitone (1960).

2.5.3.2 The formation and dissipation of energy in wave motion

The energy of wave motion is the sum of potential, kinetic, and surface contribu-
tions (if surface tension is considered). For a vertical column of unit area, one has

1
Wwret = Epwgaz, (2.78)
1 (° oo\*  [0\?
Wi =2, | ((a%) " (a‘f) )dz’ e
1 oo\?
surf _ il 2
w 2%<6x> : (2.80)

Thus, for the harmonic wave (2.74) and (2.75), the total energy, averaged over a
period in position x, but for a fixed time ¢, and neglecting wswf s

1
Wtolal :Epwgﬁlzexp(_4k277wl)- (281)

This shows that a wave that does not receive renewed energy input will dissipate
energy by molecular friction, with the rate of dissipation

total

dw
S P

=2p, ga’*k*n,,. (2.82)

Of course, this is not the only mechanism by which waves lose energy. Energy is
also lost by the creation of turbulence on a scale above the molecular level. This may
involve interaction with the air, possibly enhanced by the breaking of wave crests, or
oceanic interactions due to the Reynold stresses (2.60). Also, at the shore, surf for-
mation and sand put into motion play a role in energy dissipation from wave motion.

Once the wind has created a wave field, it may continue to exist for a while,
even if the wind ceases. If only frictional dissipation of the type (2.82) is active, a
wave of wavelength A\, =10 m will take 70 h to be reduced to half the original
amplitude, while the time is 100 times smaller for A\, = 1 m.
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The detailed mechanisms by which a wave field is created by the wind field, and
subsequently transfers its energy to other degrees of freedom, are not understood in
detail. According to Pond (1971), about 80% of the momentum transfer from the
wind may be going initially into wave formation, implying that only 20% goes
directly into forming currents. Eventually, some of the energy in wave motion is
transferred to the currents.

2.5.3.3 The energy flux associated with wave motion

Now reconsider a single, spectral component of the wave field. The energy flux
through a plane perpendicular to the direction of wave propagation, i.e., the power
carried by the wave motion, is given in the linearized approximation by (Wehausen
and Laitone, 1960)

0
P=- J 065¢ 0000 (2.83)

o Pvarax ™ Mo ax
For the harmonic wave (2.74) and (2.75), neglecting surface tension, this gives

pe % pg (%)l/zaz’ (2.84)

when averaged over a period. Since (g/k)m: U, this together with (2.81) for
1 = 0 gives the relationship

1
P= 5 U, wrl, (2.85)

Thus the energy is not transported by the phase velocity U, but by 1/2U,,.
For a spectral distribution, the power takes the form

P= %pwgJ S(k)* U, (k)dk, (2.86)

where U,(k) is the group velocity d(kU,,)/dk (equal to 1/2U,, for the ocean gravity
waves considered above). It is no surprise that energy is transported by the group
velocity, but (2.85) and (2.84) show that this is the case even if there is no group
(or wave packet) at all, i.e., for a single, sinusoidal wave.

2.5.3.4 Wind-driven oceanic circulation

The generation of currents by a part of the wind stress, or maybe as an alternative
dissipation process for waves (Stewart, 1969), can be described by the equation of
motion (2.62), with the boundary condition (2.63) eventually reducing 7 by
the amount spent in the formation of waves. Considering the Coriolis and
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vertical friction terms as the most important ones, Ekman (1902) writes the solution
in the form

Vi = Vieb cos(bz + a — m/4),

wx

Viy = Vel sin(bz + a — m/4),

where z is the directional angle of the surface stress vector (measured from the
direction of the x-axis) and

Ve =17lp, ()% b =f12 (k)

(f is the Coriolis parameter). The surface velocity vector is directed 45° to the right of
the stress vector, and it spirals down with decreasing length. The average mass trans-
port is perpendicular to the wind stress direction, 90° to the right. The observed angle
at z~0 is about 10° rather than 45° (Stewart, 1969), supporting the view that more
complicated processes take place in the surface region. The gross mass transport,
however, is well established, for example, in the North Atlantic Ocean, where water
flows into the Sargasso Sea both from the south (driven by the prevailing eastward
winds at the Equator) and from the north (driven by the mid-latitude “westerlies”).

In the Sargasso Sea, the assembled water masses are pressed downward and
escape to the sides at a depth. All the water masses are, on average, following the
rotation of the Earth, but the lateral squeezing process causes a change in rotational
speed of the water involved, in particular a reduction in the vertical component of the
angular speed vector. If the rotational speed of some mass of water does not fit with
the rotation of the solid Earth at the latitude in question, the water mass will try to
move to another latitude that is consistent with its angular speed (unless continents
prevent it from doing so). For this reason, the water masses squeezed out below the
Sargasso Sea move toward the Equator. Later, they have to return northward (other-
wise, the polar part of the Atlantic Ocean would be emptied). Also, in this case, the
rotation has to be adjusted to conserve angular momentum. This change in rotation is
achieved by frictional interaction with the western continents. Owing to the sense of
the Earth’s rotation, these return flows (e.g., the Gulf Stream) have to follow western
shores, whether the return flow is northward or southward.

A description is provided above of how the wind drives the Ekman flow in the
Atlantic Ocean, which induces its major currents. Similar mechanisms are present
in the other oceans. Models of these flows, as well as the flows generated by sink-
ing cold water (i.e., not by the winds), have been constructed and integrated along
with the atmospheric models considered in section 2.3.1 (Manabe, 1969; Bryan,
1969; Wetherald and Manabe, 1972).
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Individual renewable energy
sources

3.1 Direct solar energy

Assessment of the “magnitude” of solar radiation as an energy source will depend
on the geographical location, including local conditions, such as cloudiness, turbid-
ity, etc. In section 2.2.2 a number of features of the radiation flux at a horizontal
plane are described, such as spectral distribution, direct and scattered parts, geo-
graphical variations, and dependence on time, from annual to diurnal variations at a
given location. The seasonal variation in solar radiation on a horizontal plane is
shown in Fig. 3.1, corresponding to the annual average of Fig. 2.24.

For actual applications, it is often necessary to estimate the amount of radiation
received by tilted or complexly shaped devices, and it is useful to look at relations
that allow relevant information to be extracted from some basic measured quanti-
ties. For instance, radiation data often exist only for a horizontal plane, and a
relation is therefore needed to predict the radiation flux on an arbitrarily inclined
surface. In regions at high latitudes, directing solar devices toward the Equator
at fairly high tilt angles actually gives an increase in incident energy relative to
horizontally placed collectors.

Only the incoming radiation is discussed in detail in this section, since the outgo-
ing flux may be modified by the specific type of energy conversion device consid-
ered. In fact, such a modification is usually the very idea of the device. A description
of some individual solar conversion devices is taken up in Chapter 4, and their poten-
tial yield in Chapter 6, in terms of combined demand and supply scenarios.

3.1.1 Direct radiation

The inclination of a surface, e.g., a plane of unit area, may be described by two
angles. The tilt angle, s, is the angle between vertical (zenith) and the normal to the
surface, and the azimuth angle, v, is the angle between the southward direction and
the direction of the projection of the normal to the surface onto the horizontal plane;
~ is considered positive toward east [in analogy to the hour angle]. In analogy to the
expression at the top of the atmosphere, given in section 2.2.1, the amount of direct
radiation reaching the inclined surface characterized by (s, v) may be written

D, = Sycos 0, 3.1

where Sy is the “normal radiation,” i.e., the solar radiation from the direction to the
Sun. The normal radiation is entirely direct radiation, according to the definition of

Renewable Energy. DOI: http://dx.doi.org/10.1016/B978-0-12-804567-1.00003-7
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Figure 3.1 Average short-wavelength solar radiation on a horizontal plane at the Earth’s
surface (W m™2), for the months of January (a), April (b) and July (c¢) of 1997 (NCEP-
NCAR, 1998). (d) Average short-wavelength solar radiation on a horizontal plane at the
Earth’s surface (W m™2), for the month of October of 1997 (NCEP-NCAR, 1998).
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direct and scattered radiation given in section 2.2.2. The angle 6 is the angle
between the direction to the Sun and the normal to the surface specified by s and ~.
The geometrical relation between 6 and the time-dependent co-ordinates of the Sun,
declination 6 (2.9) and hour angle w (2.10), is

cos 0 = (SC — CSC) sin + (SS sin w + (CC + SSC) cos w) cos &, (3.2)

where the time-independent constants are given in terms of the latitude ¢ and the
parameters (s, ) specifying the inclination of the surface,

SC =sin ¢ cos s,

CSC = cos ¢ sin s cos 7,

SS = sin s sin 7, 3.3)
CC = cos ¢ cos s,

SSC = sin ¢ sin s cos 7.

For a horizontal surface (s = 0), 6 equals the zenith angle z of the Sun, and (3.2)
reduces to the expression for cos z given in section 2.2.1. Instead of describing the
direction to the Sun by é and w, the solar altitude # = 1/27 — z and azimuth Az (con-
ventionally measured as positive toward the west, in contrast to the hour angle)
may be introduced. The two sets of co-ordinates are related by

sin 4 = sin § sin ¢ + cos 6 cos ¢ cos w,

sin Az cos h = —cos 0 sin w. (3.4

In the height—azimuth co-ordinate system, (3.2) may be written

cos 6 =sin h cos s + cos h sin s cos(Az + 7). 3.5
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Again, the sign conventions for Az and  are opposite, so that the argument of
the last cosine factor in (3.5) is really the difference between the azimuth of the
Sun and the projection of the normal to the surface considered. If cos 6 found from
(3.2) or (3.5) is negative, it means that the Sun is shining on the “rear” side of the
surface considered. Usually, the surface is to be regarded as “one-sided,” and cos 6
may then be replaced by zero, whenever it assumes a negative value, in order that
the calculated radiation flux (3.1) becomes properly zero.

If data giving the direct radiation flux D on a horizontal plane are available, and
the direct flux impinging on an inclined surface is wanted, the above relations
imply that

D, =D cos 0/cos z.

It is evident that care should be taken in applying this relation when the Sun is
near the horizon.

More reliable radiation fluxes may be obtained if the normal incidence radiation
flux Sy is measured (as function of time) and (3.1) is used directly. Sy is itself a
function of zenith distance z, as well as a function of the state of the atmosphere,
including ozone mixing ratio, water vapor mixing ratio, aerosol and dust content,
and cloud cover. The dependence on zenith angle is primarily a question of the path
that the radiation has taken through the atmosphere. This path-length is shortest
when the Sun is in zenith (often denoted air mass one for a clear sky) and increases
with z, being quite large when the Sun is near the horizon and the path is curved
due to diffraction. The extinction in the atmosphere is normally reduced at elevated
locations (or low-pressure regions, notably mountain areas), in which case the
effective air mass may become less than one. Figure 3.2 gives some typical varia-
tions of Sy with zenith angle for zero, small, and heavy particle load (tfurbidity).
Underlying assumptions are: cloudless sky, water vapor content throughout a verti-
cal column equal to 0.02 m> mfz, standard sea-level pressure, and mean distance to
the Sun (Robinson, 1966).

Since a complete knowledge of the state of the atmosphere is needed in order to
calculate Sy, such a calculation would have to be coupled to the equations of state
and motion discussed in section 2.3.1. Only some average behavior may be
described without doing this, and if, for example, hourly values of Sy are required
in order to predict the performance of a particular solar energy conversion device, it
would be better to use measured values of Sy (which are becoming available for
selected locations throughout the world, cf. Turner, 1974) or values deduced from
measurements for horizontal surfaces. Measurement techniques are discussed by
Coulson (1975), among others.

Attempts to parameterize the solar radiation received at the ground are usually
made for global radiation (direct plus scattered, and, for tilted planes, radiation
reflected onto the surface), rather than separately for normal incidence and scattered
radiation [cf. (2.20)].
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Figure 3.2 Normal incidence radiation as a function of zenith angle for a cloudless sky with
different particle contents: (a) hypothetical atmosphere with zero turbidity [B = 0, no
aerosols but still water vapor and molecular (Rayleigh) scattering]; (b), clear sky (B = 0.01);
(c), atmosphere with heavy aerosol pollution (B = 0.4). B is the turbidity coefficient B,
(defined in the text) averaged over wavelengths. Sea-level pressure (10° N m™?), a water
content of 0.02 m®> m ™2, an ozone content of 0.0034 m> m > (both referred to standard
temperature and pressure) and mean Earth—Sun distance have been assumed. At the top, an
approximate air mass scale is provided, relative to the one for a vertical path from sea level.
Based on Robinson (1966).

3.1.1.1 Dependence on turbidity and cloud cover

The variability of Sy due to turbidity may be demonstrated by noting the range of
Sy values implied by extreme high or low turbidities, in Fig. 3.2, and by consider-
ing the spread in mean daily turbidity values, an example of which is shown in
Fig. 3.3. The turbidity coefficient B, for a given wavelength may be defined
through an attenuation expression of the form

SN(/\)/E(Y)VJK(A) = loim"(Tj+T‘;+BA).

Here m, is the relative air mass (optical path-length in the atmosphere), 75
describes the scattering on air molecules, and 7§ is the absorption by ozone.
In terms of the cross-sections (), o,()), and o,(A\) for scattering on air mole-
cules, ozone absorption, and attenuation by particles, one has
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Figure 3.3 Turbidity coefficient B, at the wavelength A =5 X 10”7 m, as measured during
1972 at Raleigh (North Carolina) by Bilton ez al. (1974). Daily means are indicated by dots,
monthly means by the curve. Only days with a cloudless sky in the direction of the Sun have
been included. Data points above B, = 0.4 are indicated at 0.4 (cf. the high turbidity curve of
Fig. 3.2).

—m, 7\ =log, {exp (J as()\)ds>},

and similarly for 7§ and B,. Figure 3.3 gives both daily and monthly means for
the year 1972 and for a wavelength of 5 X 10~ m (Bilton er al., 1974). The data
suggest that it is unlikely to be possible to find simple, analytical expressions for
the detailed variation of the turbidity or for the solar fluxes, which depend on
turbidity.

Another major factor determining the amount and distribution of different types
of fluxes is the cloud cover. Both cloud distribution and cloud type are important.
For direct radiation flux, the important questions are whether the path-line is
obscured, and, if it is, how much attenuation is caused by the particular type of
cloud. Figure 3.4 shows the total and scattered flux on a horizontal plane (and, by
subtraction, the direct flux), for a clear sky and three different types of clouds, as a
function of the zenith angle of the Sun. The cloud classification represents only a
general indication of category. It is evident in this example that altocumulus and
stratus clouds are almost entirely impermeable to direct radiation, whereas cirrus
clouds allow the penetration of roughly half the direct radiation flux. Meteorological
observations containing records of sunshine (indicating whether the direction to the
Sun is obscured) and of cloud cover (as a percentage and identifying the cloud types
and their estimated height) may allow a fairly reliable estimate of the fraction of
direct radiation reaching a plane of given orientation.
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Figure 3.4 The influence of clouds on the radiation flux reaching a horizontal plane (total
short-wavelength flux, D + d, and scattered flux alone, d).
Based on measurements by J. Millard and J. Arvesen, as quoted in Turner (1974).

3.1.2 Scattered radiation

The scattered radiation for a clear sky may be estimated from knowledge of the
composition of the atmosphere, as described in section 2.3.1. The addition of radia-
tion scattered from clouds requires knowledge of the distribution and type of
clouds, and the accuracy with which a calculation of the scattered flux on a given
plane can be made is rather limited. Even with a clear sky, the agreement between
calculated and observed fluxes is not absolute, as seen, for example, in Fig. 2.41.
Assuming that the distribution of intensity, S;’4", for scattered radiation as a
function of the directional co-ordinates (h, Az) [or (6, w)] is known, then the total
flux of scattered radiation reaching a plane tilted at an angle s and directed azimuth-
ally, at an angle v away from south, may be written
/2 /2
d(Az)J dhSj4" cos O(h, Az) cos h. (3.6)

ds) = JSZ‘X’;'COS 0dQ) = J
' hmin(AZ)

0

Here h,,;,(Az) is the smallest height angle, for a given azimuth, for which
the direction defined by (h, Az) is on the “front” side of the inclined plane. The
unit solid angle is df2 =sin z dz d(Az) = —cos i dh d(Az). For a horizontal plane 6
(h, Az9)=z=12n—h.

If the scattered radiation is isotropic,

scatt. __ —
hAz constant

SSC(I".
then the scattered radiation flux on a horizontal plane becomes

d = mssea: 3.7
and the scattered radiation flux on an arbitrarily inclined surface may be written

dy., = dcos’(s/2), (3.8)



226 Renewable Energy

15+

ds,, /d

0.5 cos? (s/2)

- y=180°

O 1 1
0 30 60 90

Tilt angle s (deg)

Figure 3.5 Ratio between scattered radiation flux on an inclined surface (tilt angle s,
azimuth angle ~) and scattered radiation flux on a horizontal surface for a cloudless sky with
solar height 15°.

Based on Kondratyev and Fedorova (1976).

an expression that can also be derived by considering the fraction of the sky “seen”
by the tilted surface.

A realistic distribution of scattered radiation intensity is not isotropic, and, as
mentioned earlier, it is not even constant for a cloudless sky and fixed position of
the Sun, but depends on the momentary state of the atmosphere. Figure 3.5 shows
the result of measurements for a cloudless sky (Kondratyev and Fedorova, 1976),
indicating that the assumption of isotropy would be particularly poor for planes
inclined directly toward or away from the Sun (Az equal to O or 7 relative to the
solar azimuth). Robinson (1966) notes, from observations such as the one shown in
Fig. 2.41, that the main differences between observed distributions of scattered radi-
ation and an isotropic one are: (a) increased intensity for directions close to that of
the Sun, and (b) increased intensity near the horizon. In particular, the increased
intensity in directions near the Sun is very pronounced, as is also evident from
Fig. 3.5, and Robinson suggests that about 25% of d, the scattered radiation on a
horizontal plane, should be subtracted from d and added to the direct radiation,
before the calculation of scattered radiation on an inclined surface is performed
using the isotropic model. However, such a prescription would not be generally
valid, because the increased intensity in directions near the Sun is a function of the
turbidity of the atmosphere as well as of cloud cover.

It is evident from Fig. 3.4 that the effect of clouds generally is to diminish direct
radiation and increase scattered radiation, although not in the same proportion.
Cirrus clouds and, in particular, altocumulus clouds substantially increase the scat-
tered flux on a horizontal plane.
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Figure 3.6 Luminance distribution along a great circle containing zenith as well as the
direction toward the Sun, as a function of cloud cover. The distributions have been
normalized at 4 = 90°. The data are based on several measurements with solar height 20° and
mean turbidity, performed by Tonne and Normann (1960).

The radiation scattered by clouds is not isotropically distributed. Figure 3.6
gives the luminance distribution, i.e., the intensity of total radiation, along the
great circle containing zenith as well as the direction to the Sun, the height angle
of which was 20° at the time of measurement. For complete cloud cover, the
luminance distribution is entirely due to scattered radiation from the clouds, and
it is seen to be maximum at zenith and falling to 0.4 times the zenith value at the
horizon.

3.1.3 Total short-wavelength radiation

For inclined surfaces or surfaces surrounded by elevated structures, the total short-
wavelength (wavelengths below, say, 3 X 10~¢ m) radiation flux comprises not only
direct and scattered radiation, but also radiation reflected from the ground or from
the surroundings onto the surface considered.
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3.1.3.1 Reflected radiation

The reflected radiation from a given area of the surroundings may be described in terms
of an intensity distribution, which depends on the physical nature of the area in ques-
tion, as well as on the incoming radiation on that area. If the area is specularly reflect-
ing, and the incoming radiation is from a single direction, then there is also a single
direction of outgoing, reflected radiation, a direction that may be calculated from the
law of specular reflection (polar angle unchanged, azimuth angle changed by ).
Whether the reflection is specular may depend not only on the fixed properties of the
particular area, but also on the wavelength and polarization of the incoming radiation.
The extreme opposite of specular reflection is completely diffuse reflection, for
which by definition the reflected intensity is isotropic over the hemisphere bordered by
the plane tangential to the surface at the point considered, no matter what the distribution
of incoming intensity. The total (hemispherical) amount of reflected radiation is in this
case equal to the total incoming radiation flux times the albedo a of the area in question,

R= ClEJr,

where, for horizontal surfaces, E. = D + d (for short-wavelength radiation).

In general, the reflection is neither completely specular nor completely
diffuse. In this case, the reflected intensity in a given direction, e.g., specified by
height angle and azimuth, Sgﬂ ', depends on the distribution of incident radiation

inc. *

intensities SG¢,
.

refl. _
Ssz, -

J P2(Q2r, 2)SGHEcos O()d€;. (3.9)
hemisphere

Here p,(£2y, €);) is called the bi-angular reflectance (Duffie and Beckman, 1974;
these authors include an extra factor 7 in the definition of p,). Dividing by the aver-
age incoming intensity,

J é’{f'cos 0(2,)ds; Jcos 0(Q)dQY =E; /7

a reflectance depending only on one set of angles (of reflected radiation) is defined,

*The intensity Sg, is here defined as the energy flux passing through an infinitesimal area into an infini-
tesimal solid angle in the direction specified by 2 (e.g., & and Az). The infinitesimal area is perpendicu-
lar to the direction €2, and the dimension of S, is energy per unit time, unit area, and unit solid angle.
The energy flux passing through a unit area is found by multiplying S, by cos 6, with 6 being the angle
between the direction 2 and the normal to the plane, and by df2, and then integrating over the hemi-
sphere above or below the unit area considered (giving directional fluxes E_ or E.). These definitions
are consistent with those used in sections 2.1 and 2.2, remembering that the incident solar radiation
represents a limiting case of infinitesimal solid angle for the definition of intensity, because the rays from
the Sun are treated as parallel, and recalling that several of the energy fluxes considered in section 2.2 are
global averages.
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() = 7S JEy (3.10)

In general, p; is not a property of the reflecting surface, since it depends on
incoming radiation, but if the incoming radiation is isotropic (diffuse or blackbody
radiation), the incoming intensity can be divided out in (3.10).

The total hemispherical flux of reflected radiation may be found by integration
of (3.9),

R= J e cosO(Q,)dL,, (3.11)
hemisphere

and the corresponding hemispherical reflectance,
p=R/E, =a, (3.12)

is equal to the albedo defined above.

All of the above relations have been written without reference to wavelength,
but they are valid for each wavelength A, as well as for appropriately integrated
quantities.

In considering the amount of reflected radiation reaching an inclined surface, the
surrounding surfaces capable of reflecting radiation are often approximated by an
infinite, horizontal plane. If the reflected radiation is further assumed to be isotropic
of intensity $"“", then the reflected radiation flux received by the inclined surface is

R, = nS"sin’(s/2). (3.13)

The factor sin’(s/2) represents the fraction of the hemisphere above the inclined
surface from which reflected radiation is received. This fraction is evidently com-
plementary to the fraction of the hemisphere from which scattered radiation is
received and, therefore, equal to 1 — cosz(s/2) from (3.8). The albedo (3.12) may be
introduced, noting from (3.11) that R = 78" for isotropic reflection,

R~ = aEsin’*(s/2). (3.14)

For short-wavelength radiation, the flux E; on a horizontal plane equals D + d,
the sum of direct and scattered short-wavelength fluxes.

If the geometry of the reflecting surroundings is more complicated (than a
plane), or if the reflected intensity is not isotropic, the calculation of the amount of
reflected radiation reaching a given inclined surface involves integration over the
hemisphere seen by the inclined surface. Thus for each direction of light reflected
onto the inclined plane, a contribution to S " is included from the first unobscured
point on the line of sight capable of reﬂectlng radiation. If semitransparent objects
(such as a water basin) are present in the surroundings, the integration becomes
three-dimensional, and the refraction and transmission properties of the partly opa-
que objects must be considered.
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Figure 3.7 The ratio of scattered plus reflected radiation flux on inclined surfaces to that on
a horizontal surface (scattered flux d only) for a clear sky with the Sun at height 34°.
Measurements corresponding to two different ground albedos are depicted, based on summer
and winter (snow-covered ground) conditions at a location in the Soviet Union (Kondratyev
and Fedorova, 1976).

Figure 3.7 shows an example of the enhancement of indirect radiation that may
result from increasing albedo of the surroundings—in this case, due to snow cover
in winter (Kondratyev and Fedorova, 1976). The rejected radiation on the inclined
surface reaches a maximum value for the tilt angle s = 90° (vertical).

3.1.3.2 Average behavior of total short-wavelength radiation

The sum of direct, scattered, and reflected radiation fluxes constitutes the total
short-wavelength (sw) radiation flux. The total short-wavelength flux on a horizontal
surface is sometimes referred to as the global radiation, i.e., D + d (if there are no
elevated structures to reflect radiation onto the horizontal surface). For an inclined
surface of tilt angle s and azimuth -, the total short-wavelength flux may be written

EY =Dy +d, + Ry, (3.15)
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Figure 3.8 Daily sums of total short-wavelength radiation on an inclined plane, relative to
that of a horizontal plane, for different cloud cover and as a function of tilt angle for north-
and south-facing surfaces.

Based on measurements in the Soviet Union, Kondratyev and Fedorova (1976).

with the components given by (3.1), (3.6) or (3.8), and (3.14) or a generalization of
it. The subscript “+” on E® has been left out, since the direction of the flux is
clear from the values of s and y (the E_ flux would generally require s > 90°).
Examples of the influence of clouds, and of solar zenith angle, on global radia-
tion EXY,  are given in Fig. 3.4. Figure 3.8 illustrates the influence of cloud cover
on the daily sum of total short-wavelength radiation received by inclined surfaces,

relative to that received by a horizontal surface. For south-facing slopes, the
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radiation decreases with increasing cloud cover, but for north-facing slopes the
opposite takes place.

Monthly averages of total short-wavelength radiation for different geographical
locations are shown in Figs. 3.9 and 3.10 for a horizontal surface. In Fig. 3.10, two
sets of data are compared, each representing a pair of locations with the same lati-
tude. The two at ¢ ~43°N correspond to a coastal and a continental site, but the
radiation, averaged for each month, is nearly the same. The other pair of locations
are at 35°—36°N. Albuquerque has a desert climate, while Tokyo is near the ocean.
Here the radiation patterns are vastly different during summer, by as much as a fac-
tor of two. The summer solar radiation in Tokyo is also smaller than in both the
43°N sites, presumably due to the influence of urbanization (cf. section 2.4.2) and a
high natural frequency of cloud coverage. Other average properties of radiation
fluxes on horizontal surfaces are considered in section 2.2.2, notably for a latitude
53°N location.

Looking more closely at some specific cases, Fig. 3.11 shows the total short-
wavelength radiation on a vertical plane facing south, west, east, and north for a
location at ¢ =56°N. The monthly means have been calculated from the hourly
data of the Danish reference year (Andersen er al., 1974), using the isotropic
approximation (3.8) and (3.14) with an assumed albedo a = 0.2. The Danish refer-
ence year consists of selected meteorological data exhibiting “typical” fluctuations.

Latitude:
¢=60°
(Stockholm)

1 p=40°
| (Lisbon)

¢=23°
(Tamanrasset)
p=-5°

(Kinshasa)

¢ =-40°

(Box Hill, Australia)

Average flux E §% (W m™2)

¢=-70°
(Antarctic)

Month

Figure 3.9 Smoothed variation with seasons of the average daily flux (24-h average) of total
short-wavelength radiation on a horizontal plane for selected geographical locations.
Based on Flack and Morikofer (1964).
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Figure 3.10 Monthly average flux on a horizontal plane for pairs of locations with similar
latitude but different climate.

Based on data from NOAA (U.S. National Oceanic and Atmospheric Administration), quoted
from Duffie and Beckman (1974).
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Figure 3.11 Monthly average flux on a vertical surface with different azimuthal orientations,
based on the Danish reference year (latitude 56°) and an assumed ground albedo of 0.2 (0.9
with snow cover). Key: ————— v =0° (south); —*—-— v=—-90° (west); —++—--—

v =90° (east); —---—+--— = 180° (north). This and the following calculations assume
that the scattered radiation is isotropic.
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This is achieved by selecting monthly sequences of actual data, with monthly
averages of each of the meteorological variables in the vicinity of the 30-year mean.
The different sequences that make up the reference year have been taken from dif-
ferent years. The variables pertaining to solar radiation are global radiation (D + d),
normal-incidence radiation (Sy), and scattered radiation on a horizontal plane (d).
Only global radiation has been measured over extended periods of time, but the two
other variables have been constructed so that the three variables, of which only two
are independent, become reasonably consistent. Several other countries are in the
process of constructing similar reference years, which will allow for easy compari-
son of, for example, performance calculations of solar energy devices or building
insulation prescriptions. Monthly averages of the basic data of the Danish reference
year, D + d and D, are shown in Fig. 3.12. Reference years have subsequently been
constructed for a number of other locations (European Commission, 1985).

Figure 3.13 shows the composition of the total short-wavelength flux on a verti-
cal, south-facing surface, in terms of direct, scattered, and reflected radiation. It has
been assumed that the albedo changes from 0.2 to 0.9 when the ground is covered
by snow (a piece of information also furnished by the reference year). Snow cover
is therefore responsible for the relative maximum in reflected flux for February.
The proportion of direct radiation is substantially higher during winter for this verti-
cal surface than for the horizontal surface (Fig. 3.12).

L

200 - . Total

100

Monthly average flux on horizontal surface (W m2)

Direct only

J FMAMUJ J A S OND
Month

Figure 3.12 Monthly average short-wavelength flux on horizontal surface, and the direct
part, D, based on the Danish reference year, ¢ = 56°N (Andersen et al., 1974).
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Figure 3.13 Components of monthly average fluxes on vertical, south-facing surface. Key:
———— total short-wavelength radiation; —-—-— direct radiation Dy ; —--—" - — scattered
radiation d,,; —* - - — - - — reflected radiation R, ., (in all cases y = 0). The calculation is
based on the Danish reference year, ¢ = 56°N, and an assumed albedo of 0.2 (0.9 with snow

cover).

3.1.3.3 Inclined surfaces

Since the devices used to capture solar radiation for heat or power production are
often flat-plate collectors integrated into building facades or roofs, it is important to
be able to estimate energy production for such inclined mountings as function of
time and location.

Available satellite solar data comprise only down-going fluxes of total radiation
on a horizontal plane at the ground surface level. They are calculated from solar
fluxes at the top of the atmosphere and reflected radiation reaching the satellite,
with use of measured cloud and turbidity data (ECMWF, 2008). At low latitudes,
these may be appropriate for solar devices, but at higher latitudes, radiation on
inclined surfaces has to be derived indirectly.

Data for inclined surfaces exist directly for a limited number of local meteoro-
logical stations and are incorporated into the so-called “reference data” constructed
for the purpose of engineering applications in building construction. As these data
are not universally available, I shall instead try to estimate radiation on inclined sur-
faces from the horizontal ones. This is not a trivial task, because it requires a sepa-
ration of the total radiation known on a horizontal plane into direct and scattered
radiation, which must be treated differently: the direct radiation can be transformed
to that on inclined surfaces by a set of geometrical calculations given above, but it
is rarely known precisely how much of the total radiation is scattered, as this
depends on many elusive parameters (solar height, attenuation in the air, absorption
and reflection on clouds of different kinds). These same factors influence the
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radiation on a plane of some particular inclination, but differently and in a way that
varies with time. Thus one can only hope to describe some average behavior with-
out performing additional measurements.

The following procedure was used to estimate radiation on south-facing planes
tilted at 45°S and 90°S: 62.5% of the horizontal radiation, representing direct as
well as nearly forward-scattered radiation (i.e., radiation scattered by small angles,
known to be a large component of the indirect radiation) is treated by the straight-
forward angular transformations to normal-incidence radiation, and then to radiation
on the tilted surface. Strictly direct radiation is roughly 50% (see above), so 25% of
the scattered radiation is assumed to arrive from directions close to that of the Sun.
The remaining 37.5% of the horizontal radiation is distributed on the inclined sur-
faces by multiplication with a factor taken as 1.5 for the s =45° tilted surface and
1.25 for the s=90° tilted surface, based on measurements by Kondratyev and
Fedorova (1976). In other words, the scattered radiation is far from isotropic, as this
would give a simple cos*(s/2)-factor due to the reduced fraction of the sky seen by
the surfaces at a tilt angle s.

The resulting monthly average distribution of radiation for January and July are
given in Figs. 3.14 and 3.15 for the Northern hemisphere, using 6-hour data for the

Solar radiation

200 to 240
160 to 200
120 to 160
00 to 120

Figure 3.14 Estimated January solar radiation in W m ™2 on differently tilted surfaces,
calculated from the horizontal data of ECMWFE (2008).
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Figure 3.15 Estimated July solar radiation in W m ™2 on surfaces of various tilt angles,
calculated from the horizontal data of ECMWF (2008).

year 2000. The average values serve to provide a general overview and the full
6-hour data set is necessary for actual simulation studies. On the Southern hemi-
sphere, appropriate tilt angles for solar collectors would be north-facing rather than
south-facing. For those locations where measurements have been performed, the
quality of the model can be assessed. Based on only a cursory comparison, the
model seems to agree with data at mid-latitudes (i.e., the regions of interest here)
and the variations in radiation seem to be generally of an acceptable magnitude.
However, deviations could be expected at other latitudes or at locations with partic-
ular meteorological circumstances.

Looking for comparison at some of the empirical data for inclined surfaces,
Fig. 3.16 gives, for a specific location, the variation of the yearly average fluxes with
the tilt angle s, still for a south-facing surface (y =0). The variation of monthly
averages of the total flux with tilt angle for a south-facing surface is given in Fig. 3.17.

According to Fig. 3.16, the maximum yearly short-wavelength radiation in
Denmark (¢ = 56°N) is obtained on a south-facing surface tilted about 40°, but the
maximum is broad. The maximum direct average flux is obtained at a tilt angle
closer to ¢, which is clear because at the top of the atmosphere the maximum
would be attained for s equal to the latitude plus or minus the Sun’s declination, the
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Figure 3.16 Components of yearly average fluxes on a vertical, south-facing surface.
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Figure 3.17 Monthly average of total short-wavelength radiation on inclined, south- facing
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extremes of which are about *23° at summer and winter solstices. From Fig. 3.17,
one can see that the most constant radiation over the year is obtained for s =90°.
The December maximum value is for s = 75°, but the solar radiation on an s = 90°
surface is only 1% —2% smaller.

3.1.4 Long-wavelength radiation

As suggested by Figs. 2.20 and 2.26, the long-wavelength radiation reaching a
plane situated at the Earth’s surface may be quite substantial, in fact, exceeding the
short-wavelength radiation when averaged over 24 h. However, the outgoing long-
wavelength radiation is (again on average) still larger, so that the net long-
wavelength flux is directed away from the surface of the Earth. The ground and
most objects at the Earth’s surface emit long-wavelength (Iw) radiation approxi-
mately as a blackbody, while the long-wavelength radiation from the atmosphere
often deviates substantially from any blackbody spectral distribution.

In general, the emission and absorption of radiation by a body may be described
by the spectral and directional emittance, €,(€2), and the corresponding absorptance,
a(£2). These quantities are related to e(r) and k(v) of section 2.1.1, which may
also depend on the direction €2, by

e(v, Q) = ex(AFF e Jdy, kv, Q) = a\(Q),

for corresponding values of frequency v and wavelength A.

Thus, €,(£2) is the emission of the body, as a fraction of the blackbody radiation
(2.3) for emission in the direction 2, and «a,(f2) is the fraction of incident flux,
again from the direction specified by (2, which is absorbed by the body.

Where a body is in complete thermodynamic equilibrium with its surroundings
(or more specifically those with which it exchanges radiation), Kirchhoff’s law is
valid (see, e.g., Siegel and Howell, 1972),

£x(Q) = a(Q). (3.16)

However, since both £,(£2) and a,(€2) are properties of the body, they are inde-
pendent of the surroundings, and hence (3.16) is also valid away from equilibrium.
This does not apply if wavelength averages are considered. Then () is still a
property of the surface, but a(£2) depends on the spectral composition of the incom-
ing radiation, as follows from the definition of «(2),

a(Q) = J (ST () N/ J ST

Further averaging over directions yields the hemispherical emittance ¢ and
absorptance «, the former still being a property of the surface, the latter not.

Consider now a surface of temperature 7, and orientation angles (s, 7),
which emit long-wavelength radiation in such a way that the hemispherical
energy flux is
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El_w,emission — EIWO.TAA, (3.17)

where o is Stefan’s constant (5.7 X 10" *W m 2K *. For pure blackbody
radiation from a surface in thermal equilibrium with the temperature 7 (forming
an isolated system, e.g., a cavity emitter), e equals unity.

The assumption that €, = ¢ (emissivity independent of wavelength) is referred
to as the gray-body assumption. It implies that the energy absorbed from the
environment can be described by a single absorptivity o/ =&". Further, if the
long-wavelength radiation from the environment is described as blackbody radiation
corresponding to an effective temperature 7,, the incoming radiation absorbed by
the surface may be written

E{r/,ubs. — EIWO'TE4. (318)

If the part of the environmental flux reflected by the surface is denoted
R(=p™ oT,*, then the total incoming long-wavelength radiation flux is
EY =R+ E™" and the total outgoing flux is E™ = R+ EMemission and thus
the net long-wavelength flux is

EY =eo(T,* — TY). (3.19)

The reflection from the environment of temperature 7, back onto the surface of
temperature 7, has not been considered, implying an assumption regarding the
“smallness” of the surface considered as compared with the effective surface of the
environment. Most surfaces that may be contemplated at the surface of the Earth
(water, ice, grass, clay, glass, concrete, paints, etc.) have long-wavelength emissivi-
ties £ close to unity (typically about 0.95). Materials like iron and aluminum with
non-polished surfaces have low long-wavelength emissivities (about 0.2), but often
their temperature Ty is higher than the average temperature at the Earth’s surface
(due to high absorptivity for short-wavelength radiation), so that (3.19) may still be
a fair approximation, if 7 is chosen as an average temperature of physical surfaces.
If the surface is part of an energy-collecting device, a performance evaluation will
require the use of the actual temperature T, with its variations (cf. Chapter 4).

The deviations of the long-wavelength radiation received from the environment
from that of a blackbody are more serious, leading both to a change in wavelength
dependence and to a non-isotropic directional dependence. Decisive in determining
the characteristics of this radiation component is the average distance, for each
direction, to the point at which the long-wavelength radiation is emitted. Since the
main absorbers in the long-wavelength frequency region are water vapor and CO,
(cf. Fig. 2.40), and since the atmospheric content of water vapor is the most
variable of these, then one may expect the long-wavelength flux to be primarily a
function of the water vapor content m, (Kondratyev and Podolskaya, 1953).

At wavelengths with few absorption bands, the points of emission may be sev-
eral kilometers away, and owing to the temperature variation through the atmo-
sphere (see, for example, Figs. 2.31 and 2.32), one expects this component of T, to
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be 20—30 K below the ambient temperature 7, at the surface. As humidity
increases, the average emission distance diminishes, and the effective temperature
T, becomes closer to T,. The temperature of the surface itself, T, is equal to or
larger than 7T,, depending on the absorptive properties of the surface. This is also
true for physical surfaces in the surroundings, and therefore the “environment” seen
by an inclined surface generally comprises partly a fraction of the sky with an
effective temperature 7, below T, and partly a fraction of the ground, possibly with
various other structures, which has an effective temperature of 7, above T,.

3.1.4.1 Empirical long-wavelength evidence for inclined surfaces

Figure 3.18 shows the directional dependence of long-wavelength radiation from
the environment, averaged over wavelengths, for very dry and humid atmospheres.
The measurements on which the figure is based (Oetjen et al., 1960) show that the
blackbody approximation is only valid for directions close to the horizon (presum-
ably implying a short average distance to points of emission), whereas the spectral
intensity exhibits deeper and deeper minima, in particular around A= 10" m, as
the direction approaches zenith. Relative to the blackbody radiation at ambient tem-
perature, 7,, the directional flux in Fig. 3.18 starts at unity at the horizon, but drops
to 79% and 56%, respectively, for the humid (Florida Beach region) and the dry
atmospheres (Colorado mountainous region). If an effective blackbody temperature
is ascribed, although the spectral distributions are not Planckian, the reduced 7, is
94.3% and 86.5% of T,, corresponding to temperatures 27.5 and 37.9 K below
ambient temperature. Although it is not clear whether they are in fact, Meinel and
Meinel (1976) suggest that the two curves in Fig. 3.18 be used as limiting cases,
supplemented with blackbody emissions from ground and surrounding structures,
which are characterized by ™ between 1.0 and 1.1, for the calculation of net long-
wavelength radiation on inclined surfaces.
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Figure 3.18 Variation in incoming long-wavelength radiation with height above the horizon
(flat ground). The scale on the left is the ratio between the effective temperature of the long-
wavelength radiation received and the ambient air temperature, whereas the scale on the right
gives the average flux relative to that of blackbody radiation at ambient temperature. The
two curves represent measurements for a very humid and a very dry atmosphere; performed
by Oetjen er al. (1960) and quoted by Meinel and Meinel (1976).
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In calculations of the performance of flat-plate solar collectors it has been cus-
tomary to use an effective environmental temperature about 6 K less than the ambi-
ent temperature 7, (Duffie and Beckman, 1974; Meinel and Meinel, 1976), but
since the surfaces considered in this context are usually placed with tilt angles in
the range 45°—90°, a fraction of the hemisphere “seen” by the surface will be the
ground (and buildings, trees, etc.). Thus, the effective temperature of the long-
wavelength radiation received will be of the form

Te =C Te,atmosphere + (1 - C)Te,ground 5 (3 20)

where C is at most cos’(s/2), corresponding to the case of an infinitely extended,
horizontal plane in front of the inclined surface considered. For this reason 7, will
generally not be as much below 7, as indicated by Fig. 3.18, but it is hard to see
how it could be as high as T, — 6, since T, 4,ounq 15 Tarely more than a few degrees
above T,. Silverstein (1976) estimates values of T, — T, equal to —20 K for hori-
zontal surfaces and —7 K for vertical surfaces.

Figure 3.19 shows measured values of the ratio of net long-wavelength radiation
(3.21) on a black-painted inclined surface to that on the same surface in horizontal
position. The quantity varying with angle of inclination is the effective blackbody
temperature (which could alternatively be calculated on the basis of curves like those

given in Fig. 3.18), T, ; -, so that Fig. 3.19 can be interpreted as giving the ratio

4 4 4 4
(Te,s,w - Ts )/(Te,O,O - Ts )

0y

IEQ™
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Figure 3.19 Ratio of net long-wavelength radiation on inclined surfaces and the
corresponding flux for a horizontal surface. The error bars represent the spread of measured
values. Although measurements for different azimuth angles v have been aggregated, the
position of data points within the error bars is not noticeably correlated with . The curve
has been calculated with assumptions mentioned in the text.

Based on Kondratyev and Fedorova (1976).
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No significant differences are found between the data points for v =0°, =90°,
and 180°, which are available for each value of the tilt angle s. The data are in
agreement with the vertical to horizontal temperature difference 7, ,—99c — T,
found by Silverstein and the calculation of Kondratyev and Podolskaya (1953) for
an assumed atmospheric water mixing ratio of about 0.02 m* m~? vertical column.
However, the accuracy is limited, and it would be valuable to expand the experi-
mental activity in order to arrive at more precise determinations of the effective
environmental temperature under different conditions.

3.1.5 Variability of solar radiation

The fact that the amount of solar radiation received at a given location at the
Earth’s surface varies with time is implicit in several of the data discussed in
the preceding sections. The variability and part-time absence of solar radiation
due the Earth’s rotation (diurnal cycle) and orbital motion (seasonal cycle, depend-
ing on latitude) are well known and simple to describe, and so the emphasis here is
on a description of the less simple influence of the state of the atmosphere, cloud
cover, etc.

Most of the data presented in sections 3.1.1—3.1.3 are in the form of averages
over substantial lengths of time (e.g., a month), although some results are discussed
in terms of instantaneous values, such as intensity as a function of solar zenith
angle. In order to demonstrate the time structure of radiation quantities more
clearly, Fig. 3.20 shows hourly averages of normal incidence radiation, Sy, as well
as scattered radiation on a horizontal surface, d, hour by hour over a 13-day period
of the Danish reference year (latitude 56°N). For this period in January, several
days without any direct (or normal incidence) radiation appear consecutively, and
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Figure 3.20 Hourly values of the normal incidence flux, Sy, and the scattered flux, d, on a
horizontal plane for the Danish reference year, ¢ = 56°N. Thirteen consecutive winter days
are shown.
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Figure 3.21 Two days of continuous recording of total short-wavelength flux on a horizontal
plane.
Based on Thekaekara (1976).

the scattered radiation is quite low. On the other hand, very clear days occasionally
occur in winter, as witnessed by the normal flux received on 12 January in
Fig. 3.20. Fluctuations within each hour are also present, as can be seen from the
example shown in Fig. 3.21. The data are for two consecutive days at a latitude
of about 39°N (Goddard Space Flight Center in Maryland; Thekaekara, 1976),
collected at 4-s intervals. The figure conveys the picture of intense fluctuations,
particularly on a partially cloudy day.

3.1.5.1 Geographical distribution of solar power

The geographical distribution of average incoming (short-wave) solar radiation on a
horizontal plane is shown in Fig. 3.1a—d for each of the four seasons. The data
exhibit considerable dependence on conditions of cloud cover and other variables
influencing the disposition of radiation on its way from the top to the bottom of the
atmosphere. These data form the basis for further analysis in terms of suitability of
the power flux for energy conversion in thermal and electricity-producing devices
(Chapter 4). Methods for estimating solar radiation on inclined surfaces from the
horizontal data are introduced in Chapter 6, along with an appraisal of the fraction
of the solar resource that may be considered of practical use after consideration of
environmental and area use constraints.

3.1.5.2 Power duration curves

The accumulated frequency distribution is called a power duration curve, since it
gives the fraction of time during which the energy flux exceeds a given value E, as
a function of E. Figure 3.22a gives power duration curves for total and direct radia-
tion on a horizontal surface and two southward inclined surfaces for a location at
latitude ¢ = 56°N (Danish reference year, cf. European Commission, 1985). Since
data for an entire year have been used, it is not surprising that the energy flux is
non-zero for approximately 50% of the time. The largest fluxes, above 800 W m ™2,
are obtained for only a few hours a year, with the largest number of hours with

high incident flux being for a surface inclined about 45° (cf. Fig. 3.16). The shape
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Figure 3.22 (a) One-year power duration curves of total (left side) and direct (right side)
short-wavelength radiation on south-facing surfaces of three different inclinations, based on
the Danish reference year, ¢ = 56°N. (b) One-year power duration curves of normal
incidence radiation alone, and of scattered radiation alone, based on the Danish reference
year (¢ = 56°N). The normal incidence curve would correspond to the radiation received by
a fully tracking instrument. The curve for scattered radiation is for a horizontal surface.

of the power duration curve may be used directly to predict the performance of a
solar energy device, if this is known to be sensitive only to fluxes above a certain
minimum value, say, 300 W m 2. The power duration curves for direct radiation
alone are shown on the right. They are relevant for devices sensitive only to direct
radiation, such as most focusing collectors.
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Figure 3.22b gives the power duration curves for normal incidence radiation, Sy,
and for scattered radiation on a horizontal plane, d. The normal incidence curve is
of interest for fully tracking devices, that is, devices that are being continuously
moved in order to face the direction of the Sun. By comparing Fig. 3.22b with
Fig. 3.22a, it can be seen that the normal incidence curve lies substantially above
the direct radiation curve for an optimum but fixed inclination (s = 45°). The power
duration curve for normal incidence radiation is not above the curve for total radia-
tion at s =45°, but it would be if the scattered radiation received by the tracking
plane normal to the direction of the Sun were added to the normal incidence (direct
by definition) radiation. The power duration curve for scattered radiation alone is
also shown in Fig. 3.22) for a horizontal plane. The maximum scattered flux is
about 350 W m™~ 2, much higher than the fluxes received during the winter days
shown in Fig. 3.20.

3.2 Wind

It follows from the discussion in section 2.4.1 that the kinetic energy content of the
atmosphere, on average, equals about seven days of kinetic energy production or
dissipation, also assuming average rates. Utilizing wind energy means installing a
device that converts part of the kinetic energy in the atmosphere to, say, useful
mechanical energy, i.e., the device draws primarily on the energy stored in the
atmospheric circulation and not on the energy flow into the general circulation
(1200 TW according to Fig. 2.90). This is also clear from the fact that the
production of kinetic energy, i.e., the conversion of available potential energy into
kinetic energy, according to the general scheme of Fig. 2.54, does not take place
to any appreciable extent near the Earth’s surface. Newell et al. (1969) give
height—latitude distributions of the production of zonal kinetic energy for different
seasons. According to these distributions, the regions of greatest kinetic energy, the
zonal jet-streams at mid-latitudes and a height of about 12 km (see Fig. 2.49), are
maintained from conversion of zonal available potential energy in the very same
regions.

One of the most important problems to resolve in connection with any future
large-scale energy extraction from the surface boundary region of the atmosphere’s
wind energy storage is that of the nature of the mechanism for restoring the kinetic
energy reservoir in the presence of man-made energy extraction devices. To a sub-
stantial extent, this mechanism is known from the study of natural processes by
which energy is removed from the kinetic energy storage in a given region of the
atmosphere. The store of energy is replenished by the aforementioned conversion
processes, by which kinetic energy is formed from the much larger reservoir of
available potential energy (four times larger than the kinetic energy reservoir,
according to section 2.4.1). The available potential energy is created by temperature
and pressure differences, which in turn are formed by the solar radiation flux and
the associated heat fluxes.
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3.2.1 Wind velocities
3.2.1.1 The horizontal wind profile

The horizontal components of the wind velocity are typically two orders of magni-
tude larger than the vertical component, but the horizontal components may vary a
great deal with height under the influence of frictional and impact forces on the
ground (Fig. 2.52) and the geostrophic wind above, which is governed by the
Earth’s rotation (see section 2.3.1). A simple model for the variation of horizontal
velocity with height in the lower (Prandtl) planetary boundary layer, assuming an
adiabatic lapse rate (i.e., temperature gradient, cf. Eq. 2.32) and a flat, homoge-
neous surface, is given in (2.34).

The zero point of the velocity profile is often left as a parameter, so that (2.34)
is replaced by

u=r""(r/p)"*log((z + 20 — do)/z0) (3.21)

The zero displacement, d,, allows the zero point of the profile to be determined
independently of the roughness length z,, both being properties of the surface. This
is convenient, for example, for woods and cities with roughness lengths from about
0.3 m to several meters, for which the velocity profile “starts” at an elevation (of
maybe 10 or 50 m) above the ground. For fixed zy and d,, a family of profiles is
described by (3.21), depending only on the parameter (7/p)"?, called the friction
velocity. For a given location, it is essentially determined by the geostrophic wind
speed, still assuming an adiabatic (‘“neutral”) temperature profile.

If the atmosphere is not neutral, the model leading to (3.21) has to be modified.
In fact, (2.34) may be viewed as a special case in a more general theory, due to
Monin and Obukhov (1954) (see also Monin and Yaglom, 1965), according to
which the wind speed may be expressed as

u(z) = k' (r/r)"*(f(z/L) — f(z0/L)).

Only in the case of an adiabatic lapse rate is the function f equal to a logarithm.
This case is characterized by z<« L, where the parameter L describing the atmo-
sphere’s degree of stability may be written

L=c,p(1/p)"*To/(gxQp). (3.22)

L is called the Monin—Obukhov length, g is the acceleration of gravity, and 7, and
Qo are the temperature and heat flux at the surface. Thus, L is a measure of the trans-
port of heat near the surface, which again determines the stability of the atmosphere.
If the heat flux is sufficiently large and directed from ground to atmosphere (Q, and
thus L negative), then transport of heat and matter is likely to be highly convective
and unstable, so that there will be rapid mixing and therefore less variation of wind
speed with height. On the other hand, if Oy and L are positive, the atmosphere
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becomes stable, mixing processes become weak, and stratification becomes pro-

nounced, corresponding to almost laminar motion with increasing wind speed upward.
The connection between L and the temperature gradient becomes clear in the

convective case, in which one can prove that z/L equals the Richardson number,

106 /(ou’
Ri=g 5 (a_z)’ (3.23)

where 6 is the potential temperature (2.52). From the definition,

oz T

60_9 aT_CP_CvTaP
0z cp POz)’

which according to (2.32) is a direct measure of the deviation from adiabaticity.
The adiabatic atmosphere is characterized by Ri =0. The identity of z/L and Ri is
easy to derive from (2.29), (2.31), and (2.33), but the linear relationship /= Kz
(2.33) may not be valid in general. Still, the identity may be maintained, if the
potential temperature in (3.6) is regarded as a suitably defined average.

Figure 3.23 gives an example of calculated velocity profiles for neutral, stable,
and unstable atmospheres, assuming fixed values of z, (0.01 m, a value typical of
grass surfaces) and (7’/p)l/2 =05ms L (Based on Frost, 1975.) Many meteorologi-
cal stations keep records of stability class, based on either observed turbulence, Ri,
or simply 07/0z. Thus, it is often possible with a certain amount of confidence to
extrapolate wind speed measurements taken at one height (e.g., the meteorological
standard of 10 m) to other heights that are interesting from the point of view of
wind energy extraction.

The wind profiles also show that a wind energy conversion device spanning
several tens of meters and placed in the planetary boundary layer is likely to
experience substantially different wind velocities at different ends of the device
(e.g., rotor blades).

The simple parametrizations of wind profiles considered above can be expected
to be valid only over flat and homogeneous terrain. The presence of obstacles, such
as hills, vegetation of varying height, and building structures, may greatly alter the
profiles and will often create regions of strong turbulence, where no simple average
velocity distribution will give an adequate description. If an obstacle like a hilltop
is sufficiently smooth, however, and the atmospheric lapse rate neutral or stable,
the possibility exists of increasing the wind speed in a regular fashion at a given
height where an energy collecting device may be placed. An example of this is
shown in Fig. 3.24, based on a calculation by Frost ez al. (1974). The elliptical hill
shape extends infinitely in the direction perpendicular to the plane depicted.
However, most natural hill shapes do not make a site more suitable for energy
extraction. Another possibility of enhanced wind flow at certain heights exists in
connection with certain shapes of valleys, which may act like a shroud to concen-
trate the intensity of the wind field, while still preserving its laminar features (see,
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Figure 3.23 Wind speed profiles (i.e., variation with height) for a flat terrain characterized
by a roughness length of 0.01 m and for a friction velocity of (7/p)">=0.5ms . The three
different curves correspond to an atmosphere that is neutral (has an adiabatic lapse rate),
stable, or unstable. The stability is expressed in terms of the Monin—Obukhov length.
Based on Frost (1975).
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Figure 3.24 Wind speed profiles for a wind directed perpendicular to an elliptically shaped
hill for two locations upwind, plus at the top of the hill. The profile far away from the
disturbance corresponds to a surface of roughness length 0.005 m, a friction velocity of

0.4 ms ', and a neutral atmosphere.

Based on Frost er al. (1974).
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for example, Frost, 1975). Again, if the shape of the valley is not perfect, regions of
strong turbulence may be created and the suitability for energy extraction
diminishes.

Only in relatively few cases can the local topography be used to enhance the
kinetic energy of the wind at heights suitable for extraction. In the majority of
cases, the optimum site selection will be one of flat terrain and smoothest possible
surface in the directions of the prevailing winds. Since the roughness length over
water is typically of the order 10> m, the best sites for wind energy conversion
will usually be coastal sites with large fetch regions over water.

3.2.1.2 Wind speed data

Average wind speeds give only a very rough idea of the power in the wind (which
is proportional to u”) or the kinetic energy in the wind (which is proportional to u?),
owing to the fluctuating part of the velocity, which makes the average of the cube
of u different from the cube of the average, etc. Whether the extra power of the pos-
itive speed excursions can be made useful depends on the response of the particular
energy conversion device to such fluctuations.

For many locations, only average wind speed data are available, and since it is
usually true in a qualitative way that the power that can be extracted increases with
increasing average wind speed, a few features of average wind speed behavior are
described.

In comparing wind speed data for different sites, the general wind speed—height
relation (such as the ones shown in Fig. 3.23) should be kept in mind, along with
the fact that roughness length, average friction velocity, and statistics of the occur-
rence of different stability classes are also site-dependent quantities.

Figure 3.25 shows the seasonal variation of wind speed, based on monthly aver-
age values, for selected locations. Except for Risg (Denmark) and Toronto, the sites
represent near optimum wind conditions for their respective regions. Not all parts
of the Earth are as favored with winds as the ones in Fig. 3.25. Figure 3.26 shows
the variation of average wind speed throughout the day at two shoreline sites and
one maritime site in Singapore. The average wind speed at the latter site is slightly
over 3 m s_l, and there is little seasonal variation. At the two land-based observa-
tional stations, the average speed is only around 2 m s~ ', with very little gain if the
height is increased from 10 to 65 m.

Global wind speed data are shown in Figs. 2.83—2.84. Figures 3.27 and 3.28
show the levels of power in the wind at potential hub height for wind turbines
(about 70 m), on a seasonal base, using data from NCEP-NCAR (1998). These
data have been made more consistent by a re-analysis method (Kalnay ez al.,
1996), in which general circulation models have been run to improve predictions
in areas of little or poor data. The construction of power in the wind estimates
from wind speed data is explained in section 6.3.1. It involves an averaging of
circulation model data from height levels of 1000 and 925 mb (expressed as pres-
sure levels), plus an empirical way of relating the average of the third power of
the wind speed (the power) to the third power of the average wind speed. This
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Figure 3.25 Seasonal variation of average wind speed for selected locations and heights.
Torsminde data for 1961 from Jensen (1962), Givat Hamore data Nov. 1959 to Oct. 1960
from Frenkiel (1964), Risg 1958—1967 data from Petersen (1974), Toronto 1955—1972 data
from Brown and Warne (1975), St. Paul Island 1943—1971 data from Wentink (1976), and
the Ludington 1970, 1972 data from Asmussen (1975).
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Figure 3.26 Variations of average wind speed with hour of the day for three Singapore
stations. The data cover the period 1970—1974.
Based on Nathan et al. (1976).

procedure necessarily yields very approximate results. The main observation is
that the highest power levels are found over oceans, including some regions close
to shorelines. This points to the possibility of obtaining viable extraction of wind
power from offshore plants located at suitable shallow depths. It is also seen that
seasonal variations are significant, particularly over large continents. A new,
more accurate method of determining offshore potential wind power production
is presented in section 6.3.1.
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Figure 3.29 Variation of wind speed height profile with the hour of day at Risg, Denmark
(56°N). Each curve has been averaged over all data from the period 1958—1967 for one
winter or summer month.

Based on data from Petersen (1974).

Figure 3.29 shows an example of measured wind profiles as a function of the
hour of the day, averaged over a summer and a winter month. The tendency to
instability due to turbulent heat transfer is seen during summer day hours (cf. the
discussion above). Changes in wind direction with height have been measured (e.g.,
by Petersen, 1974). In the upper part of the planetary boundary layer, this is simply
the Ekman spiral (cf. section 2.3.2).

The continuation of the velocity profile above the Prandtl boundary layer may
be important in connection with studies of the mechanisms of restoring kinetic
energy lost to an energy extraction device (e.g., investigations of optimum spacing
between individual devices). Extraction of energy in the upper troposphere does not
appear attractive at the present technological level, but the possibility cannot be
excluded. Figure 3.30 shows the 10-year average wind profile at Risg (¢ = 56°)
matched to a profile stretching into the stratosphere, based on German measure-
ments. The average wind speed near the tropopause compares well with the zonal
means indicated in Fig. 2.49.

3.2.1.3 Height scaling and approximate frequency
distribution of wind

In practical applications, some approximate relations are often employed in simple
wind power estimates. One describes the scaling of wind speeds with height, used,
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Figure 3.30 Annual average wind speed vs. height profile at latitudes 50—56°N. The lower
part of the curve is based on Risg data (Petersen, 1974), and the upper part is based on a set
of curves derived from German measurements (Hiitter, 1976). The one matching the lower
part of the curve has been selected. Also indicated (dashed line) is an average height profile
of the air density, used in the construction of Figs. 3.31—-3.33.

for example, to estimate speed u at a wind turbine hub height z from measured data
at another height z;. It is based on (3.21):

u(z) = u(z1)log((z — z1)/20), (3.24)

where the parameter z, describes the local roughness of the surface. However,
(3.24) is valid only for stable atmospheres. Another often-used approximation is the
Weibull distribution of wind speeds v over time at a given location (f is the fraction
of time in a given speed interval; Sgrensen, 1986):

) =(k/)w/e) exp = (v/c), (3.25)

where the parameter k is around 2 and ¢ around 8, both with considerable variations
from site to site.

3.2.2 Kinetic energy in the wind

In analogy to Fig. 3.30, the height variation of the kinetic energy density is
obtained in the form shown in Fig. 3.31. The density variation used in (2.55)
is the one indicated in Fig. 3.30, and the hourly data from Risg, Denmark,
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Figure 3.31 (a,b) Annual average height profile of kinetic energy density at latitudes
50°—56°N. At low height, the curve is based on hourly data from Risg (Petersen, 1974), at
larger heights calculated from the wind speeds of Fig. 3.30, neglecting any fluctuations.
Fig. 3.31b is the same on two linear-scale segments.

have been used to construct the kinetic energy at heights of 7—123 m, the
average values of which form the lower part of the curve in Fig. 3.31. The fluc-
tuations in wind speed diminish with height (cf. Fig. 3.36), and at z=123m
the difference between the annual average of u” and the square of the average
u is only about 1%. For this reason, the average wind speeds of Fig. 3.30 were
used directly to form the average kinetic energy densities for the upper part
of the figure. The kinetic energy density peaks some 3 km below the peak
wind speed, owing to the diminishing air density. Fig. 3.31b illustrates, on a
non-logarithmic scale, the bend of the curve at a height of 1—2 km, where the
near-logarithmic increase of wind speed with height is replaced by a much
stronger increase.

The kinetic energy density curve of Fig. 3.31 may readily be integrated to give
the accumulated amount of kinetic energy below a given height, as shown in
Fig. 3.32. This curve illustrates the advantage of extending the sampling area of a
wind energy-collecting device into the higher regions of the atmosphere. The
asymptotic limit of the accumulation curve is close to 2 X 10° J m~? of vertical col-
umn. This order of magnitude corresponds to that of the estimate given in Fig. 2.54,
of 8 X 10° Jm™? as a global average of zonal kinetic energy, plus a similar amount
of eddy kinetic energy. The eddy kinetic energy, which is primarily that of large-
scale eddies (any deviation from zonal means), may, in part, be included in the
curve based on Fig. 3.29, which gives mean wind speed and not zonal mean. Since
the data are for latitude S0°N—56°N, it may also be assumed that the kinetic energy
is above the global average, judging from the latitude distribution of zonal winds
given in Fig. 2.49.
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Figure 3.32 Accumulated kinetic energy below a given height, for latitudes around
50°—56°N, obtained by integration of the curve in Fig. 3.31.

3.2.3 Power in the wind

The energy flux passing through an arbitrarily oriented surface exposed to the wind
is obtained by multiplying the kinetic energy density by v -n, where v is the wind
velocity and n is the normal to the surface. The energy flux (power) may then be
written

E=1/2pu’cos 6, (3.26a)

where 6 is the angle between v and n. If the vertical component of the wind velocity
can be neglected, as well as the short-term fluctuations [termed V' according to
(2.23)], then the flux through a vertical plane perpendicular to the direction of the
wind becomes

E=1/2p— (V*), (3.26b)

where V* is the average, horizontal wind velocity corresponding to a given time-
averaging interval (2.21). If the wind speed or direction cannot be regarded as con-
stant over the time interval under consideration, then an average flux (average
power) may be defined by

1 1+ At
E= EJ Epv3 cos 0 dt,,
n

where both v and 6 (and in principle p) may depend on the time integrand f,. A situ-
ation often met in practice is one of an energy-collecting device, which is able to
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follow some of the changes in wind direction, but not the very rapid ones. Such a
“yaw” mechanism can be built into the prescription for defining 6, including the
effect of a finite response time (i.e., so that the energy-collecting surface is being
moved toward the direction the wind had slightly earlier).

Most wind data are available in a form where short-term variations have been
smoothed out. For example, the Risg data used in the lower part of Fig. 3.30 are
10-min averages centered on every hour. If such data are used to construct
figures for the power in the wind, as in Figs. 3.33—3.34 and the duration curves in
Figs. 3.39—3.40, then two sources of error are introduced. One is that random
excursions away from the average wind speed will imply a level of power that on
average is larger than that obtained from the average wind speed [owing to the
cubic dependence in (3.24)]. The other is that, owing to changes in wind direction,
the flux calculated from the average wind speed will not be passing through the
same surface during the entire averaging period, but rather through surfaces of vary-
ing orientation. This second effect will tend to make the predicted power level an
overestimate for any surface of fixed orientation.

Jensen (1962) overcame both of these difficulties by basing his measurements of
power in the wind on a statistical ensemble of instantaneous measurements and by
mounting unidirectional sensors on a yawing device that was chosen to respond to
changing wind directions in a manner similar to that of the wind energy generators

10%

104
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100 - B

0 1 2 3 4 5 6
Power in the wind (kW m™2)

Figure 3.33 Annual average height profile of power in the wind, at latitudes 50°—56°N. The
lower part of the curve has been calculated from the Risg data of Petersen (1974), and the
upper part is from the wind speeds of Fig. 3.30, neglecting any fluctuations.
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Figure 3.34 Monthly average power in the wind at Risg, Denmark, for different heights.
Calculation based on 10 years of data (Petersen, 1974).

being considered. However, it is not believed that monthly average power or power
duration curves will be substantially affected by using average data like those from
Risg (note that the ergodic hypothesis in section 2.3.3, relating the time averages to
the statistical ensemble means, is not necessarily valid if the time averages are
formed only over one 10-min interval for each hour).

In the upper part of Fig. 3.33, the power has been calculated from the average
wind speeds of Fig. 3.30, using (3.25). The seasonal variations at lower heights are
shown in Fig. 3.34. It is clear that the amount of seasonal variation increases with
height. This indicates that the upper part of Fig. 3.33 may well underestimate the
average of summer and winter energy fluxes.

Additional discussion of the power in the wind, at different geographical loca-
tions, is found below in section 3.2.4. The overall global distribution of power in
the wind at different seasons is shown in Fig. 3.27.

3.2.4 Variability in wind power

An example of short-term variations in wind speed at low height is given in
Fig. 3.35. These fluctuations correspond to the region of frequencies above the
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Figure 3.35 Short-term variation in wind speed, from simultaneous records at two locations
90 m apart (measuring height probably in the range of 5—10 m).
Based on Banas and Sullivan (1976).

spectral gap of Fig. 2.109. The occurrences of wind “gusts,” during which the wind
speed may double or drop to half the original value over a fraction of a second, are
clearly of importance for the design of wind energy converters. On the other hand,
the comparison made in Fig. 3.35 between two simultaneous measurements at dis-
tances separated horizontally by 90 m shows that little spatial correlation is present
between the short-term fluctuations. Such fluctuations would thus be smoothed out
by a wind energy conversion system, which comprises an array of separate units
dispersed over a sufficiently large area.
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The trends in amplitudes of diurnal and yearly wind speed variations are dis-
played in Fig. 3.36, as functions of height (Petersen, 1974). Such amplitudes are
generally site-dependent, as one can deduce, for example, from Figs. 3.26 and 3.28
for diurnal variations and from Fig. 3.25 for seasonal variations. The diurnal ampli-
tude in Fig. 3.26 diminishes with height, while the yearly amplitude increases with
height. This is probably a general phenomenon when the wind approaches its geo-
strophic level, but the altitude dependence may depend on geographical position
and local topography. At some locations, the diurnal cycle shows up as a 24-h peak
in a Fourier decomposition of the wind speed data. This is the case at Risg,
Denmark, as seen from Fig. 3.37, while the peak is much weaker at the lower
height used in Fig. 2.109. The growth in seasonal amplitude with height is presum-
ably determined by processes taking place at greater height (cf. Figs. 2.49 and 2.50)
as well as by seasonal variations in atmospheric stability, etc.

The wind speed variance spectrum (defined in section 2.5.2 in connection with
Fig. 2.109) shown in Fig. 2.42 covers a frequency interval between the yearly
period and the spectral gap. In addition to the 24-h periodicity, the amplitude of
which diminishes with increasing height, the figure exhibits a group of spectral
peaks with periods in the range 3—10 days. At the selected height of 56 m, the
4-day peak is the most pronounced, but moving up to 123 m, the peak period
around 8 days is more marked (Petersen, 1974). It is likely that these peaks corre-
spond to the passage time of typical meso-scale front and pressure systems.

In analyzing the variability of wind speed and power during a certain period
(e.g., month or a year), the measured data are conveniently arranged in the forms of

¢ =56° Risg 1958 -1967

120 -

100 + Diurnal

80

40+
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40
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Figure 3.36 Height dependence of diurnal and yearly amplitude of oscillation of the wind
speed at Risg. The average estimate is based on a Fourier decomposition of the data with no
smoothing (Petersen, 1974).
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Figure 3.37 Variance spectrum of horizontal wind speeds at Risg (¢ = 56°N) at a height of
56 m (based on 10 years of observation; Petersen, 1974). The spectrum is smoothed by using
frequency intervals of finite length (cf. Fig. 2.109 of section 2.5.2, where similar data for a
height of 7 m are given).

frequency distributions and power duration curves, much in the same manner as dis-
cussed in section 3.1.5. Figure 3.38 gives the 1-year frequency distribution of wind
speeds at two Danish locations for a height of about 50 m. The wind speed fre-
quency distribution (dashed curve) at Gedser (near the Baltic Sea) has two maxima,
probably associated with winds from the sea and winds approaching from the land
(of greater roughness). However, the corresponding frequency distribution of power
(top curve) does not exhibit the lower peak, as a result of the cubic dependence on
wind speed. At the Risg site, only one pronounced maximum is present in the wind
speed distribution. Several irregularities in the power distribution (which are not
preserved from year to year) bear witness to irregular landscapes with different
roughness lengths, in different directions from the meteorological tower.

Despite the quite different appearance of the wind speed frequency distribution,
the power distribution for the two Danish sites peaks at roughly the same wind

speed, between 10 and 11 m s L,

3.2.4.1 Power duration curves

On the basis of the frequency distributions of the wind speeds (or alternatively that of
power in the wind), power duration curves can be constructed giving the percentage
of time when the power exceeds a given value. Figures 3.39 and 3.40 give a number



Individual renewable energy sources 263

Height 50 m, Gedser 1960/61 Height 56 m, Risg 1961

60 -

40t

Frequency distribution of power (Wm™2/ms™")
Frequency distribution of wind speed (m/s)™"

0 10 200
Wind speed (m/s)

Figure 3.38 Frequency distribution of wind speed (right-hand scale) and of power for a
height of about 50 m at two Danish sites. The middle curves give frequency distributions for
the output of a typical wind energy generator (Sgrensen, 1978).

of such curves, based on periods of a year or more. In Fig. 3.39, power duration
curves are given for four U.S. sites that have been used or are being considered for
wind energy conversion and for one of the very-low-wind Singapore sites.

In Fig. 3.40, power duration curves are given for the two different Danish sites
considered in Fig. 3.38, as well as for a site on the west coast of Sweden, at three
different heights. The three curves for the same site have a similar shape, but in
general the shape of the power duration curves in Figs. 3.39 and 3.40 depends on
location. Although the Swedish Ringhals curves have non-negligible time percen-
tages with very large power, the Danish Gedser site has the advantage of a greater
frequency of medium power levels. This is not independent of conversion effi-
ciency, which typically has a maximum as function of wind speed.
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Figure 3.39 One-year duration curves of power in the wind, for a number of locations and
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Figure 3.40 One-year duration curves of power in the wind at Scandinavian sites (including
different heights at the Ringhals site).

Based on data from Ljungstrom (1975) (Ringhals); Petersen (1974) (Risg); Jensen (1962)
(Gedser).
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3.3 Water flows and reservoirs, waves, and tides

3.3.1 Ocean currents

The maximum speed in the center of the Gulf Stream is about 2 m's™ ', correspond-

ing to an energy density 1/2p,V,>=2kIm > and a power of 1/2p,V,’ =
4 kW m~ 2 This power level, for example, approaches that of wave power at rea-
sonably good sites, taken as power per meter of wave crest rather than per square
meter perpendicular to the flow, as used in the above case. However, high average
speed of currents combined with stable direction is found only in a few places.
Figure 3.41 shows the isotachs in a cross-section of the Gulf Stream, derived from
a single set of measurements (in June 1938; Neumann, 1956). The maximum cur-
rent speed is found at a depth of 100—200 m, some 300 km from the coast. The iso-
tachs expand and become less regular further north, when the Gulf Stream moves
further away from the coast (Niiler, 1977).

Even for a strong current like the Gulf Stream, the compass direction at the sur-
face has its most frequent value only slightly over 50% of the time (Royal Dutch
Meteorological Institute, as quoted by Neumann and Pierson, 1966), and the power
will, on average, deviate from that evaluated on the basis of average current speeds
(as is the case for wind or waves) owing to the inequality of <V > and <V >3,
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Figure 3.41 Contours of equal speed (in 10 >m s~ ') along a cross-section through the Gulf
Stream from Bermuda to the U.S. coast. The measurements were performed over a limited
period of time (in June 1938, by Neumann, 1956), but they are consistent with other
measurements in the same region (e.g., Florida Strait measurements by Brooks and Niiler,
1977).
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Figure 3.42 Indication of the location of strong surface currents (approximately defined as
having average speeds above 0.5 m s~ '). Currents drawn with dashed lines are characterized
by seasonal changes in direction.

Based on Defant (1961).

The geographical distribution of the strongest surface currents is indicated in
Fig. 3.42. The surface currents in the Atlantic Ocean, along with the horizontal cur-
rents at three different depths, are sketched in Fig. 3.43. The current speeds indi-
cated are generally decreasing downward, and the preferred directions are not the
same at different depths. The apparent “collision” of oppositely directed currents,
e.g., along the continental shelf of Central America at a depth of around 4 km, con-
ceals the vertical motion that takes place in most of these cases. Figure 3.44 gives a
vertical cross-section with outlined current directions. The Figure shows how the
oppositely directed water masses “slide” above and below each other. The coldest
water is flowing along the bottom, while the warmer water from the North Atlantic
is sliding above the cold water from the Antarctic.

3.3.1.1 Variability in current power

Although the general features of circulation in the open ocean are described in
section 2.3.2, the particular topography of coastal regions may have an important
influence on currents. As an example, water forced through a narrow strait may
acquire substantial speeds. The strait Storebalt (“Great Belt”) between two Danish
isles, which provides an outlet from the Baltic Sea, may serve as an illustration. It
is not extremely narrow (roughly 20 km at the measurement site), but narrow
enough to exhibit only two current directions, separated by 180°. The currents may
seem fairly steady, except for periods when the direction is changing between
north-going and south-going velocities, but when the energy flux is calculated from
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Figure 3.43 Indication of average horizontal current speeds (in 10> m s~ ') in the Atlantic
Ocean for different depths.
Based on Defant (1961).
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Based on Neumann and Pierson (1966).
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Figure 3.45 Power of surface current, based on observations made at 3-h intervals,

for Halskov Rev, Denmark, during a 15-day period in 1972 (the strait is narrow enough
to exhibit only two opposite current directions).

Based on Danish Meteorological Institute (1973).

the third powers of the current speeds, the fluctuations turn out to be substantial.
Figure 3.45, which gives the power at 3-hour intervals during two weeks of January
1972 clearly illustrates this.

Figure 3.46 shows, again for the Halskov Rev position in Storebzlt, the variation
in current speed with the hour of the day, based on 1-month averages. A 12-hour
periodicity may be discerned, at least during January. This period is smaller than
the one likely to be found in the open sea due to the motion of water particles in
stationary circles under the influence of the Coriolis force [see (2.62)], having a
period equal to 12 h divided by sin ¢ (¢ is the latitude).

In Fig. 3.47, the frequency distributions of current speed and power are shown
for a summer and a winter month. These curves are useful in estimating the perfor-
mance of an energy extraction device, and they can be used, for example, to
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Figure 3.46 Dependence of average current speed on the hour of the day, for a summer and
a winter month, for Halskov Rev, Denmark.
Based on Danish Meteorological Institute (1973).
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Figure 3.47 Frequency distributions of current speeds and power, based on a summer and a
winter month (solid and dashed curves, respectively), for Halskov Rev, Denmark. The data
(taken from Danish Meteorological Institute, 1973) have been smoothed in calculating the
distributions. The monthly average speed and power are indicated on the figure (in

parentheses).
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Figure 3.48 Power duration curves for power in currents at Halskov Rev, Denmark, based
on a summer and a winter month of 1972. Thin, dashed lines indicate the monthly average
power and the percentage of time during which it is available.

construct the power duration curve of the current motion, as shown in Fig. 3.48.
This is the power duration curve of the currents themselves. That of an energy-
extracting device will have to be folded with the efficiency function of the device.

The peak in the frequency distribution of power is at a lower current speed for
July than for January, and the average power is 93 W m™ > in July, as compared
with 207 W m ™2 in January (the corresponding kinetic energy densities are 138 and
247 I m~%). This indicates that the fluctuations around the average values have a
substantial effect on the energy and, in particular, on the power, because from the
average current speeds, 0.46 m s~ ' (July) and 0.65 ms~' (January), the calculated
kinetic energy densities would have been 108 and 211 J m >, and the power would
have taken the values 50 and 134 W m ™ 2.

Few locations, whether in coastal regions or in open oceans, have higher average
current speeds than the Danish location considered in Figs. 3.45—3.48, so that aver-
age power levels in the range 100—200 W m~ 2 are likely to be more representative
than the 4000 W m™~* found (at least at the time of the measurement reported in
Fig. 3.41) in the core of the Gulf Stream. This means that at many locations the
power in currents is no greater than that found in the wind at quite low heights
(cf. Fig. 3.34). Also, the seasonal variations and fluctuations are similar, which is
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not unexpected for wind-driven currents. For the currents at greater depths this may
not hold true, partly because of the smoothing due to a long turnover time and
partly because not all the deep-sea motion is wind driven, but may also be associ-
ated with temperature and salinity gradients, as discussed in section 2.3.2.

The power duration curves in Fig. 3.48 may be compared to those of wind power
shown in Figs. 3.39 and 3.40. The fraction of time in which the monthly average
power is available in the Halskov Rev surface current is 0.3 in both January and
July. The overall average power of about 150 W m™? is available for about 45% of
the time in January, but only 17% of the time in July.

3.3.2 River flows, hydropower, and elevated water storage

The kinetic energy of water flowing in rivers or other streams constitutes an energy
source very similar to that of ocean currents. However, rather than being primarily
wind driven or caused by differences in the state of the water masses themselves,
the river flows are part of the hydrological cycle depicted in Fig. 2.65. Water vapor
evaporated into the atmosphere is transported and eventually condensed. It reaches
the ground as water or ice, at the elevation of the particular location. Thus, the pri-
mary form of energy is potential. In the case of ice and snow, a melting process
(using solar energy) is usually necessary before the potential energy of elevation
can start to transform into kinetic energy. The origin of many streams and rivers is
precisely the ice-melting process, although their flows are joined by ground water
flows along their subsequent routes. The area from which a given river derives its
input of surface run-off, melt-off, and ground water is called its drainage basin.

The flow of water in a river may be regulated by means of dam building, if
suitable reservoirs exist or can be formed. In this way, the potential energy of water
stored at an elevation can be transformed into kinetic energy (e.g., driving a
turbine) at times most convenient for utilization.

An estimate of the potential hydro-energy of a given geographical region could
in principle be obtained by hypothetically assuming that all precipitation was
retained at the altitude of the local terrain and multiplying the gravitational potential
mg by the height above sea level. According to Fig. 2.65, the annual precipitation
over land amounts to about 1.1 X 10'” kg of water, and taking the average elevation
of the land area as 840 m (Sverdrup et al., 1942), the annually accumulated poten-
tial energy would amount to 9 X 10%° J, corresponding to a mean energy flux
(hydropower) of 2.9 X 10'* W.

Collection of precipitation is not usually performed as part of hydropower utili-
zation; instead, the natural processes associated with soil moisture and vegetation
are allowed to proceed, leading to a considerable re-evaporation and some transfer
to deeper-lying ground water, which eventually reaches the oceans without passing
through the rivers (see Fig. 2.65). The actual run-off from rivers and overground
run-off from polar ice caps comprise, on average, only about 0.36 of the precipita-
tion over land, and the height determining the potential energy may be lower than
the average land altitude, namely, that given by the height at which the water enters
a river flow (from ground water or directly). The minimum size of stream or river
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that can be considered useful for energy extraction is, of course, a matter of tech-
nology, but these general considerations would seem to place an upper limit on the
hydro-energy available of roughly 3 X 10?° J y !, corresponding to a power average
below 10" W (10 TW).

If, instead of using average precipitation and evaporation rates together with
average elevation, the geographical variations of these quantities are included, the
result is also close to 3 X 10*° Ty~ ! or 10"* W. These figures are derived from the
integral over all land areas,

dwprot J
= (r — e)gzdA,
dr land area

where r and e are the rates of precipitation and evaporation (mass of water, per unit
of area and time), g is the gravitational acceleration, and z is the height above sea
level. The observed annual mean precipitation and evaporation rates quoted by
Holloway and Manabe (1971) were used in the numerical estimate.

3.3.2.1 Geographical distribution of hydropower resources

A different estimate of hydropower potential is furnished by counts of actual rivers
with known or assumed water transport and falling height. According to such an
estimate by the World Energy Conference (1974, 1995), the installed or installable
hydro-generation capacity resource at average flow conditions may, in principle,
amount to 1.2 X 10'? W, for both large and small installations down to “micro-
hydro” installations of around 1 MW. On the other hand, it is unlikely that environ-
mental and other considerations will allow the utilization of all the water resources
included in the estimate. The World Energy Conference (1995) estimates 626 GW
as a realistic reserve (including an already installed capacity producing, on average,
70 GW).

Figure 3.49 gives an idea of the geographical distribution by the late 20th cen-
tury of hydropower resources on a national basis. The situation by 2015 was shown
in Fig. 1.10. The largest remaining resources are in South America. The
figures correspond to average flow conditions, and the seasonal variations in flow
are very different for different regions. For example, in Zaire, practically all the
reserves would be available year round, whereas in the United States, only 30% can
be counted on during 95% of the year.

Figure 3.50 gives seasonal variations (for 2 years) in the flow into the existing hydro-
power reservoirs in Norway, a country where the primary filling of reservoirs is associ-
ated with the melting of snow and ice during the late spring and early summer months.

3.3.2.2 Environmental impact

The environmental impact of non-regulated hydro-generation of power is mainly inter-
ference with the migration of fish and other biota across the turbine area, but the
building of dams in connection with large hydro facilities may have an even more
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Based on Andersen (1997); Meibom et al. (1999).
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profound influence on the ecology of the region, in addition to introducing accident
risks. Large reservoirs have caused serious destruction of natural landscapes and dislo-
cation of populations living in areas to be flooded as reservoirs. There are ways to
avoid some of these problems. For example, in Switzerland, modular construction,
where the water is cascaded through several smaller reservoirs, has made a substantial
reduction in the area modified. Furthermore, reservoirs need not be constructed in
direct connection with the generating plants, but can be separate installations placed in
optimum locations, with a two-way turbine that uses excess electric production from
other regions to pump water up into a high-lying reservoir. When other generating
facilities cannot meet demand, the water is then released back through the turbine.
This means that, although the water cycle may be unchanged on an annual average
basis, considerable seasonal modifications of the hydrological cycle may be involved.
The influence of such modifications on the vegetation and climate of the region below
the reservoir, which would otherwise receive a water flow at a different time, has to
be studied in each individual case. The upper region, as well, may experience modifi-
cations—for example, owing to increased evaporation in the presence of a full
Teservoir.

Although the modifications are local, their influence on the ecosystems can have
serious consequences for man. A notable example is the Aswan Dam in Egypt, which
has allowed aquatic snails to migrate from the Nile delta to upstream areas. The snails
can carry parasites causing schistosomiasis, and the disease has actually spread from
the delta region to Upper Egypt since the building of the dam (Hayes, 1977).

It is unlikely that hydropower utilization will ever be able to produce changes in
the seasonal hydrological cycle, which could have global consequences, but no
detailed investigation has yet been made. Such a study could resemble the investi-
gation of the influence of deforestation, shown in Fig. 2.97.

The impacts of global warming include changes in the hydrological cycle (cf.
Fig. 2.65). An analysis by Vliet er al. (2016) of the increases or decreases of water
availability at the sites of current hydropower facilities suggests a reduction of
around 2% of power production. For nuclear and fossil power plants depending on
environmental cooling water, the loss of efficiency and hence output due to higher
water temperatures will be larger, about 10%, but with possible mitigation options
(using more water or different coolants).

3.3.3 Ocean waves

The order of magnitude of the total energy in wave motion is about 107> of the
total kinetic energy in the atmospheric wind systems, according to the rough esti-
mate made in section 2.4.1 in connection with Fig. 2.90. The wave energy of about
10 kJ m~? found as an annual average in the North Atlantic Ocean corresponds to
the accumulated wind energy up to a height of about 200 m, according to Fig. 3.32.
This implies that, although the amount of energy stored in waves is much smaller
than the amount stored in wind, wave energy may still be equivalent to the height-
integrated fraction of wind energy accessible for practical use, at least at the current
level of technology.
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From the tentative estimates in section 2.4.1, the average turnover time for the
energy in wave motion in the open ocean may be of the order of a few days. This
time is consistent with average dissipation mechanisms, such as internal friction
and weak wave—wave interactions, plus shoreline dissipation modes. The input of
energy by the wind, on the other hand, seems to be an intermittent process that, for
extended intervals of time, involves only slow transfer of energy between waves
and turbulent wind components, or vice versa, and between wind and wave fields
propagating in different directions (any angle from O to 2m). However, large
amounts of energy may be transferred from wind to waves during short periods of
time (i.e., “short periods” compared with the average turnover time). This suggests
that the energy storage in waves may be varying more smoothly than the storage in
wind (both waves and wind represent short-term stored solar energy, rather than pri-
mary energy flows, as discussed in connection with Fig. 2.90). As mentioned in sec-
tion 2.3.2, the wave fields exhibit short-term fluctuations, which may be regarded
as random. On a medium time scale, the characteristics of the creation and dissipa-
tion mechanisms may make wave energy a more “dependable” energy source than
wind energy, but on a seasonal scale, the variations in wind and wave energy are
expected to follow each other (cf. the discussion topic III.2 in Part III).

3.3.3.1 Wave spectra

The energy spectrum F(k) of a random wave field is defined by (2.79). Since the
wavelength (or wave number k) is very difficult to observe directly, it is convenient
instead to express the spectrum in terms of the frequency,

v=w(k)/2n=1/T.

The frequency is obtained from the period, 7, which for a harmonic wave equals
the zero-crossing period, i.e., the time interval between successive passages of the
wave surface through the zero (average) height, in the same direction. The spectral
distribution of energy, or energy spectrum when expressed in terms of frequency,
Fi(v) =2nF(w), is usually normalized to the total energy (Barnett and Kenyon,
1975), whereas the wave number-dependent spectrum F(k), defined in section 2.3.2,
is normalized to the average potential energy. Thus,

JF] (w) dw = Wl =2 JF(k)dk.

Figure 3.51 shows a set of measured energy spectra, F, based on data from the
Atlantic Ocean (Moskowitz, 1964). The wave fields selected were judged to corre-
spond to fully developed waves, and data corresponding to the same wind speed at
a height of 20 m were averaged in order to provide the spectra shown in the figure.
The figure shows that the spectral intensity increases, and the frequency corre-
sponding to the peak intensity decreases, with increasing wind speed.
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Figure 3.51 Energy spectrum of waves estimated to be “fully developed” for the Atlantic
Ocean (data have been grouped according to the wind speed at a height of 20 m).
Based on Moskowitz (1964).

Based on the similarity theory of Monin and Obukhov (1954), Kitaigorodskii
(1970) suggested that F' 1(w)g2pW7] V(v being the wind speed) would be a univer-
sal function of wVg™ ', with both quantities being dimensionless. Based on the data
shown in Fig. 3.51, which approximately satisfy Kitaigorodskii’s hypothesis,
Moskowitz (1964) suggested the following analytical form for the energy spectrum
of fully developed gravity waves,

Fi(w) =8.1X10"%p, g3w  exp(—0.74(V{z=20 m}w/g) ). (3.27)

The usefulness of this relation is limited by its sensitivity to the wind speed at a
single height and by the difficulty of determining whether a given wave field is
fully developed.

If the wave field is “fetch-limited,” i.e., if the wind has been able to act over
only a limited length, then the energy spectrum will peak at a higher frequency, and
the intensity will be lower, as shown in Fig. 3.52. Hasselmann e al. (1973) have
generalized (3.27) to situations in which the wave field is not necessarily fully
developed, according to such data.

The position of the spectral peak will move downward as a function of time
owing to non-linear wave—wave interactions, i.e., interactions between different
spectral components of the wave field, as discussed in connection with (2.81)
(Hasselmann, 1962). This behavior is clearly seen in the laboratory experiments of
Mitsuyasu (1968), from which Fig. 3.53 shows an example of the time derivative of
the energy spectrum, OF,(v)/0t. Energy is transferred from middle to smaller fre-
quencies. In other experiments, some transfer is also taking place in the direction of
larger frequencies. Such a transfer is barely present in Fig. 3.53. The shape of the
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Figure 3.52 Fetch-limited energy spectrum of waves in the southern part of the North Sea.
The wind is blowing from the continental shore (westward from Helgoland).
Based on Hasselmann er al. (1973).
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Based on laboratory experiments by Mitsuyasu (1968).
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rate-of-transfer curve is similar to the one found in later experiments for real oce-
anic conditions (Hasselmann et al., 1973), and both are in substantial agreement
with the non-linear theory of Hasselmann.

Observations of ocean waves often exist in the form of statistics on the occur-
rences of given combinations of wave height and period. The wave height may be
expressed as the significant height, Hy, or the root mean square displacement of the
wave surface, H,,,,. For a harmonic wave, these quantities are related to the surface
amplitude, a, by

a* = 2(H,,)’ = H} /8.

The period is usually given by the observed zero-crossing period. Figures 3.54
and 3.55 give examples of such measured frequency distributions, based on a year’s
observation at the North Atlantic Station “India” (59°N, 19°W, the data quoted by
Salter, 1974) and at the North Sea Station “Vyl” (55.5°N, 5.0°E, based on data dis-
cussed in Problem III.2). The probability of finding periods between 8 and 10 s and
wave heights, a, between 0.3 and 1.5 m is quite substantial at Station India, of the
order of 0.3. Also, the probability of being within a band of zero-crossing periods
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Figure 3.54 Frequency distribution of wave heights and zero-crossing periods for Station
India (59°N, 19°W) in the North Atlantic.
Based on 1 year of observation by Draper and Squire (1967), quoted by Salter (1974).
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Figure 3.55 Frequency distribution of significant wave heights and zero-crossing periods for
Station Vyl (55°N, 5°E) in the North Sea.
Based on 1 year of observation by Nielsen (1977).

with a width of about 2 s and a center that moves slowly upward with increasing
wave height is nearly unity (the odd values characterizing the contour lines
of Fig. 3.54 are due to the original definition of sampling intervals in terms of feet
and H,).

3.3.4 Power in the waves

The power of a harmonic wave, i.e., the energy flux per unit length of wave crest,
passing through a plane perpendicular to the direction of propagation, is from
(2.84)

P=p,gU,a*/4=p, g*Ta?/(87) = p,g*a*/(4w). (3.28)

For the spectral distribution of energy given by the function F; (section 3.3.1),
each component must be multiplied by the group velocity ow(k)/0k. Taking
w = (gk)"* for ocean gravity waves, the group velocity becomes g/(2w), and the
power becomes

a 1
pP= Ja—:Fl (W)dw= - g dw. (3.29)

J Fi(w)
2 w
Based on observed energy spectra, F, as a function of frequency or period
T = 27/w, the power distribution [(3.29) before integration] and total power may be
constructed. Figure 3.56 gives the power distribution at the North Atlantic station
also considered in Fig. 3.54. Using data for an extended period, the average distri-
bution (labeled “year”) was calculated and, after extraction of data for the periods
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Figure 3.56 Frequency distribution of wave power, based on 1 year of observations (solid
line) or summer or winter data only (dashed lines), for Station India (59°N, 19°W) in the
North Atlantic. The yearly average power is 91 kW m ™"

Based on Mollison er al. (1976).

December—February and June— August, the curves labeled winter and summer were
constructed (Mollison et al., 1976).

Compared with Fig. 3.34, for example, Fig. 3.56 shows that the seasonal varia-
tions in wave power at the open ocean site are substantial and equivalent to the
seasonal variations in wind power at considerable height (maybe around 100 m,
considering that the roughness length over the ocean is smaller than at the continen-
tal site considered in Fig. 3.36).

Figure 3.57 summarizes some of the data available on the geographical distribu-
tion of wave power. The figures given are yearly mean power at a specific location,
and most of the sites chosen are fairly near to a coast, although still in open ocean.
The proximity of a shore is important for energy extraction from wave motion.
Whether such a condition will continue to apply will depend on the development of
suitable methods for long-range energy transfer (Chapter 5).

In Fig. 3.58, a more detailed map of wave power availability for the north
European region is shown, based on the iso-power lines estimated in initial assess-
ments of wave power in the United Kingdom, supplemented with estimates based
on data for the waters surrounding Denmark. The rapid decrease in power after
passing the Hebrides in approaching the Scottish coast from the Atlantic and also
after moving southward through the North Sea is noteworthy.

The variability of wave power may be described in terms similar to those used
for wind energy. Figure 3.59 shows the power duration curves for Station India in
the North Atlantic, based on all year or the summer or winter periods only, as in
Fig. 3.56. Again, the occurrence of periods of low and high power depends
markedly on seasonal changes.
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Figure 3.57 Annual average wave power (in kW m™ ") for selected sites.
Based on UK Energy Technology Support Unit (1976).
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Figure 3.58 Contours of estimated equal annual average wave power in the North Sea,
adjacent straits, and a part of the North Atlantic Ocean (unit: kW m™1).
Based on UK Energy Technology Support Unit (1976).
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Figure 3.59 Time duration curves for wave power at Station India (59°N, 19°W) in the
North Atlantic for the whole year (solid line) or only summer or winter (dashed lines).
Based on Mollison et al. (1976).

3.3.4.1 Waves in a climatic context

As in the case of wind energy, little is known about the possible impact of large-
scale energy extraction from wave power. One may argue that the total amount of
energy involved is so small compared to the energy exchanged by atmospheric pro-
cesses that any climatic consequence is unlikely. However, the exchange of latent
and sensible heat, as well as matter, between the ocean and the atmosphere may, to
a large extent, depend on the presence of waves. In particular, the rates of transfer
may be high in the presence of breaking waves, and the extraction of energy from
wave motion may prevent waves from developing a wave profile to the point of
breaking. Thus, a study of the environmental implications of wave energy utiliza-
tion, which seems to lend itself very naturally to computer simulation techniques,
should be undertaken in connection with proposed energy extraction schemes. As
suggested in previous sections, this is likely to be required for any large-scale use
of renewable energy, despite the intuitive feeling that such energy sources are
“non-polluting.” Yet the limited evidence available, mostly deriving from analogies
to natural processes, does suggest that the results of more detailed analyses will be
that renewable energy flows and stores can be utilized in quantities exceeding pres-
ent technological capability, without worry about environmental or general climatic
disturbances.
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3.3.5 Tides

The average rate of dissipation of tidal energy, as estimated from the slowing down
of the Earth’s rotation, is about 3 X 10'2 W. Of this, about a third can be accounted
for by frictional losses in shallow sea regions, bays, and estuaries, according to
Munk and MacDonald (1960).

In order to understand the concentration of tidal energy in certain coastal
regions, a dynamic picture of water motion under the influence of tidal forces must
be considered. The equations of motion for the oceans, (2.61) and (2.62), must be
generalized to include the acceleration due to tidal attraction, that is, F fidall, where
an approximate expression for the tidal force is given in (2.68). Numerical solutions
to these equations (see, for example, Nihoul, 1977) show the existence of a compli-
cated pattern of interfering tidal waves, exhibiting in some points zero amplitude
(nodes) and in other regions deviations from the average water level far exceeding
the “equilibrium tides” of a fraction of a meter (section 2.5.3). These features are in
agreement with observed tides, an example of which is shown in Fig. 3.60. Newer
data based on satellite measurements can be followed in near-real-time on the
Internet (NASA, 2004).

The enhancement of tidal amplitudes in certain bays and inlets can be under-
stood in terms of resonant waves. Approximating the inlet by a canal of constant
depth h, the phase velocity of the tidal waves is U,= (gh)” 2 (Wehausen and
Laitone, 1960), and the wavelength is

Figure 3.60 Tidal range H (difference between highest and lowest level in m) of the semi-
diurnal lunar tides in the North Sea and adjacent straits.
Based on Kiilerich (1965); Cavanagh er al. (1993).
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A =T U,

where T, is the period. For the most important tidal wave, T, equals half a lunar
day, and the condition for resonance may be written

L=i)\/4=025iT,g"*h'/?, (3.30)

where i is an integer, so that the length L of the inlet is a multiple of a quarter wave-
length. For i =1, the resonance condition becomes L = 34973 h'? (L and & in
meters). Bays and inlets satisfying this condition are likely to have high tidal ranges,
with the range being the difference between highest and lowest water level. An
example of this is the Severn inlet near Bristol in the United Kingdom, as seen from
Fig. 3.60. Cavanagh et al. (1993) estimate the total European potential to be 54 GW
or about 100 TWh y !, of which 90% is in France and the United Kingdom.

As discussed in section 2.5.3, the tides at a given location cannot be expected to
have a simple periodicity, but rather are characterized by a superposition of compo-
nents with different periods, the most important of which is equal to a half or full
lunar or solar day. As a function of time, the relative phases of the different compo-
nents change, leading to regularly changing amplitudes, of which two different pat-
terns are shown in Fig. 3.61. The upper one is dominated by the half-day period,
while the lower one is dominated by the full-day period.

If the water level at high tide, averaged over an area A, is raised by an amount H
over the level at low tide, then the potential energy involved is

9 San Francisco

1
—~ OFf
£
S -1
2
E‘ Manila
[v]
g 1t
2
0_
_1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 10 20 30

Day of March 1936

Figure 3.61 Examples of the time-development of tidal amplitudes at two different locations
for the same month of 1936.
Based on Defant (1961).
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Wtidal — pwHAgH,

and the maximum power that could be extracted or dissipated would be, as an aver-
age over a tidal period T,

Pl = o AH*T, ™. (3.31)

Based on measured tidal ranges, and on an estimate of the area A of a bay or
inlet that could reasonably be enclosed by a barrage for the purpose of utilizing the
energy flow (3.31), a number of favorable sites have been identified, as shown in
Fig. 3.62. These include only localities with considerable concentration of tidal
energy, because if the tidal range decreases, the area to be enclosed in order to
obtain the same power increases quadratically, and the length of barrage will have
to be correspondingly greater. For the same reason, sites of adequate tidal range,
but no suitable bay, which could be enclosed by a reasonably small length of bar-
rage, have been excluded. Of course, the term reasonable rests on an economic
judgment that may be valid only under given circumstances. It is estimated that
2—3 GW may be extracted in Europe, half at costs in the range 10—20 euro-cents
(or U.S. cents) per kWh (Cavanagh er al., 1993, using costing methodology of
Baker, 1987), and 20—50 GW in North America (Sorensen and MacLennan, 1974,
Bay of Fundy Tidal Power Review Board, 1977).

Environmental impacts may arise from utilization of tidal power. When the
La Rance tidal plant was built in the 1960s, the upper estuary was drained for water
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Figure 3.62 Tidal range for selected locations and the estimated average tidal power for
each bay in a number of cases where utilization has been proposed.
Based on King Hubbert (1969); Gray and Gashus (1972); Sorensen and MacLennan (1974).



286 Renewable Energy

over 2 years, a procedure that would hardly be considered environmentally
acceptable today. Alternative building methods using caissons or diaphragms exist,
but in all cases the construction times are long and careful measures have to be
taken to protect the biosphere (e.g., when stirring up mud from the estuary seabed).
Generally, the coastal environment is affected by the building and operation of tidal
power plants, both during construction and to a lesser extent during operation,
depending on the layout (fish bypasses, etc., as known from hydropower schemes).
Some fish species may be killed in the turbines, and the interference with the peri-
odic motion of bottom sand may lead to permanent siltation problems (and it has at
La Rance).

The total estimated power of about 120 GW at the best sites throughout the
world may be larger than what can be considered economical, but smaller than the
amount of tidal energy actually available. It is still 12% of the above-mentioned
estimate of the total dissipation of tidal energy in the vicinity of land, and it is
unlikely that all the coastal sites yielding a total of 1000 GW would be suitable for
utilization, so the order of magnitude is likely to be correct. The 2000 GW remain-
ing [relative to the tidal power derived from astronomical data (Munk and
MacDonald, 1960)] presumably becomes dissipated in the open ocean.

The maximal tidal power believed to be accessible, as well as the total resource
estimate, is about 10% of the corresponding figures for hydropower, discussed in
section 3.3.2. Tidal variations are coupled to river run-off and sea-level rise due to
global greenhouse warming (Miller and Douglas, 2004).

3.4 Heat flows, reservoirs, and other sources of energy

A large fraction of incoming solar radiation is stored as heat near the surface of the
Earth. According to Fig. 2.20, on average 47% is absorbed by the oceans and conti-
nents. The more detailed picture in Fig. 2.90 shows that 38% is absorbed by the
oceans, 9% by the continents, and 24% by the atmosphere. Chapter 2 deals with
some of the ways in which this energy could be distributed and eventually dissi-
pated. Previous sections deal with the incoming radiation itself and with the kinetic
energy in atmospheric and oceanic motion derived from the solar input by a number
of physical processes. Storage of potential energy is also considered in connection
with the processes of lifting water to a higher elevation, either in waves or in
evaporated water, which may later condense and precipitate at a higher topographi-
cal level. Still, the energy involved in such kinetic and potential energy-creating
processes is much less than the latent and sensible heat fluxes associated with
the evaporation and condensation processes themselves and with the conversion
of short-wavelength radiation to stored heat. The heat will be re-radiated as long-
wavelength radiation in situations of equilibrium, but the temperature of the
medium responsible for the absorption will rise, and in some cases the temperature
gradients between the absorbing regions and other regions (deep soil, deep ocean,
etc.), which do not themselves absorb solar radiation, cause significant heat flows.
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Utilization of heat flows and stored heat may be direct if the desired temperature
of use is no higher than that of the flow or storage. If this is not so, two reservoirs
of different temperature may be used to establish a thermodynamic cycle yielding a
certain amount of work, limited by the second law of thermodynamics. An alterna-
tive conversion scheme makes use of the heat pump principle by expending work
added from the outside. Such conversion methods are considered in Chapter 4,
while the focus here is on identifying the heat sources that are most suitable for uti-
lization. The solar energy stores and flows are surveyed in section 3.4.1, whereas
section 3.4.2 deals with the energy stored in the interior of the Earth and the corre-
sponding geothermal flows.

3.4.1 Solar-derived heat sources

The ability of land and sea to act as a solar energy absorber and further as an
energy store, to a degree determined by the local heat capacity and the processes
that may carry heat away, is of profound importance for the entire biosphere. For
example, food intake accounts only for 25%—30% of man’s total acquisition of
energy during a summer day in central Europe (Budyko, 1974). The rest is provided
by the body’s absorption of solar energy. The biological processes that characterize
the present biosphere have vanishing rates if the temperature departs from a rather
narrow range of about 270—320 K. Present forms of life thus depend on the green-
house effect’s maintaining temperatures at the Earth’s surface in this range, at least
during a fraction of the year (the growing season), and it is hard to imagine life on
the frozen “white Earth” (see section 2.4.2) that would result if the absorption pro-
cesses were minimized.

Utilization of heat stores and flows may then be defined as uses in addition to
the benefits of the “natural” thermal regime of the Earth, but often no sharp division
can be drawn between “natural” and “artificial” uses. For this reason, an assessment
of the “magnitude” of the resource is somewhat arbitrary, and in each case it must
be specified what is included in the resource base.

Total energy absorption rates are indicated in Fig. 2.90, and it is clear that the
oceans are by far the most significant energy accumulators. The distributions of
yearly average temperatures along cross-sections of the main oceans are shown in
Figs. 2.67—2.69.

The potential of a given heat storage for heat pump usage depends on two tem-
peratures: that of the storage and the required usage temperature. This implies that
no energy “amount” can be associated with the energy source, and a discussion of
heat pump energy conversion is therefore deferred to Chapter 4. An indication of
possible storage temperatures may be derived from Figs. 2.67—2.69 for the oceans,
Fig. 2.103 for a continental site, and Fig. 2.32 for the atmosphere.

For utilization without addition of high-grade mechanical or electric energy,
two reservoirs of differing temperatures must be identified. In the oceans,
Figs. 2.67—2.69 indicate the presence of a number of temperature gradients, most
noticeable at latitudes below 50° and depths below 1000—2000 m. Near the
Equator, the temperature gradients are largest over the first few hundred meters,
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and they are seasonally stable, in contrast to the gradients in regions away from the
Equator, which are largest during summer and approach zero during winter. At still
higher latitudes, there may be ice cover during a part or all of the year. The temper-
ature at the lower boundary of the ice, i.e., at the water—ice interface, is almost
constantly equal to 271.2 K (the freezing point of seawater), and in this case a
stable temperature difference can be expected between the water and the atmo-
sphere, particularly during winter.

It follows from Fig. 2.90 that over half the solar energy absorbed by the
oceans is used to evaporate water. Of the remaining part, some will be trans-
ferred to the atmosphere as sensible heat convection, but most will eventually be
re-radiated to the atmosphere (and maybe to space) as long-wavelength radia-
tion. The length of time during which the absorbed energy will stay in the
oceans before being used in one of the above ways, determines the temperature
regimes. At the ocean surface, residence times of a fraction of a day are associ-
ated with diurnal temperature variations, while residence times normally
increase with depth and reach values of several hundred years in the deepest
regions (section 2.3.2).

If oceanic temperature gradients are used to extract energy from the surface
region, a cooling of this region may result, unless the currents in the region are
such that the cooling primarily takes place elsewhere. A prediction of the cli-
matic impact of heat extraction from the oceans thus demands a dynamic investi-
gation like the one offered by the general circulation models discussed in section
2.3.2. The energy extraction would be simulated by an additional source term in
(2.65), and attention should be paid to the energy loss from the ocean’s surface
by evaporation, which would decrease at the places with lowered temperatures.
Extraction of energy from the oceans may for this reason lead to an increase of
the total downward energy flux through the surface, as noted by Zener (1973). In
addition to possible climatic effects, oceanic energy extraction may have an eco-
logical effect, partly because of the temperature change and partly because of
other changes introduced by the mixing processes associated with at least some
energy conversion schemes (e.g., changing the distribution of nutrients in the
water). Assuming a slight downward increase in the concentration of carbon
compounds in seawater, it has also been suggested that artificial upwelling of
deep seawater (used as cooling water in some of the conversion schemes dis-
cussed in Chapter 4) could increase the CO, transfer from ocean to atmosphere
(Williams, 1975).

3.4.1.1 The power in ocean thermal gradients

In order to isolate the important parameters for assessing the potential for oceanic
heat conversion, Fig. 3.63 gives a closer view of the temperature gradients in a
number of cases with large and stable gradients. For locations at the Equator,
seasonal changes are minute, owing to the small variations in solar input.
For locations in the Florida Strait, the profiles are stable, except for the upper
50—100 m, owing to the Gulf Stream transport of warm water originating in
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Figure 3.63 Temperature profiles for equatorial sites in the major oceans, as well as for the
Gulf Stream at the Florida Strait. The profiles are derived from time-limited observations and
may not represent annual averages.

Based on Neumann and Pierson (1966); Sverdrup et al. (1942).

tropical regions. The heat energy content relative to some reference point of tem-
perature 7,,¢is c\(T — T,.p), but only a fraction of this can be converted to mechan-
ical work, and the direct use of water at temperatures of about 25°C above ambient
is limited, at least in the region near the Equator. Therefore, in aiming at produc-
tion of mechanical work or electricity, the heat value must be multiplied by the
thermodynamic efficiency (cf. Chapter 4), i.e., the maximum fraction of the heat at
temperature 7 that can be converted to work. This efficiency, which would be
obtained by a hypothetical conversion device operating in accordance with an ideal
Carnot cycle, is (cf. section 4.1.2)

Neamor = (T — Trep) /T, (3.32)

where the temperatures should be in K.

Taking the reference temperature (the “cold side”) as T, = 6°C, corresponding
to depths of 380 m (Gulf Stream, 10 km from coast), 680 m (Gulf Stream, 50 km
from coast), 660 m (Atlantic Ocean), 630 m (Pacific Ocean), and 1000 m (Indian
Ocean) (see Fig. 3.63), one obtains the maximum energy that can be extracted from
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each cubic meter of water at temperature 7 (as a function of depth), in the form of
mechanical work or electricity,

nCamotCV(T - Tref)-

This quantity is shown in Fig. 3.64 for the sites considered in the preceding fig-
ure. It is seen that, owing to quadratic dependence on the temperature difference,
the work density is high only for the upper 100 m of the tropical oceans. Near the
coast of Florida, the work density drops more slowly with depth, owing to the pres-
ence of the core of the warm Gulf Stream current (cf. Fig. 3.50). Below the current,
the work density drops with a different slope, or rather different slopes, because of
the rather complex pattern of weaker currents and countercurrents of different
temperatures.

The power that could be extracted is obtained by multiplying the work density
by the transfer coefficient of the conversion device, that is, the volume of water
from which a maximum energy prescribed by the Carnot value can be extracted
per second. This quantity is also a function of T and T, and losses relative to the
ideal Carnot process are included in terms of a larger “effective” volume neces-
sary for extracting a given amount of work. If the device were an ideal Carnot
machine and the amount of water processed were determined by the natural flow
through the device, then at a flow rate of 1 ms™ ' (typical of the Gulf Stream
current) the power extracted would be 3—4 MW m ™2 facing the current flow

Gulf Stream
at Florida Strait

50 km off coast

10 km off coast

Maximum work density (108 J m™3)

0 0.2 0.4 06 0 0.2 0.4 0.6
Depth z (10% m)

Figure 3.64 Maximum work density for the locations in Fig. 3.63, corresponding to an ideal
Carnot machine extracting work from the temperature difference between the temperature at
a given depth and a cold reservoir at constant temperature 6°C (the depth at which such
cooling water might be collected can be found in Fig. 3.63).
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Figure 3.65 Average minimum temperature difference (°C) between the sea surface and a
depth of 200 m. Average minimum means that a smoothed curve for the seasonal variations
in temperature difference has been used to determine the minimum.

Based on Putnam (1953).

direction, according to Fig. 3.64. In practice, as the treatment in Chapter 4 shows,
only a fraction of this power will be obtained.

An indication of the global distribution of locations with large ocean temperature
gradients may be obtained from Fig. 3.65, which gives the average temperature dif-
ference between the surface water and the water at a depth of 200 m for the time of
the year when this difference is smallest. As mentioned above, seasonal variation is
very small in the equatorial region, whereas the summer temperature difference is
far greater than the winter temperature difference at mid- and high latitudes, as seen
from Fig. 3.66.

The availability of currents that could promote flow through a temperature-
gradient-utilizing device may be estimated from the material in section 3.3.1, but it
should be borne in mind that the currents are warm only after passage through the
equatorial region. It then follows from Fig. 3.42 that most currents on the Northern
Hemisphere are warm, while most currents in the Southern Hemisphere originate in
the Antarctic region and are cold.

3.4.1.2 Temperature gradients in upper soil and air

The temperature gradient due to absorption of solar radiation in continental soil or
rock has a diurnal and a seasonal component, as discussed in section 2.3.2.
Transport processes in soil or rock are primarily by conduction rather than by mass
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Figure 3.66 Trends of seasonal variations in water temperature at different depths (indicated
in meters below the surface) for selected locations in open ocean and near shore.

Based on Sverdrup et al. (1942); Neumann and Pierson (1966); Danish Meteorological
Institute (1973).

motion (ground water does move a little, but its speeds are negligible compared
with ocean currents), which implies that the regions that are heated are much smal-
ler (typically depths of up to 0—7 m in the diurnal cycle and up to 15 m in the sea-
sonal cycle). The seasonal cycle may be practically absent for locations in the
neighborhood of the Equator. An example of the yearly variation at fairly high lati-
tude is given in Fig. 2.103. The picture of the diurnal cycle is very similar except
for scale, as follows from the simple model given by (2.40)—(2.42). Therefore, the
potential for extracting mechanical work or electricity from solar-derived soil or
rock temperature gradients is very small. Direct use of the heat is usually excluded
as well, because the temperatures in soil or rock are mostly similar to or slightly
lower than that of the air. An exception may be dry rock, which can reach tempera-
tures substantially above the ambient after some hours of strong solar exposure.
Extraction of heat from soil or rock by means of the heat pump principle is possible
and is discussed in the next chapter.

Temperature gradients in the atmosphere are rather small but of stable sign
(except for the layer near the ground) up until the tropopause (see Fig. 2.29). At
higher altitudes, the gradient changes sign a few times (Fig. 2.28). The temperature
gradient over the first few hundred meters above ground is largely determined by
the sign of the net total radiation flux, which exhibits a daily cycle (cf. Fig. 2.1)
characterized by downward net flux during daylight and upward net flux at night.
An example of the corresponding diurnal variation in temperature at heights of 7
and 123 m is shown in Fig. 3.67 for January and July at a location 56°N.
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Figure 3.67 Variations of air temperature for two heights over ground and two months
(January and July), as a function of the hour of the day. Ten years of observations from the

meteorological tower at Risg, Denmark (Petersen, 1974) have been used to form the average
trends.

The density of air also decreases with height (Fig. 2.28), and the heat capacity is
small (e.g., compared with that of water), so the potential for energy conversion
based on atmospheric heat is small per unit of volume. Energy production using the
atmospheric temperature gradient would require the passage of very large quantities
of air through an energy extraction device, and the cold air inlet would have to be
placed at an elevation kilometers above the warm air inlet. However, heat pump

use of air near ground level is possible, just as it is for solar energy stored in the
upper soil.

3.4.2 Geothermal flows and stored energy

Heat is created in some parts of the interior of the Earth: as a result of radioactive
disintegration of atomic nuclei. In addition, the material of the Earth is in the pro-
cess of cooling down from an initial high temperature or as a result of heat carried
away after being released within the interior by condensation and possibly other
physical and chemical processes.

3.4.2.1 Regions of particularly high heat flow

Superimposed on a smoothly varying heat flow from the interior of the
Earth toward the surface are several abnormal flow regions. The subsurface
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temperature exhibits variations associated with the magnitude of the heat flow
and heat capacity—or, in general, the thermal properties—of the material. The
presence of water (or steam) and other molten material is important for the trans-
portation and concentration of heat. Until now, the vapor-dominated concentra-
tions of geothermal energy have attracted the most attention as potential energy
extraction sources. However, the occurrence of hot springs or underground steam
reservoirs is limited to a very few locations. Reservoirs containing superheated
water (brine) are probably more common, but are hard to detect from general
geological data.

Some reservoirs attract special interest owing to chemical processes in
brine—methane mixtures that release heat and increase the pressure, while the
conductivity of such mixtures is low (so-called geo-pressurized systems, cf. Rowley,
1977). Dry rock accumulation of heat is probably the most common type of geother-
mal heat reservoir (i.e., storage with temperature above average), but it does not lend
itself so directly to utilization because of the difficulties in establishing sufficiently
large heat transfer surfaces. A number of high-temperature reservoirs are present in
volcanic systems in the form of lava pools and magma chambers.

Whereas the smoothly varying average heat flow from the interior of the Earth
can be considered a renewable energy resource (see below), the reservoirs of abnor-
mal temperature are not necessarily large in relation to possible usage and do not get
renewed at rates comparable to possible extraction rates. It is estimated that electric
power generation by use of geothermal steam at the locations where such steam is
available will be possible for only about 50 years. The total amount of geothermal
heat stored in water or steam to a depth of 10 000 m is estimated to be 4 X 10*' J, of
which some (1—2) X 10%° J is capable of generating steam of above 200°C (World
Energy Conference, 1974). The same source estimates the total amount of energy
stored in dry rocks to a depth of 10 km as around 10?’J. Steam of temperatures
above 200°C represents an average power of 240 X 10° W for a period of 50 years.

It follows from the above that most of the abnormal geothermal heat reservoirs
must be considered non-renewable resources on the same footing as fossil and fis-
sile deposits. However, the average geothermal heat flow also corresponds to tem-
perature gradients between the surface and reachable interior of the Earth, which
can be used for energy extraction, at least if suitable transfer mechanisms can be
established. These may be associated with water flow in regions of high permeabil-
ity, so that water that has been cooled by an energy extraction device may regain
the temperature of the surrounding layer in a relatively short time.

3.4.2.2 The origin of geothermal heat

The radioactive elements mainly responsible for geothermal heat production at pres-
ent are 2°U (decay rate 9.7 X 10~ " year "), ***U (decay rate 1.5 X 10~ '° year™ "),
#2Th (decay rate 5.0 X 107" year "), and “°K (decay rate 5.3 X 10~ ' year™').
These isotopes are present in different concentrations in different geological forma-
tions. They are more abundant in the granite-containing continental shields than in
the ocean floors. Most of the material containing the radioactive elements is
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concentrated in the upper part of the Earth’s crust. In the lower half of the crust
(total depth around 40 km), radiogenic heat production is believed to be fairly con-
stant, at a value of about 2 X 1077Wm™3 (Pollack and Chapman, 1977). The rate
of radiogenic heat production at the top of the continental crust is typically at least
ten times higher, but it decreases with depth and reaches the lower crust value
approximately halfway through the crust. The amount of radioactivity in the mantle
(occupying the volume between the core and the crust) and in the core (the radius
of which is about half the total radius) is poorly known, but models indicate that
very little radioactive heat production takes place in the mantle or core.

From the radioactive decay of the above-mentioned isotopes, it can be deduced
that the temperature of an average piece of rock near the surface of the crust must
have decreased some 900°C during the last 4.5 X 10° years (i.e., since the Sun
entered the main burning sequence; Goguel, 1976). At present, radiogenic heat pro-
duction accounts for an estimated 40% of the continental average heat flow at the
surface. The rest, as well as most of the heat flow at the oceanic bottom, may then
be due to cooling associated with expenditure of stored heat.

In order to assess the nature and origin of the heat stored in the interior of the
Earth, the creation and evolution of the planet must be modeled. As discussed in
section 2.1.1, the presence of heavy elements in the Earth’s crust would be
explained if the material forming the crust was originally produced during one or
more supernovae outbursts. It is also consistent to assume that this material was
formed over a prolonged period, with the last contribution occurring some 10° years
before the condensation of the material forming the Earth (Schramm, 1974).

A plausible model of the formation of the planetary system assumes an initial neb-
ula of dust and gases (including the supernova-produced heavy elements), the temper-
ature of which would increase toward the center. The Sun might then be formed by
gravitational collapse (cf. section 2.1.1). The matter not incorporated into the “proto-
sun” would slowly cool, and parts of it would condense into definite chemical com-
pounds. The planets would be formed by gravitational accretion of matter, at about the
same time as, or slightly earlier than, the formation of the Sun (Reeves, 1975).

One hypothesis is that the temperature at a given distance from the protosun
would be constant during the formation of planets like the Earth (equilibrium
condensation model; see, for example, Lewis, 1974). As temperature declines, a
sequence of condensation processes occurs: at 1600 K, oxides of calcium, alumi-
num, etc.; at 1300 K, nickel—iron alloys; at 1200 K, enstatite (MgSiO5); at 1000 K,
alkali-metal-containing minerals (feldspar, etc.); at 680 K, troilite (FeS). The
remaining iron would be progressively oxidized, and, at about 275 K, water would
be formed. The assumption that the Earth was formed at a constant temperature of
about 600 K implies that it would have a composition characteristic of the conden-
sation state at that temperature.

Other models can be formulated that would also be relatively consistent with
the knowledge of the (initial) composition of the Earth’s interior. If, for example,
the planet formation process was slow compared to the cooling of the nebula, then
different layers of the planet would have compositions characteristic of different
temperatures and different stages of condensation.
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It is also possible that the creation of the Sun and the organization of the primor-
dial nebula did not follow the scheme outlined above, but were the results of more
violent events, such as the close passage of a supernova star.

If the assumption of a constant temperature of about 600 K during the formation
of the Earth is accepted, then the subsequent differentiation into crust, mantle, and
core (each of the latter two having two subdivisions) is a matter of gravitational set-
tling, provided that the interior was initially in the fluid phase or that it became
molten as a result of the decay of radioactive isotopes (which, as mentioned, must
have been much more abundant at that time, partly because of the exponential
decay of the isotopes present today and partly owing to now-absent short-lived iso-
topes). The crust would have formed very quickly as a result of radiational cooling,
but the presence of the crust would then have strongly suppressed further heat loss
from the interior. The central region may have been colder than the mantle during
the period of core formation by gravitational settling (Vollmer, 1977).

Gravitational settling itself is a process by which gravitational (potential) energy
is transformed into other energy forms. It is believed that most of this energy
emerged as heat, and only a smaller fraction as chemical energy or elastic energy.
If the differentiation process took place over a short time interval, the release of
26 X 10° J would have heated material of heat capacity similar to that of crustal
rocks to a temperature of about 5000 K. If the differentiation was a prolonged pro-
cess, then the accompanying heat would, to a substantial extent, have been radiated
into space, and the temperature would never have been very high (Goguel, 1976).
The present temperature increases from about 300 K at the surface to perhaps
4000 K in the center of the core. During the past, convective processes as well as
formation of steam plumes in the mantle are likely to have been more intense than
at present. The present heat flow between the mantle and the crust is about
25 X 1012W, while the heat flow at the surface of the crust is about 30 X 102 W
(Chapman and Pollack, 1975; Pollack and Chapman, 1977).

If heat conduction and convective processes of all scales can be approximately
described by the diffusion equation (2.28), supplemented with a heat source term
describing the radioactive decay processes, in analogy to the general transport equa-
tion (2.44), then the equation describing the cooling of the Earth may be written

dT/dt = div(K grad T) + S/p, (3.33)

where K is the effective diffusion coefficient and S is the radiogenic heat production
divided by the local heat capacity C. The rate of heat flow is given by

ESens = )\aT/ar’ (334)
where the thermal conductivity A equals KC, according to (2.39). If the temperature

distribution depends only on the radial co-ordinate r, and K is regarded as a
constant, (3.33) reduces to

dT/dt = K(6°T /or* + 2r~'0T Jor) + S/ p. (3.35)
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The simplified version is likely to be useful only for limited regions. The diffu-
sion coefficient K is on average of the order of 10~ °®m? s~ ' in the crust and mantle,
but increases in regions allowing transfer by convection. The thermal conductivity A
of a material depends on temperature and pressure. It averages about 3Wm ™' K™
in crust and mantle, but may be much higher in the metallic regions of the core. The
total amount of heat stored in the Earth (relative to the average surface temperature)
may be estimated from fvozume/\K_l( T — T,)dx, which has been evaluated as
4x10%J (World Energy Conference, 1974). Using the average heat outflow of
3X 10" W, the relative loss of stored energy presently amounts to 2.4 X 10~'% per
year. This is the basis for treating the geothermal heat flow on the same footing as
the truly renewable energy resources. Also, in the case of solar energy, the energy
flow will not remain unchanged for periods of the order billions of years, but will
slowly increase, as discussed in sections 2.1.1 and 2.4.2, until the Sun leaves the
main sequence of stars (at which time the radiation will increase dramatically).

3.4.2.3 Distribution of the smoothly varying part
of the heat flow

The important quantities for evaluating the potential of a given region for utilization
of the geothermal heat flow are the magnitude of the flow and its accessibility.

The temperature gradient and heat flow are usually large in young geological
formations and, in particular, at the mid-oceanic ridges, which serve as spreading
centers for the mass motion associated with continental drift. In the continental
shields, the gradient and flow are much smaller, as illustrated in Fig. 3.68. Along
sections from the mid-oceanic ridges to the continental shields, the gradient may
gradually change from one to the other of the two types depicted in Fig. 3.68.

0 T
— \\\\
N
o 20 AN
™
o L
< 40}
o
[0
g |
60
0 500 1000 1500

Temperature (°C)

Figure 3.68 Temperature as a function of depth for a young and an old geological formation,
representing average extremes of temperature profiles due to the smoothly varying part of the
geothermal heat flow. The young formation (dashed line) corresponds to a mid-ocean ridge,
and the old formation (solid line) corresponds to a Precambrian continental shield. The kink
in the solid line may be associated with the onset of convective processes in the mantle.
Based on a model calculation, adjusted to observations, by MacGregor and Basu (1974).
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In some regions the temperature gradients change much more abruptly (e.g., in
going from the Fenno-Scandian Shield in Norway to the Danish Embayment; cf.
Balling, 1976), implying in some cases a high heat flux for land areas (e.g., north-
western Mexico, cf. Smith, 1974).

Maps of the geographical distribution of heat flow, both at the surface of the
crust and at the surface of the mantle, have been prepared by Chapman and Pollack
(1975; Pollack and Chapman, 1977) by supplementing available data with estimates
based on tectonic settling and, for oceanic regions, the age of the ocean floor. The
results, shown in Figs. 3.69a and b, are contours of a representation in terms of
spherical harmonic functions of latitude and longitude, Y;,,(¢, A), of maximum
degree I = 12. The advantage of this type of analysis is that oscillations of wave-
length smaller than about 3000 km will be suppressed, so that the maps are pre-
sumably describing the smoothly varying average flow without perturbations
from abnormal flow regions. A comparison between the calculation shown in
Fig. 3.69a and one in which the model predictions have also been used in regions
where measurements do exist, has convinced Chapman and Pollack that little
change will result from future improvements in the data coverage. The map
showing the mantle flow, Fig. 3.690, is obtained by subtracting the contribution
from the radiogenic heat production in the crust from the surface flow map. To
do this, Pollack and Chapman have used a model for the continental regions in
which the heat production decreases exponentially from its local value at the sur-
face of the crust,

S = S;exp(—z/b),

where b=85km (if not measured), until it reaches the constant value
CS=2.1X10""W m assumed to prevail throughout the lower crust. For oceanic
regions, the difference between mantle and surface heat flows is estimated on the
basis of the cooling of the oceanic crust (assumed to behave like a 6.5-km thick
layer of basalt) with a fixed lower boundary temperature of 1200°C. The time dur-
ing which such cooling has taken place (the “age” of the sea floor) is determined
from the present surface heat flow (Pollack and Chapman, 1977).

Mantle heat flow is very regular, with low continental values and increasing
flow when approaching the oceanic ridges, particularly in the southern Pacific
Ocean. The surface heat flow is considerably more irregular, in a manner deter-
mined by the composition of the crust at a given location, but the mean fluctuation
around the average value of 5.9 X 1072 W m™ 2 is only 22%. The surface heat flow
has similar values if evaluated separately for continents and oceans (5.3 and
6.2 X 1072 W m™?, respectively), while the contrast is larger for the upper mantle
flow (2.8 and 5.7 X 10”2 W m ™2, respectively).

The usefulness of a given flow for purposes of energy extraction depends on the
possibilities for establishing a heat transfer zone of sufficient flux. As mentioned
earlier, the most appealing heat transfer method is by circulating water. In this case,
the rate of extraction depends on the permeability of the geological material
(defined as the fluid speed through the material, for a specified pressure gradient
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Figure 3.69 (a) Surface heat flow contours (in 10> W m™2) for the smoothly varying part
of the geothermal flux, calculated on the basis of available data supplemented with a
theoretical model. (b) Heat flow contours at the top of the mantle (1073 W m™?), calculated
from the surface fluxes shown in Fig. 3.69a by subtracting the contribution originating in the
crust, for which a model has been constructed (see text).

Panels a and b: From Pollack and Chapman (1977).

and fluid viscosity). The pressure is also of importance in determining whether hot
water produced at a depth will rise to the top of a drill-hole unaided, or will have to
be pumped to the surface. High permeability is likely to be found in sand-
containing sedimentary deposits, while granite and gneiss rock have very low
porosity and permeability. Schemes for hydraulic fractionation or granulation
caused by detonation of explosives have been proposed, with the purpose of



300 Renewable Energy

establishing a heat transfer area large enough that vast areas of hot rock formations
could be accessed for extraction of geothermal energy, for example, by circulating
water through man-made regions of porous material.

3.4.3 Ocean thermal and salinity gradients

The preceding parts of this chapter are concerned with renewable energy flows and
stores based on solar radiation, gravitation between celestial bodies, the mechanical
energy involved in atmospheric and oceanic circulation, as well as a number of
(sensible or latent) heat sources, the origin of which were solar or geological. It is
believed that the most important of such sources are listed, but some significant
sources may have been omitted.

In the description of heat sources, in particular, the list is far from complete, con-
sidering that any difference in temperature constitutes a potential source of energy.
It may not be practical to attempt to extract energy from the difference in air or soil
temperature between the Arctic and Equatorial regions, but the corresponding dif-
ference in water temperature is, in fact, the basis for the temperature gradients in
some oceanic regions (discussed in section 3.4.2), owing to water transport by cur-
rents. One case in which a stable temperature difference might be usable in ways
similar to those proposed for ocean temperature gradients is offered by the differ-
ence between the Arctic air temperature and the water temperature at the base of
the ice sheets covering Arctic oceans. The average air temperature is about —25°C
for the period October—March, but the temperature at the ice—water interface is
necessarily close to 0°C (although not quite zero because of salinity- and pressure-
induced depreciation of the freezing point, cf. Fig. 3.66). Other ocean thermal
energy conversion (OTEC) proposals have focused on the temperature difference
between warm currents, such as the Gulf Stream, and surrounding, colder bodies of
water. The temperature difference is small and a thermodynamic engine working
between such temperatures will have exceedingly low efficiency. In addition, tam-
pering with currents like the Gulf Stream could have large environmental effects on
the regions depending on heat delivery from warm currents (such as Northern
Europe in the case of the Gulf Stream).

It is natural to ask whether other energy forms, such as electromagnetic, earth-
quake, chemical (of which bioenergy is treated in section 3.5), or nuclear energy,
can be considered as energy resources and to what extent they are renewable.
Examples of such energy forms are discussed in sections 3.4.4 and 3.4.5.

Useful chemical energy may be defined as energy that can be released through
exothermic chemical reactions. In general, chemical energy is associated with
chemical bonds between electrons, atoms, and molecules. The bonds may involve
overlapping electron wavefunctions of two or more atoms, attraction between ion-
ized atoms or molecules, and long-range electromagnetic fields created by the
motion of charged particles (notably electrons). In all cases, the physical interaction
involved is the Coulomb force. Examples of chemical energy connected with
molecular bonds are given in section 3.5 (bioenergy sources, including fossil fuels).
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The organization of atoms or molecules in regular lattice structures represents
another manifestation of chemical bonds. Some substances possess different crystal-
line forms that may exist under given external conditions. In addition to the possi-
bility of different solid phases, phase changes associated with transitions among
solid, liquid, and gas phases all represent different levels of latent energy.

3.4.3.1 Salinity differences

Solutions represent another form of chemical energy, relative to the pure solvent.
The free energy of a substance with components i =1, 2, ..., there being n; mol of
the ith component, may be written

G= n (3.36)

where p; is the chemical potential of component i. For a solution, p; can be
expressed in the form (see, for example, Maron and Prutton, 1959)

p; = 1 + R T log(fixi), (3.37)

where & is the gas constant (8.3 ] K 'mol™Y), T is the temperature (K), and
x; = n/(%;n;) the mole fraction. u? is the chemical potential that would correspond
to x; = 1 at the given pressure P and temperature 7, and f; is the activity coefficient,
an empirical constant that approaches unity for ideal solutions, an example of
which is the solvent of a very dilute solution (whereas, in general, f; cannot be
expected to approach unity for the dissolved component of a dilute solution).

It follows from (3.36) and (3.37) that a solution represents a lower chemical
energy than the pure solvent. The most common solution present in large amounts
on the Earth is saline ocean water. Relative to this, pure or fresh water, such as
river run-off, represents an elevated energy level. In addition, there are salinity dif-
ferences within the oceans, as shown in Figs. 2.67—2.69.

Taking the average ocean salinity as about 33 X 10~ (mass fraction), and
regarding this entirely as ionized NaCl, nyn,+ = nci- becomes about 0.56 X 10° mol
and 1,40, = 53.7 X 10° mol, considering a volume of 1 m>. The chemical potential
of ocean water, u, relative to that of fresh water, ,uO, is then from (3.37)

H= 'u() = %Tlog Xywater ™~ _ZQTnNa+/nW“ter'

Consider now a membrane that is permeable for pure water but impermeable for
salt (i.e., for Na© and ClI~ ions) as indicated in Fig. 3.70. On one side of the mem-
brane, there is pure (fresh) water, on the other side saline (ocean) water. Fresh water
will flow through the membrane, trying to equalize the chemical potentials ;° and
(1 initially prevailing on each side. If the ocean can be considered as infinite and
being rapidly mixed, then ny,+ will remain fixed, also in the vicinity of the mem-
brane. In this case each m® of fresh water penetrating the membrane and becoming
mixed will release an amount of energy, which from (3.49) is
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Figure 3.70 Schematic picture of an osmotic pump. In order to mix the fresh water
penetrating the semipermeable membrane toward the right and to maintain the salinity in the
salt-water compartment, new saline water would have to be pumped into the salt-water
compartment, and water motion near the membrane would have to be ensured.

6G = Z(niéui + p;0n;) ~ Hwarer (10 — 1) 2 2R Ty (3.38)

For a temperature 7T~285 K (considered fixed), 6G~2.65X 10°J. The
power corresponding to a fresh-water flow of 1m’s™' is thus 2.65X 10°W
(cf. Norman, 1974). The worldwide run-off of about 4 X 10" m? yfl (Fig. 2.65)
would thus correspond to an average power of around 3 X 10'*> W.

The arrangement schematically shown in Fig. 3.70 is called an osmotic pump.
The flow of pure water into the tube will ideally raise the water level in the tube,
until the pressure of the water-head balances the force derived from the difference
in chemical energy. The magnitude of this osmotic pressure, P*", relative to the
atmospheric pressure P, on the fresh-water surface, is found from the thermody-
namic relation

VAP - SdT = " nidy,,

where V is the volume, S is the entropy, and T is the temperature. Assuming that
the process will not change the temperature (i.e., considering the ocean a large res-
ervoir of fixed temperature), insertion of (3.38) yields

PO = 6P 2 Nyrer V™ Sty prer X 2RTwar V. (3.39)

Inserting the numerical values of the example above, P = 2.65 X 10°Nm 2,
corresponding to a water-head some 250 m above the fresh-water surface. If the
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assumption of fixed mole fraction of salt in the tube is to be realized, it would
presumably be necessary to pump saline water into the tube. The energy spent for
pumping, however, would be mostly recoverable, since it also adds to the height
of the water-head, which may be used to generate electricity as in a hydropower
plant.

An alternative way of releasing the free energy difference between solutions and
pure solvents is possible when the dissolved substance is ionized (the solution is
then called electrolytic). In this case, direct conversion to electricity is possible, as
further discussed in Chapter 4.

3.4.4 Nuclear energy

Atomic nuclei (consisting of protons and neutrons) form the bulk of the mass of
matter on Earth as well as in the known part of the present universe (cf. section 2.1.1).
A nucleus is usually understood to be a bound system of Z protons and N neutrons
(unbound systems, resonances, may be formed under laboratory conditions and they
are observed in cosmic ray showers for short periods of time). Such a nucleus contains
an amount of nuclear binding energy, given by

Ezn — (NM,, + ZM,)c* = —B,

with the difference between the actual energy Ezy of the bound system and the
energy corresponding to the sum of the masses of the protons and neutrons if these
were separated from each other. It thus costs energy to separate all the nucleons,
and this is due to the attractive nature of most nuclear forces.

However, if the binding energy B (i.e., the above energy difference with opposite
sign) is evaluated per nucleon, one obtains a maximum around *°Fe (cf. section
2.1.1), with lower values for both lighter and heavier nuclei. Figure 3.71a shows the
trends of —B/A, where A = Z+ N is the nucleon number. For each A, only the most
tightly bound nucleus (Z, A —Z) has been included, and only doubly even nuclei
have been included (if Z or N is odd, the binding energy is about 1 MeV lower).

This implies that nuclear material away from the iron region could gain binding
energy (and thereby release nuclear energy) if the protons and neutrons could be
restructured to form “°Fe. The reason why this does not happen spontaneously for
all matter on Earth is that potential barriers separate the present states of nuclei
from the state of the most stable nucleus and that very few nuclei are able to pene-
trate these barriers at the temperatures prevailing on Earth.

A few nuclei do spontaneously transform to more tightly bound systems (the
natural radioactive nuclei mentioned in section 3.4.2), but the rate at which they pene-
trate the corresponding “barriers” is low, since otherwise they would no longer be
present on Earth now, some 5 X 10° years after they were formed. As mentioned in
section 3.4.2, these nuclei are responsible for 40% of the average heat flow at the sur-
face of continents and contribute almost nothing to the heat flow at the ocean floors.
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Figure 3.71 (a) Trends of nuclear binding energy of bound nuclei (taken per nucleon)
relative to a hypothetical situation in which all nucleons are separated (see text). (b)
Schematic view of a nuclear fission process described by a “one-dimensional” shape
parameter (axially symmetric shapes are indicated along the lower boundary of the figure).
The zero point of the energy scale on the ordinate corresponds to the energy of a (fractional)
number of **Fe nuclei with mass identical to that of the fissioning nucleus.

Panel a: Based on Bohr and Mottelson (1969).

As schematically illustrated in Fig. 3.71b, the barrier that a nucleus of A= 240
must penetrate in order to fission is typically a very small fraction (2% —3%) of the
energy released by the fission process. This barrier has to be penetrated by quantum
tunneling. The width of the barrier depends on the initial state of the fissioning
nucleus. It is smaller if the nucleus is in an excited state rather than in its ground
state. Some heavy isotopes, such as >>°U, easily absorb neutrons, forming a com-
pound system with a dramatically reduced fission barrier and hence with a dramati-
cally increased fission probability. This process is called induced fission, and it
implies that by adding a very small amount of energy to a “fissile” element like
23U, by slow-neutron bombardment, a fission energy of some 200 MeV can be
released, mostly in the form of kinetic energy of the products, but a few percent
usually occurring as delayed radioactivity of unstable fragments. An example of
binary fission, i.e., with two end-nuclei plus a number of excess neutrons (which
can induce further fission reactions), is



Individual renewable energy sources 305

U +n— 4*Xe+ 5381+ 2n

The probability of finding an asymmetrical mass distribution of the fragments is
often larger than the probability of symmetric fission. The reason why further fission
processes yielding nuclei in the 3Fe region do not occur is the high barrier against
fission for nuclei with Z*/A < 30 and the low probability of direct fission of, say, ura-
nium into three fragments closer to the iron region (plus a larger number of neutrons).

The amount of recoverable fissile material in the Earth’s crust would correspond
to a fission-energy of about 10%2 J (Ion, 1975). However, heavy elements other than
those fissioning under slow-neutron bombardment can be made fissile by bombard-
ment with more energetic neutrons or some other suitable nuclear reaction, spend-
ing an amount of energy much smaller than that which may later be released by
fission. An example is g%gU, which may absorb a neutron and emit two electrons,
thus forming gigPu, which is a fissile element, capable of absorbing neutrons to
form gjoPu, the fission cross-section of which is appreciable. Including resources by
which fissile material may be “bred” in this way, a higher value may be attributed
to the recoverable energy resource associated with nuclear fission. This value
depends both on the availability of resource material, such as **U (the isotope ratio
238U to 2U is practically the same for all geological formations of terrestrial ori-
gin), and on the possibility of constructing devices with a high “breeding ratio.”
Some estimates indicate a 60-fold increase over the energy value of the “non-
breeder” resource (World Energy Conference, 1974).

As indicated in Fig. 3.71b, the energy gain per nucleon that could be released by
fusion of light elements is several times larger than that released by fission of heavy
elements. A number of possible fusion processes are mentioned in section 2.1.1.
These reactions take place in stars at high temperature. On Earth, they have been
demonstrated in the form of explosive weapons, with the temperature and pressure
requirements being provided by explosive fission reactions in a blanket around the
elements to undergo fusion. Controlled energy production by fusion reactions such
as “H + >H or *H + ?H is under investigation, but at present the necessary tempera-
tures and confinement requirements have not been met. Theoretically, the fusion
processes of elements with mass below the iron region are, of course, highly exe-
nergetic, and energy must be added only to ensure a sufficient collision frequency.
In practice, it may take a while to realize devices for energy extraction for which
the net energy gain is at all positive.

In theory, the nuclear fusion energy resources are much larger than the fission
resources, but in any case only a fraction of the total nuclear energy on Earth (rela-
tive to an all-iron state) could ever become energy resources on a habitable planet.
In principle, the nuclear energy resources are clearly non-renewable, and the recov-
erable amounts of fissionable elements do not appear large compared with the pos-
sible requirements of man during the kind of time span for which he may hope to
inhabit the planet Earth. However, it cannot be denied that the fusion resources
might sustain man’s energy expenditure for a long time, if, for example, the reac-
tion chain entirely based on naturally occurring deuterium could be realized [cf. the
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cosmological reactions occurring some 300 s after the singularity in the Big Bang
theory (section 2.1.1), at temperatures between 10° and 108 K]:

H+2H — !H+3H +3.25MeV,

H+3H — }n +3He + 4.0 MeV,
%H + TH — n+ ‘Z‘He +17.6 MeV,
H + 3He — !H +jHe + 18.3 MeV,

The abundance of “H in seawater is about 34 X 10~ (mass fraction). The
potential nuclear energy released by one of the deuterium—to—helium fusion
chains is thus 10"* T m ™ of seawater, or over 10°' J for all the oceans (an energy
storage equivalent to the entire thermal energy stored in the interior of the Earth,
cf. section 3.4.2).

The prime environmental concern about utilization of fission or fusion energy is
the inherent change in the radioactive environment. The fragments formed by fis-
sion reactions cover a wide range of nuclear isotopes, most of which are
unstable and emit nuclear radiation of gamma or particle type (see, for example,
Holdren, 1974). Also, fusion devices are likely to produce large amounts of radioac-
tivity, because the high-energy particles present in the reaction region may escape
and experience frequent collisions with the materials forming the “walls,” the con-
finement, and thereby induce nuclear reactions. The range of radioactive elements
formed by fusion reactions can be partially optimized from an environmental point
of view (minimizing the production of the most biologically hazardous isotopes) by
choosing appropriate materials for the confinement, but the choice of materials is
also limited by the temperature and stability requirements (see, for example, Post
and Ribe, 1974).

Large-scale implementation of fission- or fusion-based energy conversion
schemes will raise the question of whether it will be possible safely to manage and
confine the radioactive “wastes” that, if released to the general environment, could
cause acute accidents and long-range alterations in the radiological environment to
which man is presently adapted. These dangers exist equally for the use of nuclear
reactions in explosive weapons, in addition to the destructive effect of the explosion
itself, and in their case no attempt is made to confine or to control the radioactive
material.

In addition to possible health hazards, the use of nuclear energy may also have
climatic consequences, such as those associated with enhanced heat flow (during
nuclear war; cf. Feld, 1976) or with the routine emissions of radioactive material
(e.g., 85Kr from the uranium fuel cycle; cf. Boeck, 1976).

In summary, nuclear energy production based on existing once-through reactors
constitutes a footnote in history, given the very limited amounts of fissile resources
available for this mode of operation, comparable at most to those of oil. Nuclear
fusion research has been ongoing for more than 50 years, so far with little success.
Commercialization is still predicted to happen some 50 years into the future, just as
it was at any earlier stage.
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3.4.5 Atmospheric electricity

The Earth is surrounded by a magnetic field, and from a height of about 80 km a
substantial fraction of atmospheric gases is in an ionized state (cf. section 2.3.1). It
is thus clear that electromagnetic forces play an important role in the upper atmo-
sphere. Manifestations of electromagnetic energy in the lower parts of the atmo-
sphere are well known in the form of lightning. Speculations on the possibility of
extracting some of the electrical energy contained in a thunderstorm have appeared.
An estimation of the amounts of energy involved requires knowledge of the electri-
cal properties of the atmosphere.

In Fig. 3.72, calculated values of the electrical conductivity of the atmosphere
are shown as a function of height for the lowest 200 km (Webb, 1976). The conduc-
tivity is low in the troposphere, increases through the stratosphere, and increases
very sharply upon entering the ionosphere. Strong horizontal current systems are
found in the region of high conductivity at a height of around 100 km (the “dynamo
currents”). Vertical currents directed toward the ground are 6—7 orders of magni-
tude smaller for situations of fair weather, averaging about 10~ '* A m~? in the tro-
posphere. Winds may play a role in generating the horizontal currents, but the
energy input for the strong dynamo currents observed at mid-latitudes is believed to
derive mainly from absorption of ultraviolet solar radiation by ozone (Webb, 1976;
see also Fig. 2.20).

The fair weather downward current of 10~ ' A m~? builds up a negative charge
on the surface of the Earth, the total value of which on average is around 10° C.
Locally, in the thunderstorm regions, the current is reversed and much more
intense. Together, the currents constitute a closed circuit, the flow through which is
500—1000 A, but in such a way that the downward path is dispersed over most of
the atmosphere, while the return current in the form of lightning is concentrated in
a few regions (apart from being intermittent, causing time variations in the charge
at the Earth’s surface). The power P associated with the downward current may be
found from

Height z(10% m)

0+

10710 107 1 10°
Specific conductivity A (Q~'m™")

10'1|4 I

Figure 3.72 Electric conductivity of the atmosphere at noon on a clear day as a function of
height (at about 10°> m height, a substantial night-time reduction in A takes place).
Based on Webb (1976).
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P= lex‘dz,

where [ (%10712 A m72) is the average current and \(z) is the conductivity func-
tion (e.g., Fig. 3.80 at noon), or more simply from

P=1V=1Q/C,

where C is the capacitance of the Earth relative to infinity (V the corres-
ponding potential difference) and Q (210 C) is its charge. The capacitance of a
sphere with the Earth’s radius ry (6.4 X 10°m) is C=4regr,=7X 10 * F (g0 being
the dielectric constant for vacuum), and thus the average power becomes
P~6X107°Wm >

The energy stored in the charge Q of the Earth’s surface, relative to a situation
in which the charges were all moved to infinity, is

weleetric — 1 /2 0 /C ~ 3 X 10'* J.

In “practice,” the charges could only be moved up to the ionosphere (potential
difference less than 10° V), reducing the value of the stored energy by almost two
orders of magnitude. In any case, the charge of the Earth, as well as the tropo-
spheric current system, constitutes energy sources of very small magnitude, even if
the more concentrated return flux of lightning could be utilized (multiplying the
average power estimate by the area of the Earth, one obtains a total power of
3%10"°W).

3.5 Biological conversion and stores

The amount of solar energy stored in the biosphere in the form of standing crop
biomass (plants, animals) is roughly 1.5 X 102J (see section 2.4.1), and the aver-
age rate of production is 1.33 X 10'* W or 0.26 W m 2. The residing biomass per
unit area is small in oceans and large in tropical forests. The average rate of produc-
tion on the land surface is 7.6 X 10> W or 0.51 W m ™2 (Odum, 1972), and over
0.999 of the standing crop is found on land.

Still larger amounts of dead organic matter are present on the Earth in various
degrees of fossilization (see Fig. 2.92, expressed in carbon mass units rather than in
energy units; 1 kg carbon roughly corresponds to 41.8 X 10° J). Thus, fossil deposits
(varieties of coal, oil, and natural gas) are estimated to be of the order of 6 X 102 1.
This may be an underestimate, in view of the floating distinction between low-
concentration energy resources (peat, shale, tar sand, etc.) and non-specific carbon-
containing deposits. A maximum of about 1 X 10?® J is believed to be recoverable
with technology that can be imagined at present (cf. section 2.4.2), suggesting that
fossil energy resources are not very large compared with the annual biomass pro-
duction. On the other hand, converting fresh biomass into useful energy requires



Individual renewable energy sources 309

more sophisticated methods than are generally required to convert the most pure
and concentrated fossil fuel deposits. For bioenergy sources that have been in use
for a long time, such as firewood and straw, an important requirement is often dry-
ing, which may be achieved by direct solar radiation.

It should not be forgotten that plants and derived forms of biomass serve man in
essential ways other than as potential energy sources, namely, as food, as raw mate-
rial for construction, and—in the case of green plants—as producers of atmospheric
oxygen. The food aspect is partially an indirect energy usage, because man and
other animals convert the energy stored in plants by metabolic processes that
furnish energy required for their life processes. Biomass serving as food also acts as
a source of mineral nutrients, vitamins, etc., which are required for reasons other
than energy.

Assessment of the possible use of bioenergy for purposes other than those asso-
ciated with life processes must take into account both biomass’s food role and other
tasks presently performed by vegetation and animal stock, such as prevention of
soil erosion, conservation of diversity of species and balance of ecological systems.
Only energy uses that can be implemented in harmony with (maybe even in combi-
nation with) these other requirements can be considered acceptable. Although plant
systems convert only a small fraction of incident solar radiation, plans for energy
usage should also consider the requirements necessary to avoid any adverse climatic
impact. The management of extended areas of vegetation has the potential to inter-
fere with climate, for example, as a result of the strong influence of vegetation on
the water cycle (soil moisture, evaporation, etc.). Illustrations of such relations and
actual climatic changes caused by removal of vegetation, overgrazing, etc., are
given in section 2.4.2.

Before the question of plant productivity in different geographical regions and
under different conditions is considered, the biochemistry of photosynthetic pro-
cesses in green plants is briefly outlined.

3.5.1 Photosynthesis
3.5.1.1 Mechanism of green plant photosynthesis

The cells of green plants contain a large number of chloroplasts in their cytoplasm.
The interior of a chloroplast contains a liquid, the stroma, rich in dissolved proteins,
in which floats a network of double membranes, the thylakoids. The thylakoid
membranes form a closed space containing chlorophyll molecules in a range of
slightly different forms, as well as specific proteins important for photosynthesis. In
these membranes, photo-induced dissociation of water takes place,

2H,0 + light — 4e~ +4H" + O,, (3.40)
and the electrons are transferred, through a number of intermediaries, from the

internal to the external side of the membrane. The transport system is depicted in
Fig. 3.73, where the ordinate represents the redox potential [the difference in redox
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Figure 3.73 Model of the pathway of electron transfer in green plant photosynthesis.
Based on Trebst (1974).

potential between two states roughly equals the amount of energy that is released or
(if negative) that has to be added, in order to go from one state to the other].

The first step in the reaction is the absorption of solar radiation by a particular
chlorophyll pigment (aggp). The process involves the catalytic action of an enzyme,
identified as a manganese complex, that is supposed to trap water molecules
and become ionized as a result of the solar energy absorption. Thereby, the mole-
cules (of unknown structure) denoted Q in Fig. 3.73 become negatively charged,
i.e., electrons have been transferred from the water—manganese complex to the
Q-molecules of considerably more negative redox potential (Kok er al., 1975;
Sgrensen, 2005).

The photosensitive material involved in this step is called photosystem II. It
contains the chlorophyll pigment aggy responsible for the electron transfer to the
Q-molecules, where 680 is the approximate wavelength (in 10~ m), for which the
light absorptance peaks. It is believed that the initial absorption of solar radiation
may be affected by any of the chlorophyll pigments present in the thylakoid and
that a number of energy transfers take place before the particular pigment that will
transport an electron from H,O to Q receives the energy (Seliger and McElroy,
1965).

The gross absorptance as a function of wavelength is shown in Fig. 3.74 for
green plants and, for comparison, a purple bacterium. The green plant spectrum
exhibits a peak just above 400X 10 °m and another one a little below
700 X 10~? m. The bacterial spectrum is quite different, with a pronounced peak in
the infrared region around 900 X 10~° m. The positions of the peaks are somewhat
different for the different types of chlorophyll (a, b, c, ...), and they also move if
the chlorophyll is isolated from its cellular surroundings. For a given chlorophyll
type, different pigments with different absorption peak positions result from incor-
poration into different chemical environments (notably, bonding to proteins).

Returning to Fig. 3.73, the electrons are transferred from the plastoquinone to
cytochrome f by a redox reaction, which transfers a corresponding number of



Individual renewable energy sources 311

. Visible spectrum . Infrared
i Green plants
12
°Cc3 Purple
S bacteria
[ N
2 A
© Y
() !
= [
& Do
[] P
14 h \
4 N
[ ‘I
1 \\'I \
\
\
\
\
0 1 1 1 1 1 L
300 600 900

Wavelength A (107° m)

Figure 3.74 Spectrum of relative absorptance for a green plant and for a purple bacterium.
Based on Clayton (1965).

protons (H") across the thylakoid membrane. The electrons are further transferred
to plastocyanine, which leaves them to be transported to another molecule of
unknown structure, the X-protein. The energy required for this process is provided
by a second photo-excitation step, in what is called photosystem I, by means of the
chlorophyll pigment a7, (spectral peak approximately at 700 X 10~° m).

The electrons are now delivered to the outside region, where they are picked up
by ferredoxin, a small protein molecule situated at the outer side of the thylakoid
membrane system. Ferredoxin may enter a number of different reactions; a very
important one transfers the electrons via flavoprotein to nicotinamide—adenine
dinucleotide phosphate (NADP), which reacts with protons to form NADPH,, the
basis for carbon dioxide assimilation. The protons formed by (3.40) and by the
cytochrome f—plastoquinone reduction are both formed inside the membrane, but
they penetrate the thylakoid membrane by a diffusion process, regulated by reaction
(3.42) described below. The NADPH,-forming reaction may then be written

2NADP +4e~ +4H"* — 2NADPH,, (3.41)
which describes the possible fate of electrons and protons formed by process (3.40),
after transport by the sequence shown in Fig. 3.73 and proton diffusion through the
membrane.

The transport of protons from outside the thylakoid membrane to its inside
space, by means of the plastoquinone—cytochrome f redox cycle, creates an acidity
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(pH) gradient, which in turn furnishes the energy necessary for the phosphorylation
of adenosine diphosphate (ADP) into adenosine triphosphate (ATP),

ADP?” + H" + HPO,>~ — ATP*” + H,O0. (3.42)

This process, which involves the action of an enzyme, stores energy in the form
of ATP (4.8 X 1072° J per molecule), which may later be used to fuel energy-
demanding processes, such as in the chloroplast stroma or in the cytoplasm outside
the chloroplast (see, for example, Douce and Joyard, 1977). It is the analogue of the
energy-stocking processes taking place in any aerobic plant or animal cells (i.e.,
cells using oxygen), as a result of the degradation of food (saccharides, lipids, and
proteins), and associated with expenditure of oxygen (the respiratory chain, the
Krebs cycle; see, for example, Volfin, 1971). The membrane system involved in the
case of food metabolism is the mitochondrion.

By means of the energy stored in ATP and the high reducing potential of
NADPH,, the CO, assimilation process may take place in the stroma of the chloro-
plasts independently of the presence or absence of solar radiation. The carbon
atoms are incorporated into glyceraldehyde 3-phosphate, which forms the basis for
synthesis of glucose and starch. The gross formula for the process leading to the
synthesis of glyceraldehyde 3-phosphate in the chloroplasts (the Benson-Bassham-
Calvin cycle; cf. Douce and Joyard, 1977) is

3CO, + 9ATP*” + 6NADPH, + 5H,0 —

POCH,CH(OH)CHO?~ 4+ 9ADP?*~ + 8HPO4>~ + 6NADP + 9H". (3.43)

Reactions (3.40) to (3.43) may be summarized,
3CO, + 2H,0 + HPO,>™ + light — POCH,CH(OH)CHO?~ + 30,. (3.44)

Going one step further and including the synthesis of glucose, the classical equa-
tion of photosynthesis is obtained,

6H,0 + 6CO, + 4.66 X 107 18] — C4H,0¢ + 60, (3.45)

where 4.66 X 10~ '® J is the net energy added by solar radiation.

3.5.1.2 Details of photosynthetic processes

Figure 3.75 shows the components of the photosystems residing along the thylakoid
membranes. Insights into the structure of the membrane and component architecture
have recently been obtained by atomic force microscopy (Bahatyrova et al., 2004).
The space inside the membranes is called the lumen, while on the outside there is a
fluid, the stroma, which is rich in dissolved proteins. The whole assembly is in
many cases enclosed within another membrane defining the chloroplasts, entities
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Figure 3.75 Schematic picture of the components of the photosynthetic system in green
plants and cyanobacteria. See text for explanation (Sgrensen, 2005).

Compiled with use of Protein Data Bank IDs 11ZL (Kamiya and Shen, 2003), 1UM3 (Kurisu
et al., 2003), and 1JBO (Jordan et al., 2001).

floating within the cytoplasm of living cells, while in some bacteria there is no
outer barrier: they are called “cell-free.”

Although some of the basic processes of photosynthesis have been inferred long
ago (see Trebst, 1974), the molecular structures of the main components have only
recently been identified. The reason is that the huge molecular systems have to be
crystallized in order for spectroscopy, such as X-ray diffraction, to be used to iden-
tify atomic positions. Crystallization is achieved by a gelling agent, typically a
lipid. Early attempts either damaged the structure of the system of interest, or used
a gelling agent that showed up in the X-rays in a way difficult to separate from the
atoms of interest. Very slow progress finally resulted in discovery of suitable agents
and improvement of the resolution, from an initially more than 5 nm down to
approximately 0.8 nm by 1998 and then recently to about 0.2 nm. The improved
resolution allows most of the structure to be identified, although not the precise
position (e.g., of hydrogen atoms). In the future, it is expected that the actual split-
ting of water may be followed in time-slice experiments under pulsed illumination.

Figure 3.75 places the main photosystems along the thylakoid membrane, shown
schematically but with the three systems exhibiting extrusions on the luminal or
stromal side according to experimental findings. The splitting of water by solar
radiation takes place in photosystem II (PS II), with hydrogen emerging in the form
of pgH,, where pqg is plastoquinone. Cytochrome bgf (which resembles the
mitochondrial cytochrome bc; in animals) transfers the energy in pgH, to
plastocyanin (pc) and recycles pg to PS II. The plastocyanin migrates on the
luminal side of the membrane to photosystem I (PS I), where more trapping of
sunlight is needed to transfer the energy to the stromal side of the membrane, where
it is picked up by ferredoxin (fd). Ferredoxin is the basis for the transformation in
the stroma of NADP to NADPH,, which is able to assimilate CO, by the
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Benson-Bassham-Calvin cycle (see (3.43)) and thereby form sugar-containing mate-
rial, such as glucose and starch. However, a few organisms are capable of alterna-
tively producing molecular hydrogen rather than NADPH,. Selection of the
hydrogen-producing process could possibly be managed by genetic engineering. In
order to highlight the points where intervention may be possible, the individual pro-
cesses are described in a little more detail.

The structure of PS II, which is similar for different plants and bacteria,
helps to reveal the mechanisms of light trapping, water splitting, and transfer
between sites. Figure 3.76a and b, based on a thermophilic cyanobacterium
(Thermosynechococcus vulcanus) show the overall structure of PS II, seen from the
side, as in Fig. 3.75, and from the top.” The structure is that of a dimer with two
nearly identical parts. If one part is removed and pivoted to orient the “inner” sur-
face (where the interface between the two parts was) directly at the viewer, the
remaining monomer is as shown in Fig. 3.77, with a number of amino acid chains
indicated as solid helices drawn over the molecular structure. In Fig. 3.78, the view
is tilted in order to better display the reaction center details shown in Fig. 3.79. At
the 0.37 nm resolution of the X-ray data used, 72 chlorophylls are identified in the
PS II dimer. The zoomed monomer picture shows the four central chlorophyll rings
(the experiment did not identify the side chains that allow the chlorophylls to attach
to the membrane, cf. Fig. 3.80) and the unique manganese cluster of four atoms
(there are another four in the other monomer). Manganese serves as a catalyst for
the water splitting, as is discussed below. The many chlorophylls are part of an
antenna system capable of absorbing solar radiation at the lower wavelength (higher
energy) of the two peaks shown in Fig. 3.75 for green plants. The side chains
shown in Fig. 3.80 and the long molecules of 3-carotene probably also contribute to
light absorption, with a subsequent transfer of energy from the initial chlorophyll
molecules capturing radiation to the ones located in the reaction center region near
the Mn atoms, as indicated in Fig. 3.79.

The present understanding of the working of PS II is that solar radiation is
absorbed by the antenna system, including the large number of chlorophyll mole-
cules, such as those of region B in Fig. 3.77, and possibly some of the other mole-
cules, including, as mentioned, the B-carotenes. When absorbed, a light quantum of
wavelength A = 680 nm delivers an energy of

E=hc/A=29X10""T=18eV, (3.46)

where ¢ is the vacuum speed of light (3 X 10®ms™') and 4 is Planck’s constant
(6.6 X 107" Js). The excited chlorophyll state is a collective state involving elec-
trons in all parts of the central ring structure (not the central Mg atom in particular,
as demonstrated by experiments substituting other elements in this position). The
excited state may decay and re-emit the energy as a photon (fluorescence), but the
probability of transferring the energy to a neighboring chlorophyll molecule is

*The amino acid chains and helices in diagrams of molecular structures are displayed schematically
(using the software package MSI (2000) for all diagrams of this kind).
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(b)

Figure 3.76 (a,b) Overall view of the structure of photosystem II (a: seen from side, with
stroma at top and lumen below; b: seen from top, i.e., looking down from stroma
perpendicular to the view in a).

Based on Protein Data Bank ID 11ZL; Kamiya and Shen, 2003. Helices of amino acid chains
are shown (cf. Fig. 3.77).



316 Renewable Energy

e

Figure 3.77 Protein arrangements in one monomer of photosystem II. A is the protein chain
with the second quinone acceptor pgp, B is a protein active in primary light harvesting, C
and D are the subunits CP43 and D2, E and F are the cytochrome 559 « and [3 helices, K is
the protein K of the reaction center, and V is cytochrome »550. The position of the four
Mn?* atoms of the reaction center is indicated.

Based on Protein Data Bank ID 11ZL; Kamiya and Shen (2003).

higher. In this way, the energy is handed from one chlorophyll molecule to another
until it reaches one of the central chlorophyll-a molecules pointed out in Fig. 3.795.
The arrangement in this region favors a particular set of reactions, summarized in
Fig. 3.81.

By transferring an electron to pheophytin (one of the two molecules shown in
Fig. 3.79b), the donating chlorophyll-a is left in a positively charged state. The
pheophytin passes on the electron to a plastoquinone, from which it is passed to a
second plastoquinone believed to be better able to form pcH, and move around,
after taking two protons from two of the processes shown in Fig. 3.81, and subse-
quently migrate from PS II to the cytochrome b¢ f complex for the next step shown
in Fig. 3.75. The plastoquinone structure is shown in Fig. 3.82, taken from a recent
study of the cytochrome bgf complex (Kurisu et al., 2003); only the ring of one of
the pg’s is seen in the PS II X-ray studies of Kamiya and Shen (2003) or Zouni
et al. (2001). Considerable attention has been paid to identification of the processes
by which hydrogen ions are actually removed from water molecules, using 4 quanta
of energy from the central chlorophyll absorbers. It has long been suspected
that the Mn cluster serves to facilitate such processes, but first, energy has to get
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(a)

Figure 3.78 (a) Left-hand side (as in Fig. 3.77) of photosystem II, but as seen from an angle
of about 60° left rotation relative to that of Fig. 3.77 and from about 30° below the
horizontal view of Fig. 3.77. To the left, amino acid chains are shown, while they are
omitted on the right-hand side. (b) The squares roughly indicate the part enlarged in

Fig. 3.79.

Based on Protein Data Bank ID 11ZL; Kamiya and Shen (2003).
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Figure 3.79 (a) Reaction center of one-half of photosystem II, with amino acid chains
shown in a, including two very close to the Mn cluster at the bottom middle. Amino acid
chains are removed in the otherwise identical view b (below). H atoms are not shown.

(b) Shows the same area as Fig. 3.79a, with amino acid backbones and side chains left out
except tyrosines (labeled zyr), which have a special role in water splitting. The four
chlorophyll-a’s (sometimes denoted chlpy, Pggo.p1, Peso.pa, and chlp,) finally receiving the
captured light energy are indicated (chl), as are the two pheophytin rings (phe) and a
[-carotene that are part of the antenna system. The two middle-left chlorophyll rings and one
pheophytin ring, together with the left tyrosine amino acid (sometimes denoted #yr161 or Y),
belong to subunit D1, the right-hand ones to D2. A non-heme Fe** atom is enlarged at the
top, and the Mn cluster below has 4 O and 4 Mn atoms identified, with one Mn away from
the center molecule. A Ca®* atom is suggested as part of the cluster, and a molecule with the
structure HyCOj is nearby. Not all side chains of the ring molecules have been identified.
Panel a: Based on Protein Data Bank ID 1S5L; Ferreira er al. (2004).
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Figure 3.80 Molecular configurations of chlorophyll-a (CssH7,N4OsMg), pheophytin
(Cs55H74N405), and tyrosine (CoH;1NO3). For clarity, the three-dimensional structure is not
followed in detail. The surrounding environment would influence it. The tail components of the
chlorophyll and pheophytin molecules serve to stabilize the placement of the molecules in the
thylakoid membrane. Chlorophyll-b, which is found among the chlorophylls of the antenna
system in some photosystems, differs from chl a by having one CH; group replaced by CHO.

from the excited and positively charged chlorophyll molecule into the neighborhood
of the Mn atoms. The Mn atoms have double positive charges and the cluster is
believed to be held in place by weak forces tying them to some of the amino acids
of the nearby A-chain (Fig. 3.79a). The chemical jargon is that the Mn atoms are
being “co-ordinated” by the polypeptides of the D1 subunit. The amino acid most
likely to donate an electron to the chl™ ring is the ring structure of a tyrosine
molecule identified as #yr161 (using the label numbering of the recent experi-
ments quoted). The most recent X-ray experiment has a resolution of 0.35 nm, so
there is considerable room for additional structures (and atoms) to be identified as
resolution approaches typical atomic distances (around 0.1 nm).

In Fig. 3.81, all four chlorophyll molecules, having received solar energy, trans-
fer an electron via pheophytin to plastoquinone-A and take one from a tyrosine
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Figure 3.81 Photosystem II reaction center conversions of the energy furnished by 4 light
quanta (hv) originally captured in the antenna system, under the catalyzing influence of the
cluster of four Mn>" atoms. Order of magnitude reaction times are listed at the top (Barber,
2002). The notation used is dictated by chemical balancing and does not in itself imply
nearness of any pair of reagents, although some reaction mechanisms would require such
physical nearness.

molecule. In the first set of two reactions (top and bottom in Fig. 3.81), a hydrogen
atom in a neighboring water molecule is made to transfer an electron to the tyrosine
(—161), presumably under the influence of the Mn atoms. In the second set of reac-
tions, the electron transfer from plastoquinone-A to an already negatively charged
plastoquinone-B makes this doubly charged, which may also help to rip an electron
from the second hydrogen atom in the water molecule. There are now two H" ions
and a pgp molecule with a charge of —2, which combine to form pgH,. The sub-
script B is now dropped, as it is regarded as an indication of the site of reaction and
therefore is irrelevant for a plastoquinone that can move along the membrane to
the following process step (in the cytochrome bg f complex). Finally, the two oxy-
gen atoms left behind by the process will form an oxygen molecule, possibly
again under the wings of the Mn catalyst. This understanding of water splitting is
consistent with recent structural data, but the matter cannot yet be considered
completely settled. Early theoretical explanations use sets of oxides MnO, (with
x =2 or more) that change their charge or charge co-ordination state relative to the
trapped water molecules, in consort with the one-by-one stripping and release
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Figure 3.82 Structure of plastoquinone (Cs3HgoO,) and a heme (C34H3,N4O4Fe) as they
appear in cytochrome bgf.

of four protons (H") and four electrons (e”) (Kok ef al., 1970; Hoganson and
Babcock, 1997).

The scheme in Fig. 3.81 also allows an interpretation of where the plastoqui-
nones at sites A and B are on equal footing: one is formed by the first reaction line
in Fig. 3.81. If the second reaction involves the same pheophytin as the first, it will
follow the reaction scheme in line 2 of Fig. 3.81; otherwise, it will follow the
scheme in line 4. The remaining two steps are now fixed, provided that the plasto-
quinones have little probability for harboring more than two negative charges. With
the positions of most atoms determined, it should be possible to perform more
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realistic theoretical calculations of the reaction processes in the near future and
thereby verify the status of the proposed reaction paths.

Once the pgH, reaches cytochrome bg f and gets close to a protoporphyrin heme
molecule, the two protons are released and plastoquinone is recycled to the PS II.
Figure 3.83 shows the overall structure of the cyanobacterium Mastigocladus lami-
nosus cytochrome begf (Kurisu er al., 2003), which, together with the structure
derived from the alga Chlamydomonas reinhardtii (Stroebel et al., 2003), is the
most recent element in completion of the photosystem structure. Similar functions
are performed in animal mitochondria by cytochrome bc; (Iwata et al., 1998) and
in purple bacteria by cytochrome c¢, (Camara-Artigas er al., 2001). Figure 3.84
gives details of the bgf components, including three iron-containing hemes in cyto-
chrome bg and one in cytochrome f, plus the inorganic Fe,S, molecule serving as
an intermediary between the two cytochrome components.

Although as judged from Fig. 3.84 and the blow-up in Fig. 3.85, the Fe,S, mole-
cule seems too far away to be important, in fact the Rieske protein on which it sits
can be turned around the hinge connecting it to the membrane part of the structure
and thereby bring the Fe,S, molecule close to the hemes b; (L for luminal side)
and f. The two hemes by and bg closer to the stromal side are adjacent to a

Figure 3.83 Overall structure of the dimer cytochrome b f, as measured by X-ray scattering
for the thermophilic cyanobacterium Mastigocladus laminosus. Its position relative to the
thylakoid membrane is indicated in Fig. 3.75. Resolution: 0.3 nm.

Based on Protein Data Bank ID 1UM3; Kurisu ef al. (2003).
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Figure 3.84 Shown is one-half of the cytochrome b¢f complex, rotated about 40°
horizontally and moved about 20° upward relative to the view in Fig. 3.83. The structure at
the lower right (C) is cytochrome f and the structure at the lower left (D) is called the Rieske
protein. The upper structure (A) is cytochrome bg. The other chains identified are a subunit
(B) and four proteins (E—H). The area within the rectangle is enlarged in Fig. 3.85.

Based on Protein Data Bank ID 1UM3; Kurisu ef al. (2003).

plastoquinone molecule (PL9 in Fig. 3.85) and are thought to accomplish the recy-
cling of pq after the hydrogen ions (protons) have been separated.

The path via heme f is taken by electrons on their way to the large plastocyanin
(pc) molecule occupying a cavity on the luminal side before it moves with the extra
electrons to PS I. The rather large pc molecule shown in Fig. 3.86 is from the blue-
green alga (another word for cyanobacterium) Anabaena variabilis (Badsberg et al.,
1996). Smaller units with only one central Cu atom have been identified, for exam-
ple, in the plant Arabidopsis, where the role of pc as an electron donor to PS I has
been established by measurements indicating a large negative surface electrostatic
charge (Molina-Heredia et al., 2003).

Figure 3.85 also shows a few other molecules identified: TDS (C,5H350s5)
and OPC (C4sHg;NOgP), as well as more distant molecules of chlorophyll a and
[-carotene. Amino acids from the protein chains (indicated in Fig. 3.854) help to
keep the heme molecules in place and also may facilitate the electron transfer.
Transfer of electrons to the luminal side pc with corresponding positively charged
hydrogen ions implies the creation of a proton gradient across the membrane. This
is where most of the energy transferred from PS II goes, and this energy may be
stored for later use by the organism by the process

ADP*” + H" + HPO,>~ — ATP*” + H,0, (3.47)
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Figure 3.85 (a,b) (without chains) Molecules relevant for the reaction path in cytochrome

be f- See text for explanation.
Protein Data Bank ID 1UM3; Kurisu et al. (2003).
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Figure 3.86 Structure of plastocyanin from the blue-green alga Anabaena variabilis, with
amino acid chains and central Cu atoms indicated.
Based on Protein Data Bank ID 1NIN; Badsberg et al. (1996).

where ADP and ATP are adenosine di- and triphosphate (structure shown in
Fig. 3.87). ATP is formed on the stromal side of the membrane, implying a trans-
port of protons across the membrane.

As the next step in photosynthesis, PS I, shown in Fig. 3.88, receives the nega-
tively charged plastocyanin (pc)~' from cytochrome £, but has to spend energy in
transferring electrons across to the stromal side, where they are picked up by ferre-
doxin for use either in molecular hydrogen formation or for the CO,-assimilating
processes of the organism. In order to provide the energy required, PS I contains an
antenna system of chlorophyll molecules capable of capturing further solar radia-
tion, albeit at a slightly lower energy than that characterizing the central capture in
PS 11, corresponding now to wavelengths of about 700 nm.

Electrons are brought into PS I from the luminal side, either by plastocyanine pc
or, in some cyanobacteria, by cytochrome ce¢. It has been suggested that plants
developed the route with pc and its Cu core at a time in their evolution when Fe
was less available in the areas of plant growth (Rosa er al., 2002). Referring to
Fig. 3.88, a cavity is seen on the luminal (lower) side, associated with two horizon-
tal helical pieces of subunit F. This cavity, quite close to the chlorophylls chl-Al
and chl-B1 at the beginning of the electron transfer chain (Fig. 3.90), is supposed to
be the docking site of cyt-bg or pc (Fromme ef al., 2003). The somewhat surprising
presence of a Ca>* atom on the luminal side (Fig. 3.894) may have something to
do with co-ordination of the three monomers that make up the total PS I (Fromme



Figure 3.87 Molecular structure of (H3)ADP = (C;oH;5N50;0P,) and (H4)ATP =
(C10H16N5013P3).

I, K
(not
visible)

Figure 3.88 Structure of one photosystem I monomer (a total of three are at approximately
120° spacing) from the thermophilic cyanobacterium Synechococcus elongatus. A and B are
two chlorophyll antennae, and C is the docking site for ferredoxin, harboring two of the three
iron-sulfur centers (cf. Fig. 3.89, seen from an angle 40° to the right). Letters F to M are
membrane-spanning protein subsystems, while D, E, and partly X extend upward into the
stromal side. Resolution: 0.25 nm.

Based on Protein Data Bank ID 1JBO; Jordan ez al. (2001).
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(a)

Figure 3.89 Photosystem I side (a) and top (b) views with protein chains omitted except for
chain C on the stromal side near the three Fe,S, clusters. A Ca atom is indicated on the
luminal side.

Protein Data Bank ID 1JBO; Jordan ef al. (2001).

et al., 2001). The three antenna systems, each with two branches (A and B in
Fig. 3.88), consist of a total of 270 chlorophylls (mostly type a, cf. Fig. 3.80), to
which come the 3 X 6 central ones (Fig. 3.90). This very large number (also com-
pared with the 72 chl’s in PS 1I) is dictated by the fact that PS I must collect solar
energy for all the requirements of the organism, whether plant or bacterium.



328 Renewable Energy

chl-B2 chl-A1 chl-B1 chl-A2

Figure 3.90 Detail of photosystem I, seen from the side, with the division between units A
and B (see Fig. 3.88) in the middle. Chlorophyll molecules (chl) other than the six central
ones involved in transfer of energy to the three Fe,S, clusters (FeS) are omitted.
Chlorophylls, phylloquinones (phy, also known as vitamin K), and iron-sulfur clusters are
further indexed with the subunit label A, B, or X (cf. Fig. 3.88), and the chlorophylls are
shown with an index number 1 to 3. Other identified molecules include LHG (C33H750,(P),
LMG (Cy45HgO1), and a number of -carotenes (BCR). The scattered dots are oxygen
atoms of water molecules (no hydrogens are shown).

Based on Protein Data Bank ID 1JBO; Jordan ef al. (2001).

The energy captured from solar energy is transferred from chl to chl in the
antennas A and B, until it reaches the central pair [chl-Al, chl-B1] (Fig. 3.90).
These two chlorophylls (usually denoted P700) are slightly different in shape and it
is not known if both participate in the same manner. An electron is quickly (about
1 ps) passed along one of the vertical paths to chl-A3 or chl-B3. It is not known if it
passes through chl-B2 or chl-A2, or if these are parts of the primary collection site
P700. In a following rather fast step (some 30 ps), the electron is passed to either
phy-A or phy-B, from where somewhat slower processes (20—500 ns) carry the elec-
tron successively to the three Fe,S, molecules FeS-X, FeS-A, and FeS-B. The sur-
rounding amino acid chains play an important role in these transfers (Chitnis, 2001;
Brettel and Leibl, 2001). Although charge recombination can occur, the primary
electron donor is normally left in a positively charged state P700" throughout the
successive electron transfers to FeS-B. The P700" (presumably chl-Al or chl-B1) is
brought back to its neutral state by the electron brought into PS I by pc (or cyt-ce)
and is then ready for handling the next electron transfer from lumen to stroma.
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Unlike PS II, where four light quanta were required in a co-ordinated fashion,
due to the energetic requirements for water splitting, PS I may proceed with just a
single light quantum of 700 nm or 2.8 X 10~' J (1.7 eV). However, this observa-
tion does not invite any simple explanation for the dual structure of the central
energy transfer chains A and B starting from P700. It could perhaps be that a redun-
dancy was built in during evolution and its use later abandoned.

While the protein chain C surrounding the iron-sulfur clusters (Fig. 3.89) is
similar in structure to ferredoxin, it needs a real ferredoxin protein docked on the
stromal side to transfer the electron from FeS-B away from PS 1. The subsystems
C, D, and E on the stromal side of PS I (Fig. 3.88) allow docking not only of the
fairly small ferredoxin system (an example of which is shown in Fig. 3.91—there
are variations in structure between species, such as plants and cyanobacteria), but
also of the larger flavodoxin protein (Fromme et al., 2003), an example of which is
shown in Fig. 3.92.

After being brought to the stromal side by the succession of photosystems, a
number of electrons are carried by the proteins ferredoxin and flavodoxin.
Furthermore, protons (positively charged hydrogen ions) have been separated and
moved across the thylakoid membrane (thereby creating an H" gradient from lumen
to stroma). This makes room for two types of recombination processes on the stro-
mal side. One is the “normal” reaction in plants and most bacteria:

NADP +2¢~ +2H" — NADPH,, (3.48)

Figure 3.91 Ferredoxin from the cyanobacterium Anabaena PCC 7119. Each branch has an
Fe,S,; cluster. Proteins are shown schematically as ribbons, and side chains are shown as
atoms. Surrounding dots are oxygen atoms from water molecules (hydrogens not shown).
Based on Protein Data Bank ID 1CZP; Morales er al. (1999).
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Figure 3.92 Flavodoxin from Anabaena PCC 7119.
Based on Protein Data Bank ID 10BO; Lostao ef al. (2003).

where NADPH, combines with ATP*™ from (3.47) and water to assimilate CO,
from the atmosphere for the synthesis of sugars and other molecules needed for the
organism in question (see Sgrensen, 2005). The second possibility is to induce (e.g.,
by genetic manipulation) the plant to produce and export molecular hydrogen by
some process equivalent to

2e” +2H' - H,, (3.49)

where, just as in the similar inorganic case, an “agent” (in the inorganic case, a
catalyst) is needed for promoting the reaction. In the organic case, the agent may be
hydrogenase.

3.5.1.3 Efficiency of conversion

The basis for energy utilization has traditionally been the undifferentiated biomass
produced. Other possibilities would include the direct dissociation of water by the
action of sunlight (photolysis), or the formation of hydrogen rather than NADPH,,
after the initial oxygen formation (3.40) and electron transport to ferredoxin
(Benemann and Weare, 1974; Mitsui and Kumazawa, 1977),

4e” +4H" — 2H,. (3.50)

In both cases the problem is to control the recombination process,
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2H, + 0, — 2H,0 +9.47 X 107177, (3.51)

so that the energy-releasing process takes place where desired and not immediately
on the formation of hydrogen. Plants accomplish this by means of the thylakoid
membrane and later by the chloroplast external membrane. Man-made processes
may attempt to copy the membrane principle in various ways (Broda, 1975; Calvin,
1974, 1977; cf. Chapter 4), but it is not clear that present suggestions will allow
separation of hydrogen and oxygen on a large scale. It may be advantageous to use
green plants to perform the first step (3.40) and to transport electrons and protons
(hydrogen ions) through their membranes; to prevent the energy from being too
deeply trapped in organic matter, a strong reducing agent could be added to ferre-
doxin, as well as suitable enzymes, in order to accomplish the reaction (3.50) at this
stage.

The maximum theoretical efficiency of this process is the ratio between the heat
release 9.47 X 107" J in (3.51) and the solar energy input required. The latter
depends on the absorption properties of the plant and its chlorophyll molecules (cf.
Fig. 3.74), as well as on the number of light quanta required for each molecular
transformation (3.40). The energy, E, of each light quantum of wavelength A may
be found from

AE, = hc =1.986 X 10”2 Jm.

The minimum number of quanta required to transport one electron, as depicted
in Fig. 3.73, is 2, one of wavelength 680 X 10~° m and the other of 700 X 10~ m
(although these need not be the quanta originally absorbed). Since (3.40) requires
the transport of four electrons, the minimum requirement would be 8 quanta with a
total energy of 2.3 X 10™'®J. Experimental estimates of the number of quanta
needed typically give values between 8 and 10.

The efficiency of the photosynthetic process containing only steps (3.40) and
(3.50) may be written

7’/ = M\Mgeom Mchem> (3.52)

where 7, is the fraction of the frequencies in the solar spectrum (depending on
cloud cover, etc.) that is useful in the photosynthetic process, 7geom is the geometri-
cal efficiency of passing the incoming radiation to the chlorophyll sites (depending
on penetration depth in leaves, on reflectance from outer and inner surfaces, and on
absorption by other constituents of the leaves), and 7)., is the efficiency of the
photochemical reactions, the maximum value of which is given by

Nenem =947 X 10719 /230 X 10718 = 0.41.

This efficiency pertains to the amount of internal heat produced by (3.51). Only
a part of it can be converted into useful work. This part is obtained in (3.51) by
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replacing the enthalpy change 9.47 X 10~ '°J with the change in free energy,
AG =7.87X 10" J (cf. section 4.1.1). This way, the efficiency of the photochem-
ical reaction becomes

nChem,free =0.34.

The efficiency 7, associated with the chlorophyll absorption spectrum typically
lies in the range 0.4—0.5 (Berezin and Varfolomeev, 1976), and the geometrical
efficiency 7)g.0,» may be around 0.8 (for the leaf of a green plant, not including
the reduction associated with the penetration of radiation through other vegetation,
e.g., in a forest environment).

The overall maximum efficiency of about 7' ~ 0.14 found here for a hypothetical
hydrogen (H,)-producing system is valid also for actual green plants that assimilate
CO,. Over extended periods of time, the biomass production efficiency will have to
incorporate still another factor, 7,.,,, expressing the respiration losses associated
with the life cycle of the plant,

0= Nresp- (3.53)

The respirative energy losses emerge as heat and evaporated water, at rates
depending on temperature and wind speed (Gates, 1968). The value of 7, is
0.4—0.5 for land plants and somewhat larger for aquatic plants and algae.

Actual plants may get close to the theoretical maximum efficiency, although the
average plant does not. For the blue-green alga Anacystis nidulans, Goedheer and
Hammans (1975) report an energy efficiency of )¢, ~0.30, based on 36 h of
growth, including 6 h of irradiation, with a generous supply of nitrogen and other
nutrients, as well as a CO,-enriched atmosphere (i.e., 73% of the maximum energy
efficiency calculated above).

It is estimated that, on average, each CO, molecule in the atmosphere becomes
assimilated in a plant once every 200 years and that each O, molecule in the atmo-
sphere is “renewed” through a plant once every 2000 years (Seliger and McElroy,
1965).

3.5.1.4 Bacterial photosynthesis

Several bacteria use solar radiation to dissociate a compound of the general form
H,X, with a net reaction scheme of the form

CO, + 2H,X + light — (CH,0) + H,0 + 2X (3.54)

(Niel, 1941). Here (CH,O) should be understood not as free formaldehyde, but as
part of a general carbohydrate compound in analogy to the more precise equation
(3.44). Actually, (3.54) was proposed to be valid for both green plant and bacterial
photosynthesis, but there is no detailed analogy, since bacterial photosynthesis has
been found to take place in a single step, resembling PS I of the green plant
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two-step process. Other photo-induced reactions do take place in bacteria, con-
nected with ATP formation, which in this case is not a side-product of the primary
photosynthetic process.

The compound H,X may be H,S (sulfur bacteria), ethanol C,HsOH (fermenta-
tion bacteria), etc. Most photosynthetic bacteria are capable of absorbing light in
the infrared region (wavelength 800—1000X 10~°m). The role that the
NADP—-NADPH, cycle (3.41) and (3.43) plays for green plant photosynthesis is
played by NAD (nicotinamide-adenine dinucleotide)-~NADH, for photosynthetic
bacteria. The redox potential of NADH, is more or less the same as that of the ini-
tial compounds, e.g., H,S, so practically no energy is stored in the process of bacte-
rial photosynthesis (Hind and Olson, 1968).

3.5.2 Productivity in different environments
3.5.2.1 Ecological systems

The gross primary production of a plant or, in general, of an ecological system is
the rate at which solar energy is assimilated, i.e., the total amount of energy pro-
duced by photosynthesis. The net primary production, on the other hand, is the dif-
ference between gross primary production and respiration. Respiration involves an
increase in redox potential (oxidation), either by consumption of oxygen [aerobic
respiration, the net result being equivalent to (3.51)] or by the action of some other
agent of oxidation (anaerobic respiration; if the oxidant is an organic compound,
the respiration process is called fermentation).

Primary producers are part of an ecological system. Figure 3.93 gives a
schematic view of the energy and matter flow through such a system. The primary
chain comprises the primary producers capable of carrying out photosynthesis,
plant-eating organisms (herbivores), and a chain of successive carnivorous predators
(carnivores), some of which may also eat plants (as man does). Each compartment
in the chain is called a trophic level, and photosynthetic organisms are called auto-
trophs, while the consuming organisms further along the chain are called hetero-
trophs. Over short periods of time, withering and death of autotrophs can be
neglected, and the net primary production available to the heterotrophic part of the
community equals the gross primary production less the respiration of the auto-
trophs. Over longer periods, respiration, predation, and death must be considered in
order to describe the amounts of biomass in each compartment (standing crop).
Generally, biomass diminishes along the chain, but owing to the different average
lifetimes, which are often longest for the highest trophic levels of the food chain, the
biomass at a given time may be maximal for, say, the second or third member of the
chain. Also, the seasonal dependence of primary production in most geographical
regions, in conjunction with the short lifetimes of the autotrophs, leads to biomass
distribution with a much increased long-range stability in the higher levels. The sta-
bility depends on the age of the ecosystem. A young system has fewer species and is
more sensitive to external disturbances (climate variations, immigration of new pred-
ator species, etc.), which may destroy the food basis for the higher trophic levels.
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Figure 3.93 Model of an ecological system exhibiting flows of energy (solid lines, which in
most cases also indicate the flow of organic matter) and of inorganic matter (dashed lines,
which includes CO,, nutrients, etc.). Exchange of heat between compartments and their
environment is not shown, neither is the possible presence of photosynthetic bacteria in the
system. Some of the flows may be “delayed,” for example, man’s harvesting of food crops
and wood, which may go into storage rather than being consumed immediately (i.e.,
transferred to the next compartment along the chain, herbivores in this example).

Old ecosystems are characterized by higher diversity and, therefore, are better
equipped to circumvent sudden changes in external conditions, at least for a while.

Dead organic matter may precipitate toward the sea floor or detrital layer of the
land surface, where an environment suitable for sustaining a number of decomposer
bacteria evolves, so that nutrients are returned to the inorganic form necessary for
renewed uptake by autotrophs.

It follows from Fig. 3.93 that the flows of energy that could be used for energy
extraction serving human society diminish along the food chain. This does not negate
the possibility that the concentration of energy flow may be higher and easier to uti-
lize at a level higher than the primary producers. For example, livestock leave a large
fraction of their respiration heat and manure within their sheds, a spatial region much
smaller than the size of a grazing range that might yield the same energy value.

Important factors in determining the net productivity of a given autotrophic sys-
tem are solar radiation, temperature regime, water availability, climate in general,
and access to carbon dioxide and nutrients, as well as the nature of the entire eco-
system, density and structure of plants in the neighborhood, and predation and har-
vesting by heterotrophs (including man). Growth in biomass would be exponential
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if optimal conditions for photosynthesis could be maintained indefinitely. Actual
growth is stopped when one or more of the conditions can no longer be met; factors
responsible for halting the exponential growth are called limiting factors. A mature
ecosystem may reach a stable situation in which the net production (and hence
growth) of the community as a whole is zero.

3.5.2.2 Limiting factors

The effective area of a plant that is exposed to solar radiation depends on shadow
effects caused by other vegetation and on the shape and arrangements of leaves, or,
more generally, of light-absorbing pigments. This, together with the loss caused by
scattering and absorption on the leaf surface or other parts of the plant not involved
in light accumulation, accounts for the value of the maximum geometrical effi-
ciency in (3.52)—around 0.8. The effective area of fully developed terrestrial plant
systems (e.g., forests, erect-leaved cereal crops) is large enough to intercept practi-
cally all incident radiation (Loomis and Gerakis, 1975), and most of the losses in
these systems are due to reflection.

The availability of solar radiation itself is, of course, very important. (The geo-
graphical distribution of radiation is discussed in connection with Fig. 2.24 and in
section 3.1.) The penetration of radiation through depths of water is illustrated in
Fig. 2.30. The corresponding distributions of productivity for typical coastal and
oceanic regions of the North Atlantic are shown in Fig. 3.94. Total autotrophic plus
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Figure 3.94 Net primary production as function of depth for two locations in the North
Atlantic. The corresponding average biomasses (standing crops) are 167 kJ m ™2 (coastal
region) and 8 kJ m 2 (open ocean).

Based on Odum (1972).
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heterotrophic biomass at these sites was found to be 167 X 10° Jm 2 (coastal
region) and 8 X 10* J m ™2 (open ocean) (Odum, 1972).

Excessive solar intensity can diminish efficiency, if the chlorophyll pigments are
unable to absorb it all or if the radiation destroys the chlorophyll. Also, the state of
the photosynthetic systems as well as of the further energy conversion and transport
system of the plant may play a role. Efficiency may be lowered by damage or aging
of such components (Wassink, 1975).

If changes do not occur too rapidly, many plants are capable of a measure
of adaptation to external conditions of light and humidity, etc. The pathway of car-
bon synthesis described in section 3.5.1 involves a molecule (3.40) with three carbon
atoms (Cs-pathway). Some plants are able to follow a different pathway, in
which four carbon atoms are synthesized (C4-pathway), notably as malic acid
(HO,CCH:CHCO,H). In this case, less CO, is needed for synthesis of, for example,
sugar, so that C4-plants may grow more rapidly than Cs-plants, at least in some
environments.

Temperature plays an important role: the temperature of both air and soil for
terrestrial plants and the temperature of water for aquatic plants. The life cycles of
aquatic plankton and algae are relatively short, and for some species, biomass pro-
duction is confined to a few weeks of the year. Many terrestrial plants are dormant
during cold periods, and they are able to withstand low temperatures during winter.
If, however, sudden frost occurs in the middle of a growth period, their tolerance is
often low and damage may result. For each species, the number of days during the
year with temperatures above certain values may be defined as the growing season,
a concept that has been used extensively in estimates of average productivity. A
phenomenological treatment of the influence of thermal conditions on plant and
animal life may be found in the work of Budyko (1974).

Figure 3.95 shows the trends in gross primary production of an evergreen oak
forest, along with temperature and average solar radiation. The dashed line gives
the net production of the community as a whole (trees and canopy), i.e., the surplus
or growth rate, which is high most of the year (except in summer), with peaks in
spring and autumn. This is an example of a growing ecosystem. If human interven-
tion can be achieved without changing the trophic relationships within the commu-
nity, it would appear that a harvest (energy extraction) corresponding to the net
production could be sustained, leaving a stable ecosystem with no growth. Man
would enter as an additional loop in the system depicted in Fig. 3.93, and the eco-
system would provide a truly renewable energy source.

When the standing crop biomass is small, only a small fraction of solar radiation
is intercepted. Thus, productivity initially increases with increasing biomass until a
turning point of optimal growth conditions is reached, as seen in Fig. 3.96. After
this point, productivity slowly decreases toward equilibrium (zero).

Water flows through all plants at average rates much higher than the rate at
which water is dissociated by the first photosynthetic step (3.40). Extra water is
required for the oxidation of the manganese enzyme involved in this process, as
well as for the cyclic ADT—ATP and NADP—NADPH, processes, but these
amounts of water are not consumed. The same is true for other metabolic processes
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Figure 3.95 Trends of average temperature, solar radiation, and gross and net production of
biomass for an evergreen oak (quercus acuta) forest community at Minamata, Kyushu,
Japan. The curves have been constructed from data collected in 1971/1972, and the
conversion factor 1 kg dry matter = 18.8 X 10° J has been used.

Based on Kira (1975).

in the plant, and water also performs physical tasks, such as keeping the surfaces of
membranes wet and transporting dissolved substances.

The overall photosynthetic process (3.45) requires one water molecule for each
carbon atom assimilated, or 1.5 kg of water for each 1kg of carbon or for each
42 X 10° J of biomass, corresponding to 2—3 kg of dry matter. The wet weight is typ-
ically 4—10 times the dry weight, implying that the total water content of the plant is
at least four times the amount fixed by photosynthesis (and typically is much higher).

The transport of water through a terrestrial plant is achieved by a free-energy
gradient, often referred to as the water potential [cf. (3.36) and Canny (1977)]. The
corresponding force may thus be more general than that associated with osmotic
pressure. Loss of water by transpiration can be viewed as a local decrease in water
potential near the area where water is leaving the plant. This means that a potential
gradient has been established that will attract water from other parts of the plant.
Therefore, the potential gradient moves through the plant and builds up in the root
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Figure 3.96 Trends of gross and net productivity as functions of standing crop biomass for a
fir species (Abies sachalinensis).
Based on Kira (1975).

system, which then attracts water from the surrounding soil. If the water that can be
drawn from the soil is insufficient, the plant will try to decrease its transpiration by
contracting the stomata (openings at leaf surfaces). If the water deficit produces a
strong and prolonged stress on the plant, the stomata will become tightly closed, in
which case subsequent water saturation will not immediately lead to a complete
resumption of photosynthesis at the previous rate (as illustrated in Fig. 3.97).

The turnover of water associated with a biomass production of 1 kg of dry matter
is quoted as lying in the range 200—900 kg of water, with values around 500 kg
being typical for grass and cereal crops (Geiger, 1961; cf. also Penman, 1970,
which quotes 400 kg for food crops).

As an upper limit on the flow of water available to terrestrial plants, one may
take the total land precipitation rate of 1.1 X 10'7 kg of water per year (Fig. 2.65).
Assuming the plants’ requirement to be 500 kg of water per kg of dry matter per
year, one deduces a maximum sustainable production of 2.2 X 10" kg of dry matter
per year, or, in energy units, 4.0 X 10" Ty~ ! (1.3 X 10" W).

Since the total terrestrial gross primary production is presently 7.6 X 10"* W
(Odum, 1972), and the net primary production may amount to about half this value,
it is clear that a large fraction of the evapotranspiration (6.7 X 10'® kg of water per
year according to Fig. 2.65) over land is due to plants. Accordingly, a substantial
increase in terrestrial plant production would have to involve increased recycling of
water on time scales shorter than 1 year. One might consider achieving this by arti-
ficial irrigation, using some of the water run-off from land areas (3.9 X 10'® kg of
water per year according to Fig. 2.65). However, as Fig. 2.98 shows, about 70% of
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Figure 3.97 Effect on productivity of withholding water for 2.5 days. The experiment was
performed on sunflower leaves under conditions of generous light.
Based on Slavik (1975).

the water diverted to food crops is not immediately returned to run-off streams. In
view of the many other important functions performed by the rivers and streams
responsible for run-off, this suggests that there may be little room for expanding ter-
restrial biomass production on a worldwide scale if fresh-water resources alone are
used for irrigation.

Therefore, schemes for ensuring quick recycling of water added from any source
are as important as expansion of the irrigation potential, and furthermore, really sig-
nificant increases in biomass production must involve oceanic water resources,
either by marine biomass production or by use of (eventually distilled) seawater for
irrigation. Some terrestrial plants actually accept seawater irrigation, with some
reduction in conversion efficiency (Epstein and Norlyn, 1977).

If the availability of CO, is the only limiting factor, it is reasonable to assume
that productivity is proportional to the amount of CO, entering the plant. The con-
centration X of CO, at the photosynthetic sites may be related to the atmospheric
CO, concentration X,,,,, expressed as a linear relation

X :fXatma

where f depends on properties of the plant (inside pressure, opening of stomata,
etc.), as well as on the CO, eddy diffusion parameter in the air surrounding the
plant. The atmospheric concentration X, decreases with height when no photosyn-
thesis takes place (night condition), as shown, for example, in Fig. 2.33. However,
during daytime in low wind conditions, the CO, concentration exhibits a minimum
halfway through the canopy of vegetation (Saeki, 1975).
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If the proportionality factor between production P and CO, internal concentra-
tion X is g, when no other limiting factors are encountered, then the rate of primary
production as function of incident radiation, £, may be written

1 1 1
— = + —, (3.55)
P nE: gX

where 77 (3.52) is the efficiency at low incident radiation, when light is the only
limiting factor. In (3.55), temperature requirements are assumed to be satisfied, and
the water and nutrient supply are assumed to be adequate.

The state of the photosynthetic system within the plant may give rise to different
efficiencies 7)., under different conditions. Basically, this can be understood in
terms of competing pathways for the chain of molecular reactions involved. In the
electron transport chain, Fig. 3.73, the Q to plastoquinone electron transport in PS
II may have to compete with fluorescent de-excitation of the Q-molecule. A similar
de-excitation of the X-protein may occur in PS 1. In both cases, the energy captured
by the chlorophyll pigments will be unavailable to biomass production. In sum-
mary, under less-than-optimal conditions, more than 8 light quanta are required for
each CO, molecule assimilated (the excess energy being lost as heat or radiation).

In aquatic environments, the rate of photosynthesis may depend on such
factors as salinity and pH value (acidity). It has been suggested that the
decreased productivity of coniferous forests in Sweden is associated with increas-
ing acidity of precipitation (and hence of soil) (Swedish Ministries of Foreign
Affairs and of Agriculture, 1971).

Last, but not least, the role of nutrients as a limiting factor should be mentioned.
Deprivation of nutrients decreases and eventually halts production. Transfer of
plants to nutrient-free environments has shown effects of decreasing magnitude
resulting from deprivation of nitrogen, phosphorus, and potassium, in that order.

It follows from Figs. 2.92 and 2.93 that an average of 1.4 X 102 kg of nitrogen
is fixed for each kg of carbon fixed in the terrestrial biosphere, in which there is
about 0.0343 kg of N (kg of C) ™! (the standing crop biomass shows a different rela-
tionship between N and C, owing to different turnover times). The amount of nitro-
gen with which the soil must be enriched in order to increase productivity, if N is a
limiting factor, may be much larger, owing to the nature of the pathways of uptake.
Delwicke (1970) quotes experiments in which 0.76 kg of N was needed in order to
increase production by 1 kg of dry matter.

In evaluating the net energy yield of cultivated land or sea, non-solar energy sub-
sidies must also be considered. These may be in the form of machinery and fuels
for running the machinery (plowing and harvesting tools). In the present day prac-
tice of terrestrial agriculture, the largest energy subsidy in areas of intense farming
is in the manufacture of fertilizers. In regions demanding irrigation, water pumping
may expend substantial amounts of energy, whereas the amount of machinery
employed typically is large only in regions of intense farming, so that the corre-
sponding energy subsidy remains a fraction of that spent on fertilizer. If little
machinery is used, more manpower is needed, combined with power provided by



Individual renewable energy sources 341

draught animals. Also, transport of harvested crops costs energy, particularly for
remote fishing, and, in the case of food crops, in industrialized regions processing
and packaging may account for the largest part of the total energy subsidy. Food
derived from animals also involves less efficient utilization of primary energy, as
discussed in connection with Fig. 3.93.

In the case of “energy crops,” the size of energy subsidies in fertilizers may be
of particular interest, in order to determine whether the extra primary production,
i.e., solar energy utilization, exceeds the energy subsidy. Using present- day
manufacturing techniques, including the mining of phosphate rock, the energy
needed to produce 1kg of nitrogen in the form of fertilizer is about 10°®J, the
energy needed for 1 kg of phosphorus is about 1.4 X 107 J, and the energy for 1 kg
of potassium is about 9 X 10°7 (Steinhart and Steinhart, 1974; Blaxter, 1974). As
an example of fertilizer usage in intense farming practice, the average use of fertil-
izer in Denmark in 1965—1966 amounted to 0.0114 kg of N per m?, 0.003 58 kg of
P per m?, and 0.0109 kg of K m 2 (Danish Statistical Survey, 1968), which, with
the above conversion figures, correspond to a total subsidy of 1.3 X 10°Tm 2y~ !
(0.04 W m~?). The harvested yield averaged 0.5 kg of dry matter per m* and year.
For the most common crop (barley), the net primary production would be about
twice the amount harvested, or 2 X 10’ Jm~ 2y~ !, and the fertilizer energy subsidy
would thus be 6.5%. By 1971, fertilizer-related energy consumption had risen by
23%, but the harvest yield was unchanged per unit area (Danish Statistical Survey,
1972). This implies that, because of this farming practice, nutrients suitable for
uptake are being depleted from the soil so rapidly that increasing amounts of fertil-
izer must be added in order to maintain a constant productivity.

A proposed scheme for “energy plantations” yielding biomass at the rate of
about 15X 107 I m ™2 yfl (e.g., based on sunflower) under (southern) U.S. condi-
tions anticipates the use of 4 X 10°Tm~2y~! for fertilizers and 2 X 10°Tm 2?y~"
for irrigation and other machinery, a total energy subsidy of 5% (Alich and Inman,
1976).

3.5.2.3 Productivity data

Data on productivity of different species under different climatic conditions are
plentiful, but often hard to summarize because of the differences in techniques used
and in ways of representing the results. Most controlled experiments are performed
under optimal conditions, and they do not reflect the average productivity of the
particular plant and geographical region. On the other hand, statistical information
for entire regions or countries does not usually convey the exact conditions of
growth. In many cases, the productivity of a given crop depends on the history of
previous uses of the land. For natural ecosystems, other factors make it difficult to
compare data from different sources. Conditions are not always sufficiently well
described by climatic zone and solar radiation data. For instance, the geology of the
upper soil may vary over very short distances. Altogether, it is not reasonable to
give more than broad ranges or limits inside which the productivity of a given plant
in a given environment will normally lie, not excluding exceptional values outside
the range given.
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In order to partially eliminate the dependence on the amount of solar radia-
tion, Fig. 3.98 indicates ranges for the overall efficiency (3.53), representing the
ratio between net primary production and total solar radiation. In this way, for
example, forests in different climatic regions (boreal coniferous, deciduous, tem-
perate broad-leaved evergreen, and subtropical or tropical rain forests) are repre-
sented by a fairly narrow range of efficiencies, despite large variations in
absolute productivity.

The range of efficiencies of natural plants goes from practically nothing to a
little over 2%, the highest values being reached by tropical rain forests and algal
cultures of coral reefs. Cultivated crops (terrestrial or marine) may reach 4—5%
under optimal conditions and nutrient subsidy. The optimum efficiency from the
theoretical discussion of equations (3.52) and (3.53) is roughly

1= M\ Ngeomehemresp = 0.5 X 0.8 X 0.4 X 0.6 ~ 0.1. (3.56)

Each of the conditions is difficult to achieve in practice, at least for extended
periods. As mentioned earlier, mature ecosystems are characterized by diversity,
which may not be reconcilable with maximum efficiency of primary production,
and young ecosystems, such as non-perennial crops, need a growing period (cf.
Fig. 3.96) before they reach full productivity, and thus their average efficiency on
an area basis and over prolonged periods of time cannot be optimal.

Figure 3.99 gives a recent estimate of the geographical distribution of potential
biomass production. The data are net primary production data derived from the
Terrestrial Ecosystem Model (TEM) of the Woods Hole group (Melillo and

Coral reef
————————— - Cultivated algae (Chlorella)

p——— 1 Mature woods
Culvatedorops _________________ 4 Subsidized corn
(Zea mays, Egypt)
— Grassland, pastures

— Shallow waters
+ Global average

H Open ocean, semiarid regions

0 1 2 3 4 5 6
Total efficiency 1 (%)

Figure 3.98 Intervals of typical values of total photosynthetic efficiency for different plants
and communities (solid lines), as well as intervals of possible improvement for subsidized
and optimized cultures (dashed lines). For non-perennial plants, the efficiency is an average
over the growing season.

Constructed on the basis of information from Kira (1975); Caldwell (1975); Loomis and
Gerakis (1975).
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Helfrich, 1998; Raich et al., 1991; Melillo et al., 1993; McGuire et al., 1997,
Sellers et al., 1997). The assumption is that a mature ecosystem of natural vegeta-
tion has developed, and the model takes into account solar radiation, moisture, and
temperature, as well as access to water and nutrients. Not included here is global
warming (increased CO,), which could induce increased primary production in a
fairly complex pattern and change the borders of natural vegetation zones, some-
times by several hundred kilometers (IPCC, 1996). Use of these biomass data for
energy scenarios is illustrated in Chapter 6. Seasonal variations of actual biomass
land coverage, as deduced from satellite-based sensors, are regularly posted on the
Internet (NOAA, 1998).

Part I: Mini projects, discussion issues, and exercises

L1

Find out what has happened since the year 2000 (see in Table 1.1) to the amounts
of renewable energy used, based upon available statistical data, either globally or
for your region or country.
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1.2

Order the prices given in Chapter 1.1 according to the type of energy (heat, fuels
for industry or transportation, electricity) and the type of customers (wholesale,
retail). Try to find out what is happening to these prices today (e.g., using annually
updated sources, such as OECD, IEA, or Danish Energy Agency data). Have the
relative prices changed?

1.3

Sustainability is a word often used in political statements. Discuss the difference
between renewability and sustainability in the energy field. Examples could be wind
power (where you can dismount the turbines should you no longer need them) and
reservoir-based hydropower (which entails irreversible modifications of large flooded
areas). Furthermore, is the sustainability requirement to be used only on the supply
side? One might propose sustainability on the demand side to mean that the demand
in question could be satisfied for the entire world population (should they so desire)
without the environmental side-effects usually included in the definition of sustain-
ability. Is it sustainable to drive large BMW cars using renewable hydrogen? Is it sus-
tainable to build glass houses as long as the cooling and ventilation system is
powered by wind? Discuss the argument that, because there is a ceiling on each
renewable energy flow, every proposed demand should be evaluated and ranked, with
the possibility of disregarding perceived needs that turn out to be poorly ranked.

1.4

How could one design instruments for measurement of the individual components of
the net radiation flux, e.g., direct, scattered, and reflected short-wavelength radiation,
and upward- and downward-directed long-wavelength radiation? (This question is
probably most interesting for those who are not acquainted with such instruments,
and who might wish to compare their proposals with instruments actually in use,
cf. Thekaekara, 1976; Robinson, 1966; Sellers, 1965; Meinel and Meinel, 1976.)

L5

Discuss the formulation of approximate equations for the flow of water in rivers
(cf., for example, Arnason, 1971).

1.6

Discuss the determinism of climate.

.7

Discuss tides in the solid Earth and compare their properties with those in the
oceans and those in the atmosphere. Construct, for instance, a simple model of a
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uniform interior of the Earth, a complete cover of ocean with fixed depth, and a
uniform atmosphere of some effective height, and assume the densities for each of
the three components to be constant (cf., for example, Tomaschek, 1957; Kertz,
1957).

1.8

Construct a simple one-dimensional model of the greenhouse effect, containing the
Earth’s surface temperature 7, (variable), albedo a, for short-wavelength radiation,
and d'; for long-wavelength radiation; and an idealized atmosphere visualized as a
layer (Fig. I.1) of uniform temperature 7, (variable), short-wavelength albedo a,,
transmission coefficient ¢,, long-wavelength albedo «',, and transmission coefficient
? .. Both the surface and the atmosphere emit long-wavelength radiation as blackbo-
dies. All fluxes are treated as vertical.

With a definite assumption regarding the non-radiative transfer between surface
and atmosphere, such as assuming the flux to be proportional to (7y — T,), a set of
parameters may be set up that reproduce the main features of the observed
Earth—atmosphere system (cf. Fig. 2.20). Now questions can be asked concerning
the sensitivity of the model to the parameters entering into it. How does the surface
temperature change if a, is changed by =10% (changing the albedo of the surface)?
If the present energy use of human society were to be covered by solar collectors of
average efficiency 0.2, and a; was changed from 0.15 to zero for the area covered
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Figure I.1 Crude model of the Earth—atmosphere system. The average incoming radiation is
S/4, and the symbols a and ¢ represent fractions being reflected or transmitted at the location
indicated. Multiple reflections are not shown, but can be calculated. The constant ¢ in
Stefan—Boltzmann’s law equals 5.7 X 10" * W m 2K *.
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by these collectors, then how much would the total albedo a, of the Earth’s surface
become diminished? How does the surface temperature change if a, is changed by
*10% (e.g., due to presence of aerosols)? How does the surface temperature
change if @, is changed by *10% (e.g., due to the presence of CO,)?

Although a computer-based model may offer the easiest approach to solving
this problem, an approximate, analytical solution has been developed by Foong, S.
(2006).

1.9

In connection with the failure to detect neutrinos from the Sun in the expected quantity,
it has been suggested that energy production in the Sun’s core by nuclear processes
(and therefore the neutrino flux) may be variable and that the present production may
be in a valley. How would this affect radiation from the Sun’s surface? Would it be
possible, by suitable choice of a periodic variation in solar energy production, to
account for some of the climatic changes of the past? (See Ulrich, 1975.)

1.10

Discuss the reflected flux of solar radiation on an inclined plane, in front of
which a horizontal mirror of given dimensions has been placed (cf., for example,
Seitel, 1975).

111

What data on solar radiation, wind, waves, etc., are available in your region? (For
example, check with the local meteorological service.)

112

Discuss the cooling of the Earth in terms of simplified models, such as: (a) a uni-
form sphere of constant heat capacity and diffusion coefficient, initially at a uni-
form temperature; (b) adding radiogenic heat production in the crust, by
constraining the surface temperature to be the sum of two terms, one entirely due to
the heat flow from the interior, and the other term exponentially decaying, such that
the drop in 4.5 X 10° years becomes 900 K.

Use present surface heat flow and temperature (average values) as boundary
conditions, and discuss the long-range development of thermal conditions in the
interior of the Earth (cf., for example, Goguel, 1976). Recent models suggest a
core temperature of nearly 4000 K (Hofmeister, 1999).

.13

Consider a compartment model for biological energy production and transfer within
a closed ecosystem of the general form shown in Fig. 3.73. Assume, for instance,
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that the limiting factor governing the rate of primary production is solar radiation,
so that the production becomes proportional to a schematic solar input, constant or
with only seasonal sinusoidal variations [cf. (3.47)]. Think of a food chain in which
you may find data on the rates and biomass levels appearing in Fig. 3.73 or some
modification of it, and try to determine conditions for stability (no net production in
the community as a whole).

If you have a computer at hand, you might try to set up a numerical simulation
model for the system, assuming each rate (time derivative of a compartment level)
to be a linear combination of all the compartment levels (some coefficients may be
zero, of course). In this case you may also be able to follow the growth phase of
the system, and attempt to judge whether the parameter values chosen are reason-
able (cf., for example, Odum, 1972, where examples of parameter values may also
be found; Patten, 1971—1972; Sgrensen, 1975).

1.14

Use current biomass production data (available on the Internet) mentioned in con-
nection with Fig. 3.79 to estimate possible bioenergy sources present in your region
and their seasonal distribution. Does the seasonality have implications for energy
use? Compare your results with the model considered in Chapter 6.
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The energy conversion processes

4.1 General principles

A large number of energy conversion processes take place in nature, some of which
are described in Chapters 2 and 3. Mankind is capable of performing additional
energy conversion processes by means of various devices invented. Such devices
may be classified according to the type of construction used, according to the
underlying physical or chemical principle, or according to the forms of energy
appearing before and after the action of the device. This chapter surveys methods
that may be suitable for the conversion of renewable energy flows or stored energy.
A discussion of general conversion principles is made below, followed by an
outline of engineering design details for specific energy conversion devices, ordered
according to the energy form being converted and the energy form obtained.
The collection is necessarily incomplete and involves judgment about the impor-
tance of various devices.

4.1.1 Basic principles of energy conversion

Table 4.1 lists some examples of energy conversion processes or devices currently in
use or contemplated, organized according to the energy form emerging after the con-
version. In several cases, more than one energy form emerges as a result of the action
of the device; for example, heat in addition to one of the other energy forms listed.
Many devices also perform several energy conversion steps, rather than the single
ones given in the table. A power plant, for example, may perform the conversion pro-
cess chain between the energy forms: chemical—heat— mechanical— electrical.
Diagonal transformations are also possible, such as conversion of mechanical energy
into mechanical energy (potential energy of elevated fluid— kinetic energy of flowing
fluid—rotational energy of turbine) or of heat into heat at a lower temperature
(convection, conduction). A process in which the only change is heat transfer from a
lower to a higher temperature is forbidden by the second law of thermodynamics.
Such transfer can be established if at the same time some high-quality energy is
degraded, for example, by a heat pump (which is listed as a converter of electrical
into heat energy in Table 4.1, but is further discussed in section 4.2.3).

The efficiency with which a given conversion process can be carried out, that
is, the ratio between the output of the desired energy form and the energy input,
depends on the physical and chemical laws governing the process. For heat engines,
which convert heat into work or vice versa, the description of thermodynamic theory
may be used in order to avoid a complicated description on the molecular level
(which is, of course, possible, for example, on the basis of statistical assumptions).

Renewable Energy. DOI: http://dx.doi.org/10.1016/B978-0-12-804567-1.00004-9
Copyright © 2017 Elsevier Ltd. All rights reserved.
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Initial Energy Form Converted Energy Form
Chemical Radiant Electrical Mechanical Heat
Nuclear Reactor
Chemical Fuel cell, battery Burner, boiler
discharge
Radiant Photolysis Photovoltaic cell Absorber
Electrical ~ Electrolysis, Lamp, laser Electric motor Resistance, heat
battery pump
charging
Mechanical Electric Turbines Friction, churning
generator, MHD
Heat Thermionic & Thermodynamic  Convector,
thermoelectric engines radiator, heat
generators pipe

TABLE 4.1 Examples of energy conversion processes listed according to the initial energy form and one
particular converted energy form (the one primarily wanted)

Enthalpy H

1; 4

6. 5
Volume V Entropy S Entropy S

Pressure P
w
Abs. temperature T

Figure 4.1 The cyclic Carnot process in different representations. Traversing the cycle in
the direction 1 — 2 — 3 — 4 leads to the conversion of a certain amount of heat into work
(see text for details).

According to thermodynamic theory (again, the second law), no heat engine can
have an efficiency higher than that of a reversible Carnot process, which is depicted
in Fig. 4.1, in terms of different sets of thermodynamic state variables,

(P, V) = (pressure, volume),

(T, S) = (absolute temperature, entropy),

and

(H, S) = (enthalpy, entropy).



The energy conversion processes 359

Entropy is defined in (1.1), apart from an arbitrary constant fixed by the third
law of thermodynamics (Nernst’s law), which states that S can be taken as zero at
zero absolute temperature (7=0). Enthalpy H is defined by

H=U+PV, “.1)

in terms of P, V, and the internal energy U of the system. According to the first law
of thermodynamics, U is a state variable given by

AU = JdQ + de, 4.2)

in terms of the amounts of heat and work added to the system [Q and W are
not state variables, and the individual integrals in (4.2) depend on the paths of
integration]. Equation (4.2) determines U up to an arbitrary constant, the zero point
of the energy scale. Using definition (1.1),

do=TdS
and
dW = —PdV,

both of which are valid only for reversible processes. The following relations are
found among the differentials:

dU=TdS—PdV,
“4.3)
dH=TdS+ VdP.

These relations are often assumed to have general validity.

If chemical reactions occur in the system, additional terms y; dn; should
be added on the right-hand side of both relations (4.3), in terms of the chemical
potentials, which are discussed briefly in section 3.5.3.

For a cyclic process like the one shown in Fig. 4.1, [dU=0 upon returning to the
initial locus in one of the diagrams, and thus, according to (4.3), [T dS= [P dV.
This means that the area enclosed by the path of the cyclic process in either the
(P, V)- or the (T, S)-diagram equals the work — W performed by the system during
one cycle (in the direction of increasing numbers in Fig. 4.1).

The amount of heat added to the system during the isothermal process 2-3 is
AQ>3=T(S5 — S,), if the constant temperature is denoted 7. The heat added in
the other isothermal process, 4-1, at a temperature T,.p is AQu; = — Tyor (S35 — S2).
It follows from the (7, S)-diagram that AQy3 + AQ, = — W.
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The efficiency by which the Carnot process converts heat available at tempera-
ture T into work, when a reference temperature of 7, is available, is then

—W _ T—Ty

- 4.4
AQy T 4

n=

The Carnot cycle (Fig. 4.1) consists of four steps: 1-2, adiabatic compression
(no heat exchange with the surroundings, i.e., dQ =0 and dS = 0); 2-3, heat drawn
reversibly from the surroundings at constant temperature (the amount of heat transfer
AQ-3 is given by the area enclosed by the path 2-3-5-6-2 in the (7, S)-diagram);
3-4, adiabatic expansion; and 4-1, heat given away to the surroundings by a
reversible process at constant temperature [IAQy4 | is equal to the area of the path
4-5-6-1-4 in the (7, S)-diagram].

The (H, S)-diagram is an example of a representation in which energy differences
can be read directly on the ordinate, rather than being represented by an area.

Long periods of time are required to perform the steps involved in the Carnot
cycle in a way that approaches reversibility. Because time is important for human
enterprises (the goal of the energy conversion process being power, rather than
just an amount of energy), irreversible processes are deliberately introduced into
the thermodynamic cycles of actual conversion devices. The thermodynamics of
irreversible processes are described below using a practical approximation, which is
referred to in several of the examples to follow. Readers without specific interest
in the thermodynamic description may go lightly over the formulae.

4.1.1.1 Irreversible thermodynamics

The degree of irreversibility is measured in terms of the rate of energy dissipation,
D=TdS/dt, 4.5)

where dS/dt is the entropy production of the system while it is held at the constant
temperature 7 (i.e., 7 may be thought of as the temperature of a large heat reservoir,
with which the system is in contact). In order to describe the nature of the
dissipation process, the concept of free energy is introduced (cf. Prigogine, 1968;
Callen, 1960).

The free energy, G, of a system is defined as the maximum work that can be
drawn from the system under conditions where the exchange of work is the only
interaction between the system and its surroundings. A system of this kind is said
to be in thermodynamic equilibrium if its free energy is zero.

Consider now a system divided into two subsystems, a small one with extensive
variables (i.e., variables proportional to the size of the system) U, S, V, etc., and a large
one with intensive variables T,.5 P, €tc., which is initially in thermodynamic equilib-
rium. The terms small system and large system are meant to imply that the intensive
variables of the large system (but not its extensive variables U, S, efc.) can
be regarded as constant, regardless of the processes by which the entire system
approaches equilibrium.
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This implies that the intensive variables of the small system, which may not
even be defined during the process, approach those of the large system when
the combined system approaches equilibrium. The free energy, or maximum
work, is found by considering a reversible process between the initial state and
the equilibrium. It equals the difference between the initial internal energy,
Uiniy=U + U,,s, and the final internal energy, U,,, or it may be written (all in
terms of initial state variables) as

G=U-Tw S+ PV, (4.6)

plus terms of the form X'y ,.rn; if chemical reactions are involved, and similar
generalizations in case of electromagnetic interactions, etc.

If the entire system is closed, it develops spontaneously toward equilibrium
through internal, irreversible processes, with a rate of free energy change

G d N ds(r)
t(Uinit Uey(1) = (W(t) Ueq(f)) a0

e d
assuming that the entropy is the only variable. S(f) is the entropy at time ¢ of
the entire system, and U,,(f) is the internal energy that would be possessed
by a hypothetical equilibrium state defined by the actual state variables at time 7,
i.e., S(#), etc. For any of these equilibrium states, 0U.,,(1)/0S(f) equals T, according
to (4.3), and by comparison with (4.5) it is seen that the rate of dissipation can be
identified with the loss of free energy, as well as with the increase in entropy,

D= —dG/dr = T,y dS(1)/dt. A7)

For systems met in practice, there are often constraints preventing the system from
reaching the absolute equilibrium state of zero free energy. For instance, the small
system considered above may be separated from the large one by walls that keep
the volume V constant. In such cases, the available free energy (i.e., the maximum
amount of useful work that can be extracted) becomes the absolute amount of free
energy, (4.6), minus the free energy of the relative equilibrium that the combined
system can be made to approach in the presence of the constraint. If the extensive
variables in the constrained equilibrium state are denoted U° $° VO etc., then the
available free energy becomes

AG=(U—=U") = T,p(S = S°) + Py (V — V), (4.8)

eventually with the additions involving chemical potentials, etc. In (4.6) or (4.8),
G is called the Gibbs potential. If the small system is constrained by walls, so that
the volume cannot be changed, the free energy reduces to the Helmholtz potential
U — TS, and if the small system is constrained so that it is incapable of exchanging
heat, the free energy reduces to the enthalpy (4.1).
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The corresponding forms of (4.8) give the maximum work that can be obtained
from a thermodynamic system with the given constraints.

A description of the course of an actual process as a function of time requires
knowledge of equations of motion for the extensive variables, i.e., equations that
relate the currents, such as

Jy=dS/dt (entropy flow rate) or Jy=dQ/dr (heat flow rate),
Jn=dm/dr (mass flowrate) or Jy=d0/dr (angular velocity), 4.9)

J,=dg/dt =1 (charge flow rate or electrical current), etc.

to the (generalized) forces of the system. As a first approximation, the relation
between the currents and the forces may be taken as linear (Onsager, 1931),

J

The direction of each flow component is J;/J;. The arbitrariness in choosing
the generalized forces is reduced by requiring, as did Onsager, that the dissipation
be given by

D= —dG/dt= ZJ,»~F,-. 4.11)

Examples of the linear relationships (4.10) are Ohm’s law, stating that the electric
current J,, is proportional to the gradient of the electric potential (F, o grad ¢), and
Fourier’s law (3.34) for heat conduction or diffusion, stating that the heat flow rate

" = J, is proportional to the gradient of the temperature.

Considering the isothermal expansion process required in the Carnot cycle
(Fig. 4.1), heat must be flowing to the system at a rate J, = dQ/dt, with Jo = LF,
according to (4.10) in its simplest form. Using (4.11), the energy dissipation takes
the form

D=TdS/dt=JyFp=L"Jy%
For a finite time Az, the entropy increase becomes
AS = (dS/dn At = (LT) " Jp* At = (LTA) ' (AQ)?,

so that in order to transfer a finite amount of heat AQ, the product AS At must
equal the quantity (LT)_' (AQ)>. For the process to approach reversibility, as the
ideal Carnot cycle should, AS must approach zero, which is seen to imply that A¢
approaches infinity. This qualifies the statement made in the beginning of this sub-
section that, in order to go through a thermodynamic engine cycle in a finite time,
one has to give up reversibility and accept a finite amount of energy dissipation and
an efficiency that is smaller than the ideal (4.4).
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4.1.1.2 Efficiency of an energy conversion device

A schematic picture of an energy conversion device is shown in Fig. 4.2, and it is
sufficiently general to cover most types of converters in practical use (Angrist,
1976; Osterle, 1964). There is a mass flow into the device and another one out
from it, as well as incoming and outgoing heat flow. The work output may be in
the form of electric or rotating shaft power.

It may be assumed that the converter is in a steady state, implying that the incoming
and outgoing mass flows are identical and that the entropy of the device itself is
constant, i.e., that all entropy created is being carried away by the outgoing flows.

From the first law of thermodynamics, the power extracted, E, equals the net
energy input,

E= JQ,in - JQ,aut + Jm(win - Wout)- (412)

The magnitude of the currents is given by (4.9), and their conventional signs
may be inferred from Fig. 4.2. The specific energy content of the incoming mass
flow, w;,, and of the outgoing mass flow, w,,,, are the sums of potential energy,
kinetic energy, and enthalpy. The significance of the enthalpy to represent the
thermodynamic energy of a stationary flow is established by Bernoulli’s theorem
(Pippard, 1966). It states that for a stationary flow, if heat conduction can be
neglected, the enthalpy is constant along a streamline. For the uniform mass flows
assumed for the device in Fig. 4.2, the specific enthalpy, &, thus becomes a property
of the flow, in analogy with the kinetic energy of motion and, for example, the
geopotential energy,

w=wP + Wk 4 p, (4.13)

Heat source at
temperature T

1JQ, iy
Mass flow of v B
specific energy W, Iy Energy ———  » Power delivered
conversion
device
Mass flow of
. I specific energy W,
i JQv out
v

Reject heat
reservoir at
temperature T,f

Figure 4.2 Schematic picture of an energy conversion device with a steady-state mass flow.
The sign convention is different from the one used in (4.2), where all fluxes into the system
were taken as positive.
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The power output may be written
E=—Jy-Fo—J, F, (4.14)

with the magnitude of currents given by (4.9) and the generalized forces given by

Fy= J r X dF yecn(r)  (torque),

F, = — grad(¢) (electric field)

(4.15)

corresponding to a mechanical torque and an electric potential gradient. The rate
of entropy creation, i.e., the rate of entropy increase in the surroundings of the
conversion device (as mentioned, the entropy inside the device is constant in
the steady-state model), is

dS/dt = (Tref)il‘]Q,oul - Tﬁl‘]Q,in + Jm(sm,out - Sm,in):

where s,,;, is the specific entropy of the mass (fluid, gas, etc.) flowing into the
device, and s,,,,, is the specific entropy of the outgoing mass flow. Jy ,,, may be
eliminated by use of (4.12), and the rate of dissipation obtained from (4.7),

D= Tref dS/dt = -,Q,in(l - Tref/T) + -,m(Win — Wour — Trﬁf(sm,in - Sm,out)) —E
(4.16)
= max(E) — E.

The maximum possible work (obtained for dS/dtr=0) is seen to consist of a
Carnot term (closed cycle, i.e., no external flows) plus a term proportional to the
mass flow. The dissipation (4.16) is brought in the Onsager form (4.11),

D=Jgin Foin+InFn+Jo-Fo+J,-F,, (4.17)
by defining generalized forces

F inzl_Tre T7
e s/ (4.18)

Fm =Win — Wour — Tref(sm,in - sm,out)

in addition to those of (4.15).
The efficiency with which the heat and mass flow into the device is converted to
power is, in analogy to (4.4),

E

- ., 4.19
JQ,in + mein ( )

n

where expression (4.16) may be inserted for E. This efficiency is sometimes
referred to as the “first law efficiency,” because it only deals with the amounts of
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energy input and output in the desired form and not with the “quality” of the energy
input related to that of the energy output.

In order to include reference to the energy quality, in the sense of the second
law of thermodynamics, account must be taken of the changes in entropy taking
place in connection with the heat and mass flows through the conversion device.
This is accomplished by the second law efficiency, which for power-generating
devices is defined by

n(2.law) — E - _ J‘9 i F9 + J‘Z ) Fq
max(E) JQ,,‘,,FQ,M + JnFom ’

(4.20)

where the second expression is valid specifically for the device considered in
Fig. 4.2, while the first expression is of general applicability, when max(E) is taken
as the maximum rate of work extraction permitted by the second law of thermody-
namics. It should be noted that max(E) depends not only on the system and the
controlled energy inputs, but also on the state of the surroundings.

Conversion devices for which the desired energy form is not work may be
treated in a way analogous to the example in Fig. 4.2. In (4.17), no distinction is
made between input and output of the different energy forms. Taking, for example,
electrical power as input (sign change), output may be obtained in the form of
heat or in the form of a mass stream. The efficiency expressions (4.19) and (4.20)
must be altered, placing the actual input terms in the denominator and the actual
output terms in the numerator. If the desired output energy form is denoted W,
the second law efficiency can be written in the general form

R = W /max(W). 4.21)

For conversion processes based on other principles than those considered in the
thermodynamic description of phenomena, alternative efficiencies could be defined
by (4.21), with max(W) calculated under consideration of the non-thermodynamic
types of constraints. In such cases, the name “second law efficiency” would have to
be modified.

4.1.2 Thermodynamic engine cycles

A number of thermodynamic cycles, i.e., (closed) paths in a representation of
conjugate variables, have been demonstrated in practice. They offer examples of the
compromises made in modifying the “prototype” Carnot cycle into a cycle that can be
traversed in a finite amount of time. Each cycle can be used to convert heat into work,
but in traditional uses the source of heat has mostly been the combustion of fuels,
i.e., an initial energy conversion process, by which high-grade chemical energy is
degraded to heat at a certain temperature, associated with a certain entropy production.

Figure 4.3 shows a number of engine cycles in (P, V)-, (T, S)-, and (H, S)-
diagrams corresponding to Fig. 4.1.
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Figure 4.3 Examples of thermodynamic cycles in different representations. For comparison,
the Carnot cycle is indicated in the (P, S)-diagram (dashed lines). Further descriptions of the
individual cycles are given in the text (cf. also section 4.4.4 for an alternative version of

the Ericsson cycle).
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The working substance of the Brayton cycle is a gas, which is adiabatically
compressed in step 1-2 and expanded in step 3-4. The remaining two steps take
place at constant pressure (isobars), and heat is added in step 2-3. The useful work
is extracted during the adiabatic expansion 3-4, and the simple efficiency is thus
equal to the enthalpy difference H; — H, divided by the total input H; — H,.
Examples of devices operating on the Brayton cycle are gas turbines and jet
engines. In these cases, the cycle is usually not closed, since the gas is exhausted at
point 4 and step 4-1 is thus absent. The somewhat contradictory name given to such
processes is open cycles.

The Otto cycle, traditionally used in automobile engines, differs from the
Brayton cycle in that steps 2-3 and 4-1 (if the cycle is closed) are carried out at
constant volume (isochores) rather than at constant pressure.

The Diesel cycle (used in ship and truck engines, and, with the invention of the
common-rail design, increasingly in passenger vehicles) has step 2-3 as isobar and
step 4-1 as isochore, while the two remaining steps are approximately adiabatic.
The actual design of conventional diesel engines may be found in engineering
textbooks (e.g., Hiitte, 1954), and new designs, such as the common-rail concept,
are discussed in Sgrensen (2006, 2010).

Closer to the Carnot ideal is the Stirling cycle, involving two isochores (1-2 and
3-4) and two isotherms.

The Ericsson cycle has been developed with the purpose of using hot air as the
working fluid. It consists of two isochores (2-3 and 4-1) and two curves between
isotherms and adiabates (cf., for example, Meinel and Meinel, 1976).

The last cycle is the one used in thermal power plants, the Rankine cycle
depicted in Fig. 4.3. It has a more complicated appearance owing to the presence of
two phases of the working fluid. Step 1-2-3 describes the heating of the fluid to its
boiling point. Step 3-4 corresponds to the evaporation of the fluid, with both fluid
and gaseous phases being present. It is an isotherm as well as an isobar. Step 4-5
represents the superheating of the gas, followed by an adiabatic expansion step 5-7.
These two steps are sometimes repeated one or more times, with the superheating
taking place at gradually lowered pressure, after each step of expansion to satura-
tion. Finally, step 7-1 again involves mixed phases with condensation at constant
pressure and temperature. The condensation often does not start until a temperature
below that of saturation is reached. Useful work is extracted during the expansion
step 5-7, so the simple efficiency equals the enthalpy difference Hs — H; divided
by the total input Hs — H;. The second law efficiency is obtained by dividing the
simple efficiency by the Carnot value (4.4), for T=Ts and T, = T.

Thermodynamic cycles like those in Figs. 4.1 and 4.3 may be traversed in
the opposite direction, thus using the work input to create a low temperature T ,.r
(cooling, refrigeration; T being the temperature of the surroundings) or to create a
temperature 7 higher than that (T,.) of the surroundings (heat pumping). In this
case, step 7-5 of the Rankine cycle is a compression (8-6-5 if the gas experiences
superheating). After cooling (5-4), the gas condenses at the constant temperature 7
(4-3), and the fluid is expanded, often by passage through a nozzle. The passage
through the nozzle is considered to take place at constant enthalpy (2-9), but this
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step may be preceded by undercooling (3-2). Finally, step 9-8 (or 9-7) corresponds
to evaporation at the constant temperature 7,5

For a cooling device, the simple efficiency is the ratio of the heat removed from
the surroundings, H; — Ho, and the work input, Hs — H,, whereas for a heat pump it
is the ratio of the heat delivered, Hs — H,, and the work input. Such efficiencies are
often called coefficients of performance (COP), and the second law efficiency may
be found by dividing the COP by the corresponding quantity €c,,...; for the ideal
Carnot cycle (cf. Fig. 4.1),

cooling _ AQM _ Tref

g 4.22
€ carnot w T— Tref ? ( a)
A T
Iée;%)oulmp — O3 — ) (4.22b)
w T— Tref

In practice, the compression work Hs — H; (for the Rankine cycle in Fig. 4.3)
may be less than the energy input to the compressor, thus further reducing the
COP and the second law efficiency, relative to the primary source of high-quality
energy.

4.2 Heat energy conversion processes

4.2.1 Direct thermoelectric conversion

If the high-quality energy form desired is electricity, and the initial energy is in
the form of heat, there is a possibility of utilizing direct conversion processes,
rather than first using a thermodynamic engine to create mechanical work followed
by a second conversion step using an electricity generator.

4.2.1.1 Thermoelectric generators

One direct conversion process makes use of the thermoelectric effect associated
with heating the junction of two different conducting materials, e.g., metals or
semiconductors. If a stable electric current, /, passes across the junction between
two conductors A and B, in an arrangement of the type depicted in Fig. 4.4,

A i ——e
i Electric potential
i difference

B ' A

Figure 4.4 Schematic picture of a thermoelectric generator (thermocouple). The rods A and
B are made of different materials (metals or better p- and n-type semiconductors).
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then quantum electron theory requires that the Fermi energy level (which may be
regarded as a chemical potential p;) is the same in the two materials (s = up).
If the spectrum of electron quantum states is different in the two materials,
the crossing of negatively charged electrons or positively charged “holes” (electron
vacancies) will not preserve the statistical distribution of electrons around the
Fermi level,

f(E) = (exp(E—p,)/KT)+1)7", (4.23)

with E being the electron energy and k being Boltzmann’s constant. The altered
distribution may imply a shift toward a lower or a higher temperature, such
that the maintenance of the current may require addition or removal of heat.
Correspondingly, heating the junction will increase or decrease the electric current.
The first case represents a thermoelectric generator, and the voltage across the external
connections (Fig. 4.4) receives a term in addition to the ohmic term associated with
the internal resistance R;,,, of the rods A and B,

T
A¢p=— IRy + J adT,

Trer

The coefficient « is called the Seebeck coefficient. It is the sum of the Seebeck
coefficients for the two materials A and B, and it may be expressed in terms of
the quantum statistical properties of the materials (Angrist, 1976). If « is assumed
independent of temperature in the range from T, to T, then the generalized
electrical force (4.15) may be written

Fq = Riqu —aT FQ’,'”, (424)

where J, and F ;, are given in (4.9) and (4.18).

Considering the thermoelectric generator (Fig. 4.4) as a particular example of
the conversion device shown in Fig. 4.2, with no mass flows, the dissipation (4.11)
may be written

D=JgFp+ J,F,.
In the linear approximation (4.10), the flows are of the form
Jo =Loo Fo + Loy Fy,
Jg=Lgo Fo+ Ly Fy,

with Ly, = L, because of microscopic reversibility (Onsager, 1931). Considering
Fo and J, (Carnot factor and electric current) as the “controllable” variables, one
may solve for F, and J, obtaining F, in the form (4.24) with Fp = F, ;, and

qu = (Rint)_l LqQ = LQq =« T/Rint-
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The equation for J, takes the form
Jo=CTFy+aTlJ, (4.25)
where the conductance C is given by
C = (LogLqq — LogLqo)/(LqqT).
Using (4.24) and (4.25), the dissipation may be written
D =CTFp* + Rint J,%, (4.26)
and the simple efficiency (4.19) may be written

—JoFy _ —Jy(RinJy — a TFp)
Jo CTFy + a TJ,

n= 4.27)

If the reservoir temperatures 7 and 7,,, are maintained at a constant value,
F can be regarded as fixed, and the maximum efficiency can be found by variation
of J,. The efficiency (4.27) has an extremum at

CFQ OézT 172
=21 (1+ —1 4.2
Jy=— (( R,-mC> , (4.28)

corresponding to a maximum value

(1+27)'? -1

max(n) =Fp——————,
) CU+zn)'? +1

(4.29)

with Z = ozz(R,-mC)fl. Equation (4.29) is accurate only if the linear approximation
(4.10) is valid. The maximum second law efficiency is obtained from (4.29),
dividing by Fy [cf. (4.20)].

The efficiencies are seen to increase with temperature, as well as with Z. Z is
largest for certain materials (A and B in Fig. 4.4) of semiconductor structure and is
small for metals as well as for insulators. Although R;,, is small for metals and large
for insulators, the same is true for the Seebeck coefficient o, which appears
squared. C is larger for metals than for insulators. Together, these features combine
to produce a peak in Z in the semiconductor region. Typical values of Z are about
2X 1073 (K)~! at T=300 K (Angrist, 1976). The two materials A and B may be
taken as a p-type and an n-type semiconductor, which have Seebeck coefficients of
opposite signs, so that their contributions add coherently for a configuration of the
kind shown in Fig. 4.4.
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4.2.1.2 Thermionic generators

Thermionic converters consist of two conductor plates separated by vacuum or
plasma. The plates are maintained at different temperatures. One, the emitter, is at a
temperature 7 large enough to allow a substantial emission of electrons into the space
between the plates due to the thermal statistical spread in electron energy (4.23).
The electrons (e.g., of a metal emitter) move in a potential field characterized by a
barrier at the surface of the plate. The shape of this barrier is usually such that the
probability of an electron penetrating it is small until a critical temperature, after
which it increases rapidly (“red-glowing” metals). The other plate is maintained at a
lower temperature 7.+ In order not to have a buildup of space charge between the
emitter and the collector, atoms of a substance like cesium may be introduced in this
area. These atoms become ionized near the hot emitter (they give away electrons to
make up for the electron deficit in the emitter material), and, for a given cesium pres-
sure, the positive ions exactly neutralize the space charges of the traveling electrons.
At the collector surface, recombination of cesium ions takes place.

The layout of the emitter design must allow the transfer of large quantities
of heat to a small area in order to maximize the electron current responsible for
creating the electric voltage difference across the emitter—collector system,
which may be utilized through an external load circuit. This heat transfer can be
accomplished by a so-called heat pipe—a fluid-containing pipe that allows the fluid
to evaporate in one chamber when heat is added. The vapor then travels to the other
end of the pipe, condenses, and gives off the latent heat of evaporation to the sur-
roundings, after which it returns to the first chamber through capillary channels,
under the influence of surface tension forces.

The description of the thermionic generator in terms of the model converter
shown in Fig. 4.2 is very similar to that of the thermoelectric generator. With the
two temperatures T and T, defined above, the generalized force Fy is defined.
The electrical output current, J,, is equal to the emitter current, provided that
back-emission from the collector at temperature T, can be neglected and provided
that the positive-ion current in the intermediate space is negligible in comparison
with the electron current. If the space charges are saturated, the ratio between ion
and electron currents is simply the inverse of the square root of the mass ratio, and
the positive-ion current will be a fraction of a percent of the electron current.
According to quantum statistics, the emission current (and hence J,) may be written

Jo =AT?exp(— e ¢, /(KT)), (4.30)

where ¢, is the electric potential of the emitter, e¢, is the potential barrier of
the surface in energy units, and A is a constant (Angrist, 1976). Neglecting heat
conduction losses in plates and the intermediate space, as well as light emission,
the heat J, ;, to be supplied to keep the emitter at the elevated temperature T equals
the energy carried away by the electrons emitted,

Jon =Jg(¢p, + 6+ 2kT /e), 4.31)
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where the three terms in brackets represent the surface barrier, the barrier
effectively seen by an electron due to the space charge in the intermediate space,
and the original average kinetic energy of the electrons at temperature 7 (divided
by e), respectively.

Finally, neglecting internal resistance in plates and wires, the generalized
electrical force equals the difference between the potential ¢, and the corresponding
potential for the collector ¢,

—F,=¢.— &, (4.32)

with insertion of the above expressions (4.30) to (4.32). Alternatively, these
expressions may be linearized in the form (4.10) and the efficiency calculated
exactly as in the case of the thermoelectric device. It is clear, however, that a linear
approximation to (4.30), for example, would be very poor.

4.2.2 Engine conversion of solar energy

The conversion of heat to shaft power or electricity is generally achieved by one of
the thermodynamic cycles, examples of which were shown in Fig. 4.3. The cycles
may be closed, as in Fig. 4.3, or they may be “open,” in that the working fluid is
not recycled through the cooling step (4-1 in most of the cycles shown in Fig. 4.3).
Instead, new fluid is added for the heating or compression stage, and “used” fluid is
rejected after the expansion stage.

It should be kept in mind that thermodynamic cycles convert heat of tempera-
ture 7 into work plus some residual heat of temperature above the reference
temperature T, (in the form of heated cooling fluid or rejected working fluid).
Emphasis should therefore be placed on utilizing both the work and the “waste
heat.” This is done, for example, by co-generation of electricity and water for
district heating.

The present chapter looks at a thermodynamic engine concept considered
particularly suited for conversion of solar energy. Other examples of the use of
thermodynamic cycles in the conversion of heat derived from solar collectors into
work is given in sections 4.4.4 and 4.4.5. The dependence of the limiting Carnot
efficiency on temperature is shown in Fig. 4.93 for selected values of a parameter
describing the concentrating ability of the collector and its short-wavelength
absorption to long-wavelength emission ratio. Section 4.4.5 describes devices
aimed at converting solar heat into mechanical work for water pumping, while the
devices of interest in section 4.4.4 convert heat from a solar concentrator into
electricity.

4.2.2.1 Ericsson hot-air engine

The engines in the examples mentioned above were based on the Rankine or the
Stirling cycle. It is also possible that the Ericsson cycle (which was actually
invented for the purpose of solar energy conversion) will prove advantageous in
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Figure 4.5 Example of an Ericsson hot-air engine.

some solar energy applications. It is based on a gas (usually air) as a working fluid
and may have the layout shown in Fig. 4.5. In order to describe the cycle depicted
in Fig. 4.3, the valves must be closed at definite times and the pistons must be
detached from the rotating shaft (in contrast to the situation shown in Fig. 4.5),
so that heat may be supplied at constant volume. In a different mode of operation,
the valves open and close as soon as a pressure difference between the air on the
two sides begins to develop. In this case, the heat is added at constant pressure,
as in the Brayton cycle, and the piston movement is approximately at constant
temperature, as in the Stirling cycle (this variant is not shown in Fig. 4.3).

The efficiency can easily be calculated for the latter version of the Ericsson
cycle, for which the temperatures T,, and T}, in the compression and expansion
piston cylinders are constant, in a steady situation. This implies that the air enters
the heating chamber with temperature Tj,, and leaves it with temperature T,
The heat exchanger equations (cf. section 4.2.3, but not assuming that 75 is
constant) take the form

—J;;;c;de (x)/dx = H(T’ (x) — T%(x)),
J% CpgdTé(x) /dx = I (T/ (x) — T4 (x)),

where the superscript g stands for the gas performing the thermodynamic cycle,
f stands for the fluid leading heat to the heating chamber for heat exchange, and x
increases from zero at the entrance to the heating chamber to a maximum value
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at the exit. C, is a constant-pressure heat capacity per unit mass, and J,, is a mass
flow rate. Both these and /’, the heat exchange rate per unit length dx, are assumed
constant, in which case the equations may be explicitly integrated to give

J5 C8
Tc,in = Tc,out J,j,; C[J; (T Tlow)

(4.33)
JgCgl—H Jc/(1—-H
(7&7‘]0»\/ +|H+ ij)c c,out+
JnCs + JnCh JnCs + JnCy

Here T, ,, =T is the temperature provided by the solar collector or other heat
source, and 7, ;, is the temperature of the collector fluid when it leaves the
heat exchanger of the heating chamber, to be re-circulated to the collector or to
a heat storage connected to it. H is given by

H =exp(— h((ZLC)) ™" + (569 7)),

where 2= [’ dx. Two equations analogous to (4.33) may be written for the heat
exchange in the cooling chamber of Fig. 4.5, relating the reject temperature 7, ;,
and the temperature of the coolant at inlet, T, o,y = Tyep t0 Tipy, and T, Tt ;, may
then be eliminated from (4.33) and 7, ;, from the analogous equation, leaving two
equations for determination of 7,, and T, as functions of known quantities,
notably the temperature levels T and T,,. The reason for not having to consider
equations for the piston motion in order to determine all relevant temperatures is,
of course, that the processes associated with the piston motion have been assumed
to be isothermal.
The amounts of heat added, Q44 and rejected, Q,.;, per cycle are

Q“dd = mcﬁ(T“P - TlOw) +n5 Tup log(Vmax/Vmin)y (43421)

Qrej = me;(Tup - Tlow) +n5 Tlowlog(Vmax/Vmin) + Qrej/y (434b)

where m is the mass of air involved in the cycle and » is the number of moles of air
involved. Z is the gas constant, and V,,;, and V,,,, are the minimum and maximum
volumes occupied by the gas during the compression or expansion stages (for sim-
plicity, the compression ratio V,,,./V,;, has been assumed to be the same for the
two processes, although they take place in different cylinders). The ideal gas
law has been assumed in calculating the relation between heat amount and work
in (4.34), and Q',,; represents heat losses not contributing to transfer of heat from
working gas to coolant flow (piston friction, etc.). The efficiency is

n= (Qadd - Qrej) / Qudd,
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and the maximum efficiency that can be obtained with this version of the Ericsson
engine is obtained for negligible (',.; and ideal heat exchangers providing 7,, =T
and Tl()w = Tre >

8

m
max(n) = (1 — Ty /T)/ <1 + . 510g(Vm:X/Vm,~,,) (1- T,ef/T)>. (4.35)

The ideal Carnot efficiency may even be approached, if the second term
in the denominator can be made small. (However, to make the compression ratio
very large implies an increase in the length of time required per cycle, such
that the rate of power production may actually go down, as discussed in
section 4.1.1). The power may be calculated by evaluating (4.34) per unit time
instead of per cycle.

4.2.3 Heat pumps

In some cases, it is possible to produce heat at precisely the temperature needed
by primary conversion. However, often the initial temperature is lower or higher
than required, in the latter case even considering losses in transmission and heat
drop across heat exchangers. In such situations, appropriate temperatures are
commonly obtained by mixing (if the heat is stored as sensible heat in a fluid
like water, the water may be mixed with colder water, a procedure often used in
connection with fossil-fuel burners). This procedure is wasteful in the context of
the second law of thermodynamics, since the energy is, in the first place, produced
with a higher quality than subsequently needed. In other words, the second law
efficiency of conversion (2.20) is low, because there will be other schemes of
conversion by which the primary energy can be made to produce a larger quantity
of heat at the temperature needed at load. An extreme case of a “detour” is the
conversion of heat to heat by first generating electricity by thermal conversion
(as is done today in fossil power plants) and then degrading the electricity to heat
of low temperature by passing a current through an ohmic resistance (“electric
heaters”). However, there are better ways.

4.2.3.1 Heat pump operation

If heat of modest temperature is required, and a high-quality form of energy
is available, a device is needed that can derive additional benefits from the high
quality of the primary energy source. This can be achieved by using one of the
thermodynamic cycles described in section 4.1.2, provided that a large reservoir of
approximately constant temperature is available. The cycles (cf. Fig. 4.3) must be
traversed “anti-clockwise,” such that high-quality energy (electricity, mechanical
shaft power, fuel combustion at high temperature, etc.) is added, and heat energy
is thereby delivered at a temperature 7" higher than the temperature 7T, of the
reference reservoir from which it is drawn. Most commonly, the Rankine cycle,
with maximum efficiencies bounded by (4.22), is used (e.g., in an arrangement
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Figure 4.6 Schematic picture of a heat pump.

of the type shown in Fig. 4.6). The fluid of the closed cycle, which should have
a liquid and a gaseous phase in the temperature interval of interest, may be a
fluorochloromethane compound (which needs to be recycled owing to climatic
effects caused if it is released to the atmosphere). The external circuits may
contain an inexpensive fluid (e.g., water), and they may be omitted if it is
practical to circulate the primary working fluid directly to the load area or to the
reference reservoir.

The heat pump contains a compressor, which performs step 7-5 in the Rankine
cycle depicted in Fig. 4.3, and a nozzle, which performs step 2—9. The intermediate
steps are performed in the two heat exchangers, giving the working fluid
the temperatures T, and Tj,,, respectively. The equations for determining these
temperatures are of the form of equation (4.37). There are four such equations,
which must be supplemented by equations for the compressor and nozzle perfor-
mance, in order to allow a determination of all the unknown temperatures indicated
in Fig. 4.6, for given T, given load, and a certain energy expenditure to the
compressor. Losses in the compressor are in the form of heat, which in some cases
can be credited to the load area.

An indication of the departures from the Carnot limit of the coefficients of
performance, gheat Pump o countered in practice, is given in Fig. 4.7, as a function
of the temperature difference T, — T}, at the heat pump and for selected values of
T, In the interval of temperature differences covered, the " 7" is about 50%
of the Carnot limit (4.22b), but it falls more and more below the Carnot value as
the temperature difference decreases, although the absolute value of the coefficient
of performance increases.

Several possibilities exist for the choice of the reference reservoir. Systems in
use for space heating or space cooling (achieved by reversing the flow in the
compressor and expansion-nozzle circuit) have utilized river water, lake water,
and seawater, and air, as well as soil as reservoirs. The temperatures of such
reservoirs are not entirely constant, and it must therefore be acceptable that the
performance of heat pump systems will vary with time. The variations are damped
if water or soil reservoirs at sufficient depth are used, because weather-related
temperature variations disappear as one goes just a few meters down into the soil.
Alternative types of reservoirs for use with heat pumps include city waste sites,
livestock manure, ventilation air from households or from livestock barns (where
the rate of air exchange has to be particularly high), and heat storage tanks
connected to solar collectors.
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Figure 4.7 Measured coefficient of performance, " 7", for a heat pump with a semi-hermetic
piston-type compressor (solid lines, based on Trenkowitz, 1969), and corresponding curves for
ideal Carnot cycles.

With solar heating systems, the heat pump may be connected between the heat store
and the load area (whenever the storage temperature is too low for direct circulation),
or it may be connected between the heat store and the collector, so that the fluid let
into the solar collector is cooled in order to improve the collector performance.
Of course, a heat pump operating on its own reservoir (soil, air, etc.) may also provide
the auxiliary heat for a solar heating system of capacity below the demand.

The high-quality energy input to the compressor of a heat pump may also
come from a renewable resource, e.g., by wind or solar energy conversion, either
directly or via a utility grid carrying electricity generated by renewable energy
resources. As for insulation materials, concern has been expressed over the use
of CFC (Chloro-Fluoro-Carbon) gases in the processing or as a working fluid,
and substitutes believed to have less negative impacts have been developed.

4.2.3.2 Heat exchange

A situation like the one depicted in Fig. 4.8 is often encountered in energy supply
systems. A fluid is passing through a reservoir of temperature 73, thereby changing
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Figure 4.8 Heat exchanger, an idealized example of a well-mixed 75-reservoir.

the fluid temperature from 7 to 7. In order to determine 7, in terms of 7 and T3,
in a situation where the change in 75 is much smaller than the change from T to
T,, the incremental temperature change in the fluid traveling a short distance dx
through the pipe system is related to the amount of heat transferred to the reservoir,
assumed to depend linearly on the temperature difference,

JmcghliddTﬂuid/dx — h/(T3 _ Tﬂuid).
Integrating from 7 at the inlet (x = x;) gives
T"(x) = T3 = (Ty — Ts)exp(— h'(x = x1)/ (JnCJ")), (4.36)

where /' is the heat transfer per unit time from a unit length of the pipe for a
temperature difference of one unit. The heat transfer coefficient for the entire heat
exchanger is

X2
h=J K dx,

X1

which is sometimes written & = U,A;, with U, being the transfer coefficient per
unit area of pipe wall and A, being the effective area of the heat exchanger. For
X = X5, (4.36) becomes (upon re-ordering)

(T = To) = (Ty = T3)(1 — exp(— h/(J, C)))). (4.37)

4.2.4 Geothermal and ocean-thermal conversion

Geothermal heat sources have been utilized by means of thermodynamic engines
(e.g., Brayton cycles), in cases where the geothermal heat has been in the form of
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Figure 4.9 Examples of the utilization of geothermal heat: (a) based on the presence of an
aquifer; (b) based on a region of fractured rock.

steam (water vapor). In some regions, geothermal sources provide a mixture of
water and steam, including suspended soil and rock particles, so that conventional
turbines cannot be used. Work has been done on a special “brine screw” that can
operate under such conditions (McKay and Sprankle, 1974).

However, in most regions the geothermal resources are in the form of heat-
containing rock or sediments, with little possibility of direct use. If an aquifer
passes through the region, it may collect heat from the surrounding layers and
allow a substantial rate of heat extraction, for example, by means of two holes
drilled from the surface to the aquifer and separated from each other, as indi-
cated in Fig. 4.9a4. Hot water (not developing much steam unless the aquifer
lies very deep—several kilometers—or its temperature is exceptionally high) is
pumped or rises by its own pressure to the surface at one hole and is re-injected
through a second hole, in a closed cycle, in order to avoid pollution from various
undesired chemical substances often contained in the aquifer water. The heat
extracted from a heat exchanger may be used directly (e.g., as district heating;
cf. Clot, 1977) or may generate electricity through one of the “low-temperature”
thermodynamic cycles considered above in connection with solar collectors
(Mock et al., 1997).

If no aquifer is present to establish a “heat exchange surface” in the heat-
containing rock, it may be feasible to create suitable fractures artificially
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(by explosives or induced pressure). An arrangement of this type is illustrated in
Fig. 4.9b, counting on the fluid that is pumped down through one drilled hole
to make its way through the fractured region of rock to the return drilled hole in
such a way that continued heat extraction can be sustained. The heat transfer can be
predicted only in highly idealized cases (see, for example, Gringarten ef al., 1975),
which may not be realized as a result of the fairly uncontrolled methods of rock
fractionation available.

One important result of the model calculations is that the heat extraction rate
deemed necessary for practical applications is often higher than the geothermal flux
into the region of extraction, so that the temperature of the extracted heat will drop.
This non-sustainable use of geothermal energy is apparent in actual installations
in New Zealand and Italy (where temperatures of extracted steam are dropping
by something like 1°C per year, the number being highly dependent on fracture
distribution, rock structure, etc.).

4.2.4.1 Conversion of ocean thermal energy

Downward gradients of temperature exist in most oceans, and they are particularly
stable (i.e., without variations with time) in the tropical oceans. The utilization
of such temperature gradients for electricity generation (e.g., by use of a
Rankine cycle) has been considered several times since the first suggestions by
d’Arsonval (1881).

The temperature differences available over the first 500—1000 m of water depth are
only about 25°C. For a closed Rankine cycle, with a working fluid (e.g., ammonia)
that evaporates and condenses at convenient temperatures, placed near the ocean
surface, colder water will have to be pumped through a pipe from the depth to a
heat exchanger for condensation of the working fluid. Further, a warm water heat
exchanger is required for evaporating the working fluid. If the heat exchange surface
is such that, say, 5°C is “lost” at each heat exchanger, the temperature difference
available to the thermodynamic cycle is only 15°C, corresponding to a limiting Carnot
efficiency of roughly 0.05. For an actual engine, the efficiency is still lower, and from
the power generated should subtract the power needed to pump hot and cold water
through the heat exchangers and to pump cold water from its original depth to the
converter level. It is expected that overall efficiencies around 0.02 may be achieved
(cf., for example, McGowan, 1976).

In order to save energy to pump the hot water through the heat exchanger, it has
been suggested that the converters be placed in strong currents, such as the Gulf
Stream (Heronemus, 1975). Of course, the power extraction from ocean thermal
gradients could have adverse environmental effects. This danger may be increased
if ocean currents are incorporated into the scheme, because of the possible sensitiv-
ity of the currents to small perturbations, and because of the dependence of climatic
zones on the course of currents like the Gulf Stream and the Kuro Shio. (Similar
concerns are discussed in connection with global warming caused by increased
anthropogenic injection of greenhouse gases into the atmosphere.)
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Open thermodynamic cycles have also been suggested for conversion of ocean
thermal energy (Claude, 1930; Beck, 1975; Zener and Fetkovich, 1975), for example,
based on creating a rising mixture of water and steam bubbles or “foam”; the mixture
is separated at a height above sea level, so that the water can be used to drive a
turbine rotor.

If viable systems could be developed for conversion of ocean thermal energy,
then there would be a number of other applications of such conversion devices in
connection with other heat sources of a temperature little higher than that of the
surroundings, especially when such heat sources can be regarded as “free.” Examples
are the reject or “waste” heat flows from other conversion devices operating at higher
initial temperature differences, including fuel-based power plants.

4.3 Mechanical energy conversion processes

4.3.1 Basic description of flow-driven converters

A turbine is a device delivering rotational shaft power on the basis of some other
type of mechanical energy. If the temperature of the surroundings is regarded
as fixed, the simple model in Fig. 4.2 allows the energy dissipation (4.17) to be
written

D=J,F,, + JyFy, (4.38)

since, from (4.18), Fy, ;, is zero, and no electrical output has been considered in this
conversion step. The output variables are the angular velocity of the shaft, Jy (4.9),
and the torque acting on the system, Fy (4.15), while the input variables are the
mass flow rate, J,, (4.9), and the generalized force F,, given in (4.18). The specific
energy contents w;, and w,,, are of the form (4.13), corresponding to, for example,
the geopotential energy of a given water head,

wh'' = gAz, whel =, (4.39)

out

the kinetic energy of the working fluid,

wfr’;” = l/zu[zn, w];’u”t = ‘/zuim, (4.40)
and the enthalpy connected with the pressure changes,
hin = Pin/pin: hout = Pout/pgma (441)

where the internal energy term in (4.1), assumed constant, has been left out, and the
specific volume has been expressed in terms of the fluid densities p;, and p,,, at
input and output.
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If a linear model of the Onsager type (4.10) is adopted for J,, and J,4 and these
equations are solved for J,, and Fy, one obtains

Jn = LingJy / Ly + (me — LypLom / LQQ)F ms
— Fy= —Jy/Loy + LowF /Leo.

(4.42)

The coefficients may be interpreted as follows: L,y/Lgy is the mass of fluid
displaced by the turbine during one radian of revolution, (L, — Lo Lom/Log)
is a “leakage factor” associated with fluid getting through the turbine without
contributing to the shaft power, and finally, Ly ' represents the friction losses.
Insertion into (4.38) gives the linear approximation for the dissipation,

D= (me - Lm(fLHm/Ll%‘)(Fm)2 + (-Iﬁ)z/L(%)- (443)

An ideal conversion process may be approached if no heat is exchanged with the
surroundings, in which case (4.19) and (4.12) give the simple efficiency

n'=Win = Wour) [ Win. (4.44)

The second law efficiency in this case is, from (4.20), (4.14), and (4.12),

U(Z.MW) = (Win - Wout)/(win — Wour — Tref(sm,in - Sm,oul))~ (445)

The second law efficiency becomes unity if no entropy change takes place in the
mass stream. The first law efficiency (4.44) may approach unity if only potential
energy change of the form (4.39) is involved. In this case w,,, =0, and the fluid
velocity, density, and pressure are the same before and after the turbine.
Hydroelectric generators approach this limit if working entirely on a static water
head. Overshot waterwheels may operate in this way, and so may the more
advanced turbine constructions, if the potential to kinetic energy conversion (in
penstocks) and pressure buildup (in the nozzle of a Pelton turbine and in the inlet
tube of many Francis turbine installations) are regarded as “internal” to the device
(cf. section 4.3.4). However, if there is a change in velocity or pressure across the
converter, the analysis must take this into account, and it is no longer obvious
whether the first law efficiency may approach unity or not.

4.3.1.1 Free-stream-flow turbines

Consider, for example, a free stream flow passing horizontally through a converter.
In this case, the potential energy (4.39) does not change and may be left out. The
pressure may vary near the converting device, but far behind and far ahead of the
device, the pressure is the same if the stream flow is free. Thus,

w=wk["=1/2(u§+u§+uf)=1/2u~u,
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and
Win = Wour = l/z(uin - u(mt) : (uin + uout)‘ (446)

This expression, and hence the efficiency, would be maximum if u,,, could be
made zero. However, the conservation of the mass flow J,, requires that u;, and
u,, satisfy an additional relationship. For a pure, homogeneous streamline flow
along the x-axis, the rate of mass flow is

Jm = pAin ux,in = pAoutux,outa (447)

in terms of areas A;, and A,,, enclosing the same streamlines, before and after
the passage through the conversion device. In a more general situation, assuming
rotational symmetry around the x-axis, the device may have induced a radial as
well as a circular flow component. This situation is illustrated in Fig. 4.10. It is
further discussed below, and the only case treated here is the simple one in which
the radial and tangential components of the velocity field, u, and u;, which may be
induced by the conversion device, can be neglected.
The axial force (“thrust”) acting on the converter equals the momentum change,

Fx = Jm(ux,in - ux,out)- (448)

If the flow velocity in the converter is denoted u, an effective area of conversion,
A, may be defined by

Jn = pAuy, (4.49)

according to the continuity equation (4.47). Dividing (4.48) by pA, one obtains the
specific energy transfer from the mass flow to the converter, within the conversion

-

%-IE————'\ |
N Converter "~ |

Figure 4.10 Schematic picture of a free-stream-flow converter or turbine. The incoming
flow is a uniform streamline flow in the x-direction, while the outgoing flow is allowed to
have a radial and a tangential component. The diagram indicates how a streamline may be
transformed into an expanding helix by the device. The effective area of the converter,

A, is defined in (4.49).
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area A. This should equal the expression (4.46) for the change in specific energy,
specialized to the case of homogeneous flows u;, and u,,,, along the x-axis,

ux(ux,in - ux,out) = l/z(ux,in + ux,om)(ux,in - ux,nut)
or
Uy = l/z(ux,in + ux,out)- (450)

The physical principle behind this equality is simply energy conservation, and
the assumptions so far have been the absence of heat exchange, so that the energy
change (4.12) becomes proportional to the kinetic energy difference (4.46), and the
absence of induced rotation, so that only x-components of the velocity need to be
considered. On both sides of the converter, Bernoulli’s equation is valid, stating
that the specific energy is constant along a streamline (Bernoulli’s equation for
an irrotational flow is given in section 2.5.3, with ¢ = constant defining the stream-
lines). Far from the converter, the pressures are equal but the velocities are
different, while the velocity just in front of or behind the converter may be taken as
u,, implying a pressure drop across the converter,

AP = l/zp(ux,in + ux,out)(ux,in - ux,out)- (451)

The area enclosing a given streamline field increases continuously across the
converter at the same time as the fluid velocity continuously decreases. The pres-
sure, on the other hand, rises above the ambient pressure in front of the converter,
then discontinuously drops to a value below the ambient one, and finally increases
toward the ambient pressure again, behind (“in the wake of”’) the converter.

It is customary (see, for example, Wilson and Lissaman, 1974) to define an axial
interference factor, a, by

Uy = ux,in(l - a), (452)

in which case (4.50) implies that u, ,,, = u,;, (1 —2a). With this, the power output
of the conversion device can be written

E= Jm(win - Wout) = pA(ux,in)Sza(l _a)Z’ (453)
and the efficiency can be written
n=E/(Jnwiy) = 4a(l — a). (4.54)

It is seen that the maximum value of 7 is unity, obtained for a = 1/2, corresponding
to Uy o = 0. The continuity equation (4.47) then implies an infinite area A,,,, and it
will clearly be difficult to defend the assumption of no induced radial motion.

In fact, for a free stream device of this type, the efficiency (4.54) is of little
relevance since the input flux may not be independent of the details of the device.
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The input area A;,, from which streamlines would connect with a fixed converter
area A, could conceivably be changed by altering the construction of the converter.
It is therefore more appropriate to ask for the maximum power output for fixed A,
as well as fixed input velocity u, ;,, this being equivalent to maximizing the power
coefficient defined by

Cp = E/(1/2pA(urn)’) = 4a(1—a)*. (4.55)

The maximum value is obtained for a = 1/3, yielding C,=16/27 and u,, ,,; = Uy /3.
The areas are A;,,=(1—a)A=2/3 A and A,,= (1 —a)A/(1 —2a) =2 A, so in this
case it may be a reasonable approximation to neglect the radial velocity component
in the far wake.

The maximum found above for C, is only a true upper limit with the assumptions
made. By discarding the assumption of irrotational flow, it becomes possible for the
converter to induce a velocity field, for which rot(z) is no longer zero. It has been
shown that if the additional field is in the form of a vortex ring around the converter
region, so that it does not contribute to the far wake, then it is possible to exceed the
upper limit power coefficient 16/27 found above (cf. section 4.3.3).

4.3.1.2 Methods of describing the conversion of wind flows

Conversion of wind energy into linear motion of a body has been utilized exten-
sively, particularly for transportation across water surfaces. A large sailing vessels
of the type used in the 19th century would have converted wind energy at peak
rates of a quarter of a megawatt or more.

The force on a sail or a wing (i.e., profiles of negligible or finite thickness) may
be broken down into a component in the direction of the undisturbed wind (drag)
and a component perpendicular to the undisturbed wind direction (lift). In referring
to an undisturbed wind direction it is assumed that a uniform wind field is modified
in a region around the sail or the wing, but that beyond a certain distance such
modifications can be disregarded.

In order to determine the force components, Euler’s equations (cf. section 2.5.2)
may be used. If viscous and external forces are neglected, and the flow is assumed
to be irrotational (so that Bernoulli’s equation is valid) and steady (so that the
time-derivative of the velocity potential vanishes, cf. section 2.5.3), then the force
on a segment of the airfoil (sail or wing) may be written

dF
— = #Pnds= —1/2p(£ (v-v)nds.
dz lol

C

Here dz is the segment length (cf. Fig. 4.11), C is a closed contour containing
the airfoil profile, n is a unit vector normal to the contour [in the (x, y)-plane],
and ds is the path-length increment, directed along the tangent to the contour, still
in the (x, y)-plane. Taking advantage of the fact that the wind velocity v approaches
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Figure 4.11 Forces on an airfoil segment.

a homogeneous field W (assumed to be along the x-axis) far from the airfoil, the
contour integral may be reduced and evaluated (e.g., along a circular path),

dF/dz=pWT e, (4.56)
I'= (J; v-ds ~ mc W sina. 4.57)
c

Here e, is a unit vector along the y-axis, c¢ is the airfoil chord length, and « is
the angle between the airfoil and W. In the evaluation of the circulation I', it has
been assumed that the airfoil is thin and without curvature. In this case, ¢ and « are
well defined, but in general the circulation depends on the details of the profile,
although an expression similar to the right-hand side of (4.57) is still valid as a first
approximation, for some average chord length and angle of attack. Equation (4.56)
is known as the theorem of Kutta (1902) and Joukowski (1906).

The expressions (4.56) and (4.57) are valid in a co-ordinate system fixed relative
to the airfoil (Fig. 4.11), and if the airfoil is moving with a velocity U, the velocities
v and W are to be interpreted as relative ones, so that

W=u, —U, (4.58)

if the undisturbed wind velocity is u;,.

The assumption that viscous forces may be neglected is responsible for obtaining
in (4.56) only a lift force, the drag force being zero. Primitive sailing vessels, as
well as primitive windmills, have been primarily aimed at utilizing the drag force.
It is possible, however, with suitably constructed airfoils, to make the lift force one
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or two orders of magnitude larger than the drag force and thereby effectively
approach the limit where the viscous forces and hence the drag can be neglected.
This usually requires careful “setting” of the airfoil, i.e., careful choice of the angle
of attack, o, and, in order to study operation at arbitrary conditions, the drag
component should be retained.

It is customary to describe the drag and lift forces on an airfoil of given shape
as a function of «, in terms of two dimensionless constants, Cp(a) and C;(c),
defined by

dF,/dz=1/2p CpW?c, (4.59a)
dF,/dz=1/2p C,W?c. (4.59b)

The constants Cp and C;, are not quite independent of the size of the system,
which is not unexpected since the viscous forces (friction) in air contribute
most to turbulent motion on smaller scales (cf. the discussion in section 2.5.2).
Introducing the Reynolds number,

Re = We/n,

where 7 is the kinematic viscosity of air defined in section 2.5.2 as a measure of
the ratio between “inertial” and “viscous” forces acting between airfoil and air,
the a-dependence of Cp and C,, for fixed Re, as well as the Re-dependence for the
value of « that gives the highest lift-to-drag ratio, L/D = C;/Cp, may appear
as shown in Figs. 4.12 and 4.13. The contours of these “high lift” profiles are
indicated in Fig. 4.12.

Assuming that Cp, Cy, and W are constant over the area A = fc dz of the airfoil,
the work done by a uniform (except in the vicinity of the airfoil) wind field u;,
on a device (e.g., a ship) moving with a velocity U can be derived from (4.58)
and (4.59),

The angle 3 between u;, and U (see Fig. 4.14) may be maintained by a rudder.
The power coefficient (4.55) becomes

C, =f(Crsin3 — Cp(1 —sin2ﬁ+f2—2fcosﬂ)lfz)(1 +f2—2fcosﬂ)l/z,

with f= Ulu;,. For C, =0, the maximum C,, is 4Cp/27, obtained for f=1/3 and
B =0, whereas the maximum C, for high lift-to-drag ratios L/D is obtained for (3
close to 1/27 and f around 2C, /(3Cp). In this case, the maximum C, may exceed
Cy by one to two orders of magnitude (Wilson and Lissaman, 1974).

It is quite difficult to maintain the high speeds U required for optimum perfor-
mance in a linear motion of the airfoil, and it is natural to focus the attention on
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Figure 4.12 Lift and drag forces as a function of the angle of attack for two NACA airfoils
(National Advisory Committee for Aeronautics; cf., for example, Betz, 1959). The Reynolds
number is Re = 8 X 10°.
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Figure 4.13 Reynolds number dependence of the lift-to-drag ratio, defined as the maximum
value (as a function of the angle of attack) of the ratio between the lift and drag coefficients
C; and Cp.

Based on Hiitter (1977).
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Figure 4.14 Velocity and force components for a sailing vessel.

rotating devices, in case the desired energy form is shaft or electric power and not
propulsion. Wind-driven propulsion in the past (mostly of ships at sea) has been
restricted to Ulu;, values far below the optimum region for high L/D airfoils (owing
to friction against the water), and wind-driven propulsion on land or in the air has
received little attention.

4.3.2 Propeller-type converters

Propellers have been extensively used in aircraft to propel the air in a direction
parallel to that of the propeller axis, thereby providing the necessary lift force
on the airplane wings. Propeller-type rotors are similarly used for windmills,
but here the motion of the air (i.e., the wind) makes the propeller, which should
be placed with its axis parallel to the wind direction, rotate, thus providing
the possibility of power extraction. The propeller consists of a number of blades
that are evenly distributed around the axis (cf. Fig. 4.15), with each blade having
an aerodynamic profile designed to produce a high lift force, as discussed in
section 4.3.1. If there are two or more blades, the symmetrical mounting ensures a
symmetrical mass distribution, but if only one blade is used it must be balanced by
a counterweight.

4.3.2.1 Theory of non-interacting streamtubes

In order to describe the performance of a propeller-type rotor, the forces on each
element of the blade must be calculated, including the forces produced by the direct
action of the wind field on each individual element as well as the forces arising as a
result of interactions between different elements on the same or on different blades.
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Figure 4.15 Definition of the streamtubes and blade integration variable for a propeller-type
rotor.

Since the simple airfoil theory outlined in section 4.3.1 deals only with the forces
on a given blade segment, in the absence of the other ones and also without the
inclusion of “edge effects” from “cutting out” this one segment, it is tempting as
a first approximation to treat the different radial segments of each blade as indepen-
dent. Owing to the symmetrical mounting of blades, the corresponding radial
segments of different blades (if more than one) may be treated together for a
uniform wind field, considering, as indicated in Fig. 4.15, an annulus-shaped
streamtube of flow, bordered by streamlines intersecting the rotor plane at radial
distances r and r + Dr. The approximation of independent contributions from each
streamtube, implying that radially induced velocities (u, in Fig. 4.10) are neglected,
allows the total shaft power to be expressed as

dE
E= —d
Ld "

where dE/dr depends only on the conditions of the streamtube at r. Similar sums
of independent contributions can in the same order of approximation be used to
describe other overall quantities, such as the axial force component T and the torque
Q (equal to the power E divided by the angular velocity 2 of the propeller).

In Fig. 4.16, a section of a wing profile (blade profile) is seen from a direction
perpendicular to the cut. The distance of the blade segment from the axis of rotation
is r, and its velocity r{) is directed along the y-axis. This defines a coordinate
system with a fixed x-axis along the rotor axis and moving y- and z-axes such that
the blade segment is fixed relative to the co-ordinate system.

In order to utilize the method developed in section 4.3.1, the apparent wind
velocity W to be used in (4.59) must be determined. It is glven by (4 58) only if
the velocity induced by, and remaining in the wake of, the device, u"* = u,,,, — u,,
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Figure 4.16 Velocity and force components of a rotating blade segment in a co-ordinate
system following the rotation (which is in the direction of the y-axis): (a) determination of
induced angular velocities; (b) determination of the direction of the apparent wind velocity;
(c) determination of force components along x- and y-axes.

(cf. Fig. 4.10), is negligible. Since the radial component u, of u™ has been
neglected, 1" has two components, one along the x-axis,
ind

U, = Uxour — Uxin = _Zaux,in

[cf. (4.52)], and one in the tangential direction,
u =" =24'Q r,

when expressed in a non-rotating co-ordinate system (the second equality defines a
quantity «’, called the tangential interference factor).

W is determined by the air velocity components in the rotor plane. From the
momentum considerations underlying (4.52), the induced x-component u, in
the rotor plane is seen to be

up=1/2u™ = — au,,. (4.60)

In order to determine rwy, the induced velocity of rotation of the air in the rotor
plane, one may use the following argument (Glauert, 1935). The induced rotation is
partly due to the rotation of the wings and partly due to the non-zero circulation
(4.57) around the blade segment profiles (see Fig. 4.16a). This circulation may be
considered to imply an induced air velocity component of the same magnitude,
Irw/'l, but with opposite direction in front of and behind the rotor plane. If the mag-
nitude of the component induced by the wing rotation is called rw” in the fixed
co-ordinate system, it will be rw” + r{2 and directed along the negative y-axis in
the co-ordinate system following the blade. It has the same sign in front of and
behind the rotor. The total y-component of the induced air velocity in front of the
rotor is then — (rw” + r§) + rw'), and the tangential component of the induced air



392 Renewable Energy

velocity in the fixed co-ordinate system is — (rw” — rw'), still in front of the rotor.
But here there should be no induced velocity at all. This follows, for example,
from performing a closed line integral of the air velocity v along a circle with
radius r and perpendicular to the x-axis. This integral should be zero because the air
in front of the rotor has been assumed to be irrotational,

0= J rot vdA = (J; v.-ds=—2mr(ro” — rd),
circle area

implying w” = «'. This identity also fixes the total induced tangential air velocity
behind the rotor, rw™ =" o = 2rw”, and in the rotor plane (note that the
circulation component 7w’ is here perpendicular to the y-axis),

rwo=ro’ =1/2rw™ =Qrd. (4.61)
The apparent wind velocity in the co-ordinate system moving with the blade
segment, W, is now determined as seen in Fig. 4.16b. Its x-component is u,,

given by (4.52), and its y-component is obtained by taking (4.61) to the rotating
co-ordinate system,

Wy =ty = uyjn(1 — a), (4.62a)
Wy == (rwy + rQ) = = rQ (1 +d). (4.62b)

The lift and drag forces (Fig. 4.16¢) are now obtained from (4.61) (except that
the two components are no longer directed along the co-ordinate axes), with values
of Cp, Cy, and ¢ pertaining to the segments of wings at the streamtube intersecting
the rotor plane at the distance r from the axis. As indicated in Figs. 4.16b and c,
the angle of attack, «, is the difference between the angle ¢, determined by

tang = — Wy /W,, (4.63)
and the pitch angle 6 between blade and rotor plane,
a=¢—0. (4.64)

Referred to the co-ordinate axes of Fig. 4.16, the force components for a single
blade segment become

F,=1/2p cW*(Cp(a) sing + Cr(a) cosg), (4.652)

Fy=1/2p cW*(— Cp(a) cos¢ + Cr(a) sing), (4.65b)
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and the axial force and torque contributions from a streamtube with B individual
blades are given by

dT /dr = BF(r), (4.66a)
dQ/dr = BrF,(r). (4.66b)

Combining (4.66) with equations expressing momentum and angular momentum
conservation for each of the (assumed non-interacting) streamtubes, a closed set of
equations is obtained. Equating the momentum change of the wind in the x-direction
to the axial force on the rotor part intersected by an individual streamtube [i.e., (4.48)
and (4.49) with A=27r], one obtains

dT /dr=—Ap uxui"d =27rp uyin(1 — a) 2auy i, 4.67)

and similarly equating the torque on the streamtube rotor part to the change in
angular momentum of the wind (from zero to r X u’"d,), one gets

dQ/dr=Ap uxuﬁnd = 27rr2p (1 —a)2d' Qr. (4.68)

Inserting W =u, (1 —a)/sin ¢ or W=rQ) (1+a’)/cos ¢ (cf. Fig. 4.16¢) as neces-
sary, one obtains a and a’ expressed in terms of ¢ by combining (4.65)—(4.68). Since,
on the other hand, ¢ depends on a and «' through (4.63) and (4.62), an iterative method
of solution should be used. Once a consistent set of (a, d, ¢)-values has been
determined as function of r [using a given blade profile implying known values of 6, c,
Cp(@), and C;(«v) as function of r], either (4.66) or (4.67) and (4.68) may be integrated
over r to yield the total axial force, total torque, or total shaft power £ = ) Q.

One may also determine the contribution of a single streamtube to the power
coefficient (4.55),

QdQ/dr r 0\
C =~ =441 - . 4.69
p(r) hp u?c,in 27r “( %) <"‘x,in> ( :
The design of a rotor may utilize C,(r) for a given wind speed Uy 78" to

optimize the choice of blade profile (Cp and C;), pitch angle (), and solidity
(Bcl(rr)) for given angular velocity of rotation (2). If the angular velocity €2 is not
fixed (as it might be by use of a suitable asynchronous electrical generator, except
at start and stop), a dynamic calculation involving d€)/df must be performed.
Not all rotor parameters need to be fixed. For example, the pitch angles may be
variable, by rotation of the entire wing around a radial axis, such that all pitch
angles 0 (r) may be modified by an additive constant . This type of regulation is
useful in order to limit the C,-drop when the wind speed moves away from the
design value u““’". The expressions given above would then give the actual C, for
the actual setting of the pitch angles given by 6 (r)sesign + 09 and the actual wind
speed u, ;,, with all other parameters left unchanged.
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In introducing the streamtube expressions (4.67) and (4.68), it has been assumed
that the induced velocities, and thus a and a’, are constant along the circle periphery
of radius r in the rotor plane. As the model used to estimate the magnitude of the
induced velocities (Fig. 4.16a) is based on being near to a rotor blade, it is expected
that the average induced velocities in the rotor plane, uy and rwy, are smaller than
the values calculated by the above expressions, unless the solidity is very large.
In practical applications, it is customary to compensate by multiplying a and ' by
a common factor, F, less than unity and a function of B, r, and ¢ (see, for example,
Wilson and Lissaman, 1974).

Furthermore, edge effects associated with the finite length R of the rotor wings
have been neglected, as have the “edge” effects at r =0 due to the presence of
the axis, transmission machinery, etc. These effects may be described in terms
of trailing vortices shed from the blade tips and blade roots and moving in helical
orbits away from the rotor in its wake. Vorticity is a name for the vector field rotv,
and the vortices connected with the circulation around the blade profiles
(Fig. 4.16a) are called bound vorticity. This can “leave” the blade only at the tip or
at the root. The removal of bound vorticity is equivalent to a loss of circulation
I (4.57) and hence a reduction in the lift force. Its dominant effect is on the tangen-
tial interference factor ' in (4.68), and so it has the same form and may be treated
on the same footing as the corrections due to finite blade number. (Both are often
referred to as tip losses, since the correction due to finite blade number is usually
appreciable only near the blade tips, and they may be approximately described
by the factor F introduced above.) Other losses may be associated with the “tower
shadow,” etc.

4.3.2.2 Model behavior of power output and matching to load

A calculated overall C, for a three-bladed, propeller-type wind energy converter is
shown in Fig. 4.17, as a function of the tip-speed ratio,

)\ = QR/ux,in:

and for different settings of the overall pitch angle, 6. It is clear from (4.69) and the
equations for determining a and @’ that C, depends on the angular velocity 2 and the
wind speed u,; only through the ratio A. Each blade has been assumed to be an
airfoil of the type NACA 23012 (cf. Fig. 4.12), with chord ¢ and twist angle 6
changing along the blade from root to tip, as indicated in Fig. 4.18. A tip-loss factor
F has been included in the calculation of sets of corresponding values of a, @, and ¢
for each radial station (each “streamtube”), according to the Prandtl model described
by Wilson and Lissaman (1974). The dashed regions in Fig. 4.17 correspond to
values of the product aF (corresponding to a in the expression without tip loss) larger
than 0.5. Since the axial air velocity in the wake is u, o, = Uy (1 — 2 aF) [cf. (4.52)
with F=1], aF > 0.5 implies reversed or re-circulating flow behind the wind
energy converter, a possibility that has not been included in the above description.
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Figure 4.17 Dependence of power coefficient on tip-speed ratio for different settings of the
overall pitch angle. The calculation is based on the wing geometry shown in Fig. 4.18 and
the NACA 23012 profile of Fig. 4.12.

The C, values in the dashed regions may thus be inaccurate and presumably
overestimated.

Figure 4.17 shows that, for negative settings of the overall pitch angle 6, the C,
distribution on A values is narrow, whereas it is broad for positive 6, of modest
size. For large positive 6, the important region of C, moves to smaller A values.
The behavior of C,()\) in the limit of A\ approaching zero is important for operating
the wind energy converter at small rotor angular velocities and, in particular,
for determining whether the rotor will be self-starting, as discussed in more
detail below.

For a given angular speed €2 of the rotor blades, the power coefficient curve
specifies the fraction of the power in the wind that is converted, as a function of
the wind speed u, ;,. Multiplying C, by 1/ ZPA”?C,M, where the rotor area is A = 7R*
(if “coning” is disregarded, i.e., the blades are assumed to be in the plane of rota-
tion), the power transferred to the shaft can be obtained as a function of wind speed,
assuming the converter to be oriented (“yawed”) such that the rotor plane is perpen-
dicular to the direction of the incoming wind. Figures 4.19 and 4.20 show such
plots of power E, as functions of wind speed and overall pitch angle, for two
definite angular velocities (€2 =4.185 and 2.222 rad s~ ', if the length of the wings
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Figure 4.18 Chord variation and twist along the blades used for the calculations in this
section.

is R =27 m). For the range of wind speeds encountered in the planetary boundary
layer of the atmosphere (e.g., at heights between 25 and 100 m), a maximum power
level around 4000 W per average square meter swept by the rotor (10 MW total) is
reached for the device with the higher rotational speed (tip speed RQ =113 Ms ™ '),
whereas about 1000 W m ™2 is reached by the device with the lower rotational
velocity (RQ=60m s ).

The rotor has been designed to yield a maximum C, at about A =9 (Fig. 4.17),
corresponding to u, ;, = 12.6 and 6.6 m s~ ! in the two cases. At wind speeds above
these values, the total power varies less and less strongly, and for negative pitch
angles it even starts to decrease with increasing wind speeds in the range character-
izing “stormy weather.” This phenomenon can be used to make the wind energy
converter self-regulating, provided that the “flat” or “decreasing” power regions are
suitably chosen and that the constancy of the angular velocity at operation is
ensured by, for example, coupling the shaft to a suitable asynchronous electricity
generator (a generator allowing only minute changes in rotational velocity, with
the generator angular speed (2, being fixed relative to the shaft angular speed 2,
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Figure 4.19 Power output of the wind energy converter described in Figs. 4.17 and 4.18, for
a tip speed of 113 ms™"', as a function of wind speed and overall pitch angle. The actual
Reynolds number is in this case about 5 X 10° from blade root to tip, in reasonable
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where a [defined in (4.62)] times the tip speed correction, F, exceeds 0.5 for some radial
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Figure 4.20 Same as Fig. 4.19, but for a tip speed of 60 ms™".

e.g., by a constant exchange ratio n=2,/{) of a gearbox). Self-regulating wind
energy converters with fixed overall pitch angle 6, and constant angular velocity
have long been used for AC electricity generation (Juul, 1964).

According to its definition, the torque Q = E/€2 can be written

Q=1/2pmR*u?

x,in

Cy(N/ A, (4.70)

and Fig. 4.21 shows C,/\ as a function of )\ for the same design as the one consid-
ered in Fig. 4.17. For pitch angles 6, less than about —3°, C,/\ is negative for
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Figure 4.21 Variation of power coefficient over tip-speed ratio, as a function of tip-speed
ratio, for the converter considered in the previous figures.

A =0, whereas the value is positive if §, is above the critical value of about —3°.
The corresponding values of the total torque (4.70), for a rotor with radius
R =27 m and overall pitch angle 6, = 0°, are shown in Fig. 4.224, as a function of
the angular velocity €2 = Au,;,/R and for different wind speeds. The small dip in Q
for low rotational speeds disappears for higher pitch angles 6.

The dependence of the torque at 2=0 on pitch angle is shown in Fig. 4.23 for a
few wind speeds. Advantage can be taken of the substantial increase in starting tor-
que with increasing pitch angle, in case the starting torque at the pitch angle desired
at operating angular velocities is insufficient and provided the overall pitch angle
can be changed. In that case, a high overall pitch angle is chosen to start the rotor
from ) =0, where the internal resistance (friction in bearings, gearbox, etc.) is
large. When an angular speed ) of a few degrees per second is reached, the pitch
angle is diminished to a value close to the optimal one (otherwise the torque will
pass a maximum and soon start to decrease again, as seen from, for example, the
0o = 60° curve in Fig. 4.21). Usually, the internal resistance diminishes as soon as
) is non-zero. The internal resistance may be represented by an internal torque,
Qo(£2), so that the torque available for some load, “external” to the wind power to
shaft power converter (e.g., an electric generator), may be written

Qavailable — Q(Q) _ QO(Q)
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Figure 4.22 (a) Torque variation with angular velocity for a wind energy converter of the
type described in the previous figures, with radius R =27 m and overall pitch angle 0°. The
dashed, vertical line represents operation at fixed angular velocity (e.g., with a synchronous
generator). Q illustrates the internal torque. (b) Same as Fig. 4.22, but here operation is
illustrated for a load (e.g., asynchronous generator) that is optimized, i.e., corresponds to
maximum C, at each wind speed.

If the “load” is characterized by demanding a fixed rotational speed €2 (such as
the asynchronous electric generator), it may be represented by a vertical line in the
diagram shown in Fig. 4.22a. As an example of the operation of a wind energy gen-
erator of this type, the dashed lines (with accompanying arrows) in Fig. 4.22a
describe a situation with initial wind speed of 8 m s~ ', assuming that this provides
enough torque to start the rotor at the fixed overall pitch angle 6y = 0° (i.e., the tor-
que produced by the wind at 8 ms™' and Q =0 is above the internal torque Q,
here assumed to be constant). The excess torque makes the angular velocity of
the rotor, €2, increase along the specific curve for u,;, =8 m s~ !, until the value €
characterizing the electric generator is reached. At this point, the load is connected
and the wind energy converter begins to deliver power to the load area. If the wind
speed later increases, the torque will increase along the vertical line at 2 =€) in
Fig. 4.22a, and if the wind speed decreases, the torque will decline along the same
vertical line until it reaches the internal torque value Qy. Then the angular velocity
diminishes and the rotor is brought to a halt.

An alternative type of load may not require a constant angular velocity.
Synchronous DC electric generators are of this type, providing an increasing power
output with increasing angular velocity (assuming a fixed exchange ratio between
rotor angular velocity €) and generator angular velocity €),). Instead of staying on a
vertical line in the torque-versus-§) diagram, for varying wind speed, the torque
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Figure 4.23 Starting torque as a function of overall pitch angle for the wind energy
converter considered in the preceding figures.

now varies along some fixed, monotonically increasing curve characterizing the
generator. An optimal synchronous generator would be characterized by a Q(£2)
curve that for each wind speed u,;, corresponds to the value of Q2 = Au,;,/R that
provides the maximum power coefficient C,, (Fig. 4.17). This situation is illustrated
in Fig. 4.22b, with a set of dashed curves again indicating the torque variation
for an initial wind speed of 8 ms~ "', followed by an increasing and later again
decreasing wind speed. In this case, the Q = Q, limit is finally reached at a very
low angular velocity, indicating that power is still delivered during the major part
of the slowing-down process.

4.3.2.3 Non-uniform wind velocity

The velocity field of the wind may be non-uniform in time as well as in spatial
distribution. The influence of time variations in wind speed on power output of a
propeller-type wind energy converter is touched upon in the previous subsection,
although a detailed investigation involving the actual time dependence of the angu-
lar velocity € is not included. In general, the direction of the wind velocity is also
time dependent, and the conversion device should be able to successively align its
rotor axis with the long-range trends in wind direction, or suffer a power reduction
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Figure 4.24 Definition of co-ordinate systems for a coning rotor in a non-uniform wind
field.

that is not just the cosine to the angle § between the rotor axis and the wind
direction (yaw angle), but involves calculating the performance of each blade seg-
ment for an apparent wind speed W and angle of attack « different from the ones
previously used, and no longer axially symmetric. This means that the quantities W
and « (or ¢) are no longer the same inside a given annular streamtube, but they
depend on the directional position of the segment considered (e.g., characterized by
a rotational angle ¢ in a plane perpendicular to the rotor axis).

Assuming that both the wind direction and the wind speed are functions of time
and of height 4 (measured from ground level or from the lower boundary of the
velocity profile zo, discussed in section 2.5.2), but that the direction remains
horizontal, then the situation will be as depicted in Fig. 4.24. The co-ordinate
system (xq, Yo, Zo) 1S fixed and has its origin in hub height 4y, where the rotor blades
are fastened. Consider now a blade element at a distance » from the origin, on the
ith blade. The projection of this position on to the (yo, zo)-plane is turned the angle
1; from vertical, where

Y =2m/i+Qt, 4.71)

at the time ¢. The coning angle ¢ is the angle between the blade and its projection
onto the (yo, zp)-plane, and the height of the blade element above the ground is

h = hy + rcosé cosi;, 4.72)

where /iy is the hub height. The height / enters as a parameter in the wind speed
Ui, = ju;,(h, 1)j and the yaw angle 5= 3 (h, 1), in addition to time.
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Now, an attempt can be made to copy the procedure used for a uniform wind
velocity along the rotor axis, i.e., to evaluate the force components for an individual
streamtube both by the momentum consideration and by the lift and drag approach
of section 4.3.1. The individual streamtubes can no longer be taken as annuli, but
must be of an area A, (perpendicular to the wind direction) small enough to permit
the neglect of variations in wind velocity over the area at a given time. It will still
be assumed that the flows inside different streamtubes do not interact, and also, for
simplicity, the streamtubes will be treated as “straight lines,” i.e., not expanding or
bending as they pass the region of the conversion device (as before, this situation
arises when induced radial velocities are left out).

Consider first the “momentum equation” (4.48), with s denoting “in the stream-
wise direction” or “along the streamtube,”

Fy=— mui"d.

This force has components along the x-, y-, and z-directions of the local
coordinate system of a blade turned the angle ¢ from vertical (cf. Fig. 4.69).
The y-direction is tangential to the rotation of the blade element, and, in addition
to the component of F,, there may be an induced tangential velocity u,™
(and force) of the same type as the one considered in the absence of yaw (in which
case F, is perpendicular to the y-axis). The total force components in the local
co-ordinate system are thus

F
F,

- Jmuf;”d(cosﬁ cosé + sinf3 siné siny),

, ) (4.73)
- J,nu;”dsin 0B cos Y + Jmu;”d.

From the discussion of Fig. 4.10, (4.49) and (4.52),

Jm :As p Us :As 1% uin(l - a)a

ind _
u, " = — 2auy,

and, in analogy with (4.61), a tangential interference factor ' may be defined by
u™ =2d'r Qcosé.

However, the other relation contained in (4.61), from which the induced tangen-
tial velocity in the rotor plane is half the one in the wake, cannot be derived in the
same way without the assumption of axial symmetry. Instead, the variation in the
induced tangential velocity as a function of rotational angle v is bound to lead to
crossing of the helical wake strains and it will be difficult to maintain the assump-
tion of non-interacting streamtubes. Here, the induced tangential velocity in the
rotor plane will still be taken as 1/2u,™, an assumption which at least gives reason-
able results in the limiting case of a nearly uniform incident wind field and zero or
very small yaw angle.
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Secondly, the force components may be evaluated from (4.63) to (4.65) for each
blade segment, defining the local co-ordinate system (x, y, z) as in Fig. 4.24 with
the z-axis along the blade and the y-axis in the direction of the blade’s rotational
motion. The total force, averaged over a rotational period, is obtained by multiply-
ing by the number of blades, B, and by the fraction of time each blade spends
in the streamtube. Defining the streamtube dimensions by an increment Dr in
the z-direction and an increment di) in the rotational angle 1), each blade spends the
time fraction dvy/(27) in the streamtube, at constant angular velocity 2. The force
components are then

F, = B(dy/2m)1/2p cW*(Cp(a)sing + Cr(a)cosp)dr,

(4.74)
F, = B(d)/2m)1/2p cW*(Cp(ar)cosp + Cr(a)sing)dr,

in the notation of (4.65). The angles ¢ and « are given by (4.63) and (4.64),
but the apparent velocity W is the vector difference between the streamwise
velocity u;, + 1/2 u, " and the tangential velocity r{2 cos 6 + 1/2 1, both taken in
the rotor plane. From Fig. 4.24,

Wy = u;(1 — a)(cosB cosé + sing sind siny)),
Wy = uin(1 — a)sinf cosyp + rQ2 cosé(1 + d'), (4.75)
W, = ui(1 — a)(— cosf sind + sinF cosd siny)).

The appropriate W? to insert into (4.74) is WX2+Wy2. Finally, the relation
between the streamtube area A, and the increments Dr and di) must be established.
As indicated in Fig. 4.25, the streamtube is approximately a rectangle with sides dL
and dL’, given by

dL = rcosé(cos23 cos2i+ sin2¢)1/2d1/1 ‘
(4.76)
dL” = (sin28(1 +cos23) + cos28(cos2 3 sin2y+ cos2¢p)) ' /2dr,

and
A;=dLdL .

Now, for each streamtube, a and @ are obtained by equating the x- and y-compo-
nents of (4.73) and (4.74) and using the auxiliary equations for (W, ¢) or (W,, W,).
The total thrust and torque are obtained by integrating F, and r cos ¢ F,, over Dr
and d# (i.e., over all streamtubes).

4.3.2.4 Restoration of wind profile in wake, and implications
for turbine arrays

For a wind energy converter placed in the planetary boundary layer (i.e., in the low-
est part of the Earth’s atmosphere), the reduced wake wind speed in the streamwise
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Figure 4.25 Streamtube definition (hatched areas) for a coning rotor in a non-uniform wind
field: (a) view from top; () side view; (c) front view; (d) view along streamtube.

direction, u;,,, Wwill not remain below the wind speed u,; of the initial wind
field, provided that this is not diminishing with time. The processes responsible for
maintaining the general kinetic motion in the atmosphere (cf. section 2.3.1), making
up for the kinetic energy lost by surface friction and other dissipative processes,
will also act in the direction of restoring the initial wind profile (speed as function
of height) in the wake of a power-extracting device by transferring energy from
higher air layers (or from the “sides”) to the partially depleted region (Sgrensen,
1996). The large amounts of energy available at greater altitude (cf. Fig. 3.31)
make such processes possible almost everywhere at the Earth’s surface and not
just at those locations where new kinetic energy is predominantly being created
(cf. Fig. 2.60).

In the near wake, the wind field is non-laminar, owing to the induced tangential
velocity component, #,”?, and owing to vorticity shed from the wing tips and the
hub region (cf. discussion of Figs. 4.16 and (4.57)). It is then expected that these
turbulent components gradually disappear further downstream in the wake, as a
result of interactions with the random eddy motion of different scales present in the
“unperturbed” wind field. “Disappear” here means “get distributed on a large num-
ber of individual degrees of freedom,” so that no contributions to the time-averaged
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Figure 4.26 Blade profile used in several contemporary large rotor designs, with internal
box-shaped cylinder reinforcement and an outer shell with modest structural function (a).
Outcome of a model optimization of the mass density distribution for the middle section of a
turbine blade (b). Regions with calculated densities less than 10% of the maximum density
are not shown. The model results stress the importance of material stability at the top and
bottom of the reinforcement box or the corresponding shell areas (Forcier and Joncas, 2012;
used by permission from Springer-Verlag).

quantities considered [cf. (2.21)] remain. For typical operation of a propeller-type
wind conversion device, such as the situations illustrated in Figs. 4.19 and 4.20, the
tangential interference factor @’ is small compared to the axial interference factor a,
implying that the most visible effect of the passage of the wind field through
the rotor region is the change in streamwise wind speed. Based on wind tunnel
measurements, this is a function of 7, the distance of the blade segment from
the hub center, as illustrated in Fig. 4.27. The induced r-dependence of the axial
velocity is seen to gradually smear out, although it is clearly visible at a distance of
two rotor radii in the set-up studied.

Fig. 4.28 suggests that, under average atmospheric conditions, the axial velocity,
uy i, Will be restored to better than 90% at about 10 rotor diameters behind the rotor
plane and better than 80% at a distance of 5—6 rotor diameters behind the rotor
plane, but restoration is rather strongly dependent on the amount of turbulence in
the “undisturbed” wind field.

A second wind energy converter may be placed behind the first one, in the
wind direction, at a location where the wind profile and magnitude are reasonably
well restored. According to simplified investigations in wind tunnels (Fig. 4.28),
supported by field measurements behind buildings, forests, and fences, a suitable
distance would seem to be 5—10 rotor diameters (increasing to over 20 rotor dia-
meters if “complete restoration” is required). If there is a prevailing wind direction,
the distance between conversion units perpendicular to this direction may be
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Figure 4.27 Wind tunnel results illustrating the distortion of the wind field along the radial
direction (R is the rotor radius) at various distances from the rotor plane.
Based on Hiitter (1976).
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Figure 4.28 Wind tunnel results indicating the restoration at streamwise wind speed behind a
rotor (placed at distance 0, the rotor being simulated by a gauze disc). The approaching wind has
a logarithmic profile (solid line) or is uniform with approximately laminar flow (dashed line).
Based on Pelser (1975).

smaller (essentially determined by the induced radial velocities, which were
neglected in the preceding subsections, but appear qualitatively in Fig. 4.10). If, on
the other hand, several wind directions are important, and the converters are
designed to be able to “yaw against the wind,” then the distance required by wake
considerations should be kept in all directions.
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More severe limitations may possibly be encountered with a larger array of
converters, say, distributed over an extended area with average spacing X between
units. Even if X is chosen so that the relative loss in streamwise wind speed is small
from one unit to the next, the accumulated effect may be substantial, and the entire
boundary layer circulation may become altered in such a way that the power
extracted decreases more sharply than expected from the simple wake considera-
tions. Thus, large-scale conversion of wind energy may even be capable of inducing
local climatic changes.

A detailed investigation of the mutual effects of an extended array of wind
energy converters and the general circulation on each other requires a combination
of a model of the atmospheric motion, e.g., along the lines presented in section
2.3.1, with a suitable model of the disturbances induced in the wake of individual
converters. In one of the first discussions of this problem, Templin (1976) consid-
ered the influence of an infinite two-dimensional array of wind energy converters
with fixed average spacing on the boundary layer motion to be restricted to a
change of the roughness length z; in the logarithmic expression (see section 2.5.1)
for the wind profile, assumed to describe the wind approaching any converter in the
array. The change in z, can be calculated from the stress 77 exerted by the conver-
ters on the wind, due to the axial force F, in (4.65) or (4.67), which according
to (4.51) can be written

7 = F,. /S =1/2p(usn)*2(1—a)*A/S,

with S being the average ground surface area available for each converter and A/S
being the “density parameter,” equal to the ratio of rotor-swept area to ground area.
For a quadratic array with regular spacing, S may be taken as X°. According to
section 2.5.1, u, ,;, taken at hub height %, can, in the case of a neutral atmosphere,
be written

1 0+ ind 1/2 I’l
thin(ho) = — (L) log (—") :
K p ZO

where 7° is the stress in the absence of wind energy converters, and Z is the rough-
ness length in the presence of the converters, which can now be determined from
this equation and 7" from the previous one.

Figure 4.29 shows the results of a calculation for a finite array of converters
(Taylor et al., 1993) using a simple model with fixed loss fractions (Jensen, 1994).
This model is incapable of reproducing the fast restoration of winds through the
turbine array, presumably associated with the propagation of the enhanced wind
regions created just outside the swept areas (as seen in Fig. 4.27). A three-
dimensional fluid dynamics model is required for describing the details of array
shadowing effects. Such calculations are in principle possible, but so far no
convincing implementation has been presented. The problem is the very accurate
description needed for the complex three-dimensional flows around the turbines
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Figure 4.29 Calculated (see text) and measured power outputs from one row of
turbines perpendicular to the wind direction, in a wind park located at Ngrreker Enge in
Denmark. It consists of a total of five rows with a turbine spacing of 6 rotor diameters
(Taylor et al., 1993).

and for volumes comprising the entire wind farm of maybe hundreds of turbines.
This is an intermediate regime between the existing three-dimensional models for
gross wind flow over complex terrain and the detailed models of flow around a
single turbine used in calculations of aerodynamic stability.

4.3.2.5 Size limits

Horizontal axis, propeller-type wind generators have increased in size with time,
and by 2016, the largest commercial turbines have rotor diameters of around 160 m
(4C Offshore Consultancy UK, 2016). Although fiber materials can be produced
with strengths sufficient to further increase the blade length, the weight of the part
of the blades furthest from the hub is becoming a problem and efforts are ongoing
partly to find new ultralight materials of high strength, and partly to reconsider the
blade geometry and the inside reinforcement required for making a hollow blade
strong and durable. Making the width of the blade decrease faster toward the end is
one solution, even if it may compromise the most efficient profile selection.
Material choice and design of the inside reinforcement is another optimization fea-
ture studied with the purpose of maintaining the necessary strength and yet keeping
weight down. Figure 4.26 shows the cross section of a design currently favored,
and a model calculation for determining the optimum way of placing the mass
of blade materials (Forcier and Joncas, 2012). However, it is not unlikely that a
practical limit to blade length is in sight, because at some point, increasing the
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rotor diameter of a horizontal axis turbine may not entail any economic advantage,
even if it could be achieved by introducing new technical ideas. In the United
States, an ongoing project is exploring the possibility of using blade materials much
more flexible (allowed to bend substantially) than those of current technology,
and with hinges allowing the blades to lie flat along the wind direction at high
wind speeds (ARPA-E, 2015; Griffith, 2016). One may worry that the ease of
bending contributes to giving such blades a shorter life. Blades for wind turbines
are supposed to last for some 25 years, which leaves little room for frequent
large-amplitude bending at the current level of materials technology.

4.3.2.6 Floating offshore wind turbines

One of the first suggestions to place wind turbines at the higher winds
(see Fig. 6.30) found offshore was made by Musgrove (1978). Implementation
started in Denmark during the 1990s. While current offshore wind arrays are sitting
on foundations, it has been suggested to use floating wind turbines placed at water
depths too large for foundations. Tests of various designs for buoyancy stabilization
(platforms, cylinders, mooring, anchors) have been ongoing in Europe and Japan
(Anonymous, 2016a), based on floating platforms for oil and gas extraction.
Whether and under what conditions the cost implications are favorable remains
to be seen. The same issue has been discussed for oil and gas platforms, where the
main advantage of avoiding foundation is stated to be that the same floating struc-
ture design can be used everywhere. This would not seem relevant for wind farms,
where the economy of mass production is anyway present due to the usually over
100 turbines installed within each farm.

4.3.2.7 Offshore foundation issues

The current surge in power plants with wind turbines placed offshore, typically
in shallow waters of up to 50 m depth, relies on the use of low-cost foundation
methods developed earlier for harbor and oil-well uses. The best design depends
on the material constituting the local water floor, as well as local hydrological
conditions, including strength of currents and icing problems. Breakers are
currently used to prevent ice from damaging the structure. The most common
structures in place today are shown in Fig. 4.30: a concrete caisson (Fig. 4.30a)
or the steel cylinder solutions shown in Fig. 4.300 and ¢. The monopile solution
(Fig. 4.30c) has been selected for several recent projects such as the Samsg
wind farm in the middle of Denmark (Birck and Gormsen, 1999; Offshore
Windenergy Europe, 2003). Employing the sea-bed suction effect (Fig. 4.30b)
may help cope with short-term gusting forces, while the general stability
must be ensured by the properties of the overall structure itself. The option
of offshore deployment is of course relevant not just for horizontal axis
machines but for all types of wind converters, including those described below
in section 4.3.3.
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Figure 4.30 Some foundation types for offshore wind turbine towers placed in shallow
waters; (a) sand-filled caisson standing on the bottom, (b) suction buckets, (c) steel
monopile. These foundation types are in use at locations with clay-till water floor material.

4.3.3 Cross-wind and other alternative converter concepts

Wind energy converters of the crosswind type have the rotor axis perpendicular to
the wind direction. The rotor axis may be horizontal, as in wheel-type converters
(in analogy to waterwheels), or vertical, as in the panemones used in Iran and
China. The blades (ranging from simple “paddles” to optimized airfoil sections)
will be moving with and against the wind direction on alternative sides of the rotor
axis, necessitating some way of emphasizing the forces acting on the blades on one
side. Possible ways are simply to shield half of the swept area, as in the Persian
panemones (Wulff, 1966); to curve the “paddles” so that the (drag) forces are smal-
ler on the convex than on the concave side, as in the Savonius rotor (Savonius,
1931); or to use aerodynamically shaped wing blades producing high lift forces for
wind incident on the “front edge,” but small or inadequate forces for wind incident
on the “back edge,” as in the Darrieus rotor (cf. Fig. 4.31) and related concepts.
Another possibility is to allow for changes in the pitch angle of each blade, as,
for example, achieved by hinged vertical blades in the Chinese panemone type
(Li, 1951). In this case the blades on one side of a vertical axis have favorable pitch
angles, while those on the other side have unfavorable settings. Apart from shielded
ones, vertical axis cross-wind converters are omnidirectional, i.e., they accept any
horizontal wind direction on equal footing.

4.3.3.1 Performance of a Darrieus-type converter

The performance of a cross-wind converter, such as the Darrieus rotor shown in
Fig. 4.31, may be calculated in a way similar to that used in section 4.3.2, deriving
the unknown, induced velocities by comparing expressions of the forces in terms of
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Figure 4.31 Streamtube definition (hatched areas) for two-bladed Darrieus rotor, and
determination of apparent wind velocity, in the case of negligible cross-wind induced
ind _

velocity (uyo" = 0): (@) view from top; (b) view along tangent to blade motion; (c) view
along streamtube; (d) view perpendicular to streamtube.

lift and drag on the blade segments with expressions in terms of the momentum
changes between incident wind and wake flow. In addition, the flow may be
divided into a number of streamtubes (assumed to be non-interacting), according to
assumptions about the symmetries of the flow field. Figure 4.21 gives an example
of the streamtube definitions for a two-bladed Darrieus rotor with angular velocity
Q) and a rotational angle 1 describing the position of a given blade, according to
(4.71). The blade chord, c, has been illustrated as constant, although it may actually
be taken as varying to give the optimum performance for any blade segment at the
distance r from the rotor axis. As in the propeller rotor case, it is not practical to
extend the chord increase to the regions near the axis.

The bending of the blade, characterized by an angle ¢ (k) depending on the
height % (the height of the rotor center is denoted %), may be taken as a troposkien
curve (Blackwell and Reis, 1974), characterized by the absence of bending forces
on the blades when they are rotating freely. Since the blade profiles encounter wind
directions at both positive and negative forward angles, the profiles are often taken
as symmetrical (e.g., NACA 00XX profiles).
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Assuming, as in section 4.3.2, that the induced velocities in the rotor region are
half of those in the wake, the streamtube expressions for momentum and angular
momentum conservation analogous to (4.67) and (4.68) are

Fo=— Jmui,"d = 2pA(uin)*(1 — a)a,
) (4.77)
Fy = Jmulcr.li.a
where the axial interference factor a is defined as in (4.60), and where the
streamtube area A, corresponding to height and angular increments dz and di) is
(cf. Fig. 4.31)

A = rsinydyp dh.

The cross wind—induced velocity #™? is not of the form (4.61), since the tangent
to the blade’s rotational motion is not along the yo-axis. The sign of u"¢ will fluctu-
ate with time and for low chordal ratio ¢/R (R being the maximum value of r)
it may be permitted to put Fy equal to zero (Lissaman, 1976; Strickland, 1975).
This approximation is made in the following. It is also assumed that the streamtube
area does not change by passage through the rotor region and that individual
streamtubes do not interact (these assumptions being the same as those made for
the propeller-type rotor).

The forces along the instantaneous x- and y-axes due to the passage of the rotor
blades at a fixed streamtube location (%, 1)) can be expressed in analogy to (4.74),

averaged over one rotational period,

F, = B(d/2m)1/2pcW*(Cp sing + Cr. cosp)dh/cosé, (4.78a)
F, = B(dy/2m)1/2pcW?(— Cp cos¢ + Cy, sing)dh/cosé, (4.78b)
where

tang = — W,/W,; W =W, +W,
and (cf. Fig. 4.21)

Wy = uj,(1 — a)siny cosé,
Wy = —rQ—uy(1 —a)cosy, (4.79)
W, = — uy,(1 — a) siny siné.
The angle of attack is still given by (4.64), with the pitch angle 6 being the angle
between the y-axis and the blade center chord line (cf. Fig. 4.16¢).

The force components (4.78) may be transformed to the fixed (xo, Yo, 20)
co-ordinate system, yielding

Fy = Fcosé siny + F\cosi), (4.80)
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Figure 4.32 Power coefficient as a function of tip-speed ratio (“tip” means point furthest
away from axis), for a two-bladed Darrieus rotor, with a chord ratio ¢/R = 0.1 and blade data
corresponding to a symmetrical profile (NACA 0012 with Reynolds number Re = 3 X 10°).
A stream-tube model of the type described in Fig. 4.31 has been used.

Based on Strickland (1975).

with the other components Fy, and F,, being neglected due to the assumptions
made. Using the auxiliary relations given, a may be determined by equating the
two expressions (4.77) and (4.80) for F.

After integration over dh and di), the total torque Q and power coefficient C,
can be calculated. Figure 4.32 gives an example of the calculated C, for a low-
solidity, two-bladed Darrieus rotor with NACA 0012 blade profiles and a size
corresponding to Reynolds number Re =3 X 10°. The curve is similar to the ones
obtained for propeller-type rotors (e.g., Fig. 4.17), but the maximum C, is slightly
lower. The reasons why this type of cross-wind converter cannot reach the
maximum C, of 16/27 derived from (4.55) (the “Betz limit”) are associated with
the fact that the blade orientation cannot remain optimal for all rotational angles ),
as discussed (in terms of a simplified solution to the model presented above) by
Lissaman (1976).

Figure 4.33 gives the torque as a function of angular velocity ) for a small
three-bladed Darrieus rotor. When compared with the corresponding curves for
propeller-type rotors shown in Fig. 4.22a and b (or generally Fig. 4.21), it is evident
that the torque at Q=0 is zero for the Darrieus rotor, implying that it is not
self-starting. For application with an electric grid or some other back-up system,
this is no problem, since the auxiliary power needed to start the Darrieus rotor
at the appropriate times is very small compared with the wind converter output,
on a yearly average basis. However, for application as an isolated source of power
(e.g., in rural areas), it is a disadvantage, and it has been suggested that a small
Savonius rotor should be placed on the main rotor axis in order to provide the
starting torque (Banas and Sullivan, 1975).
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Figure 4.33 Torque as a function of angular velocity for a small three-bladed Darrieus rotor
and at selected wind speeds. The experimental rotor had a radius R = 2.25 m, a chord ratio
¢/R =0.085, and NACA 0012 blade profiles.

Based on Banas and Sullivan (1975).

Another feature of the Darrieus converter (as well as of some propeller-type
converters), which is evident from Fig. 4.33, is that for application with a load of
constant {2 (as in Fig. 4.22a), there will be a self-regulating effect, in that the torque
will rise with increasing wind speed only up to a certain wind speed. If the wind
speed increases further, the torque will begin to decrease. For variable-{) types of
load (as in Fig. 4.220), the behavior of the curves in Fig. 4.33 implies that cases
of irregular increase and decrease of torque, with increasing wind speed, can be
expected.

4.3.3.2 Multiple rotor configurations

Placing more than one rotor on the same tower is an old idea, first forwarded by
Juul (1964), arguing that two rotors placed at different positions vertically could
cater to both lower and higher wind speeds. In 2016, the company Vestas is testing
a prototype 4-rotor design (in a square configuration of two horizontally by two
vertically), suggesting that for onshore applications this might be less expensive per
unit of energy produced than using one large rotor. Again the output of the bottom
rotors will, due to obstacles to wind flow (roughness, buildings, forests, fences and
so on), be low, but perhaps gaining more operating hours over the year, if the
blades are suitable designed (Anonymous, 2016b).

4.3.3.3 Augmenters and other “advanced” converters

In the preceding sections, it has been assumed that the induced velocities in the con-
verter region were half of those in the wake. This is strictly true for situations where
all cross-wind induced velocities (1, and u,) can be neglected, as shown in (4.50),
but if suitable cross-wind velocities can be induced so that the total streamwise
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velocity in the converter region, u,, exceeds the value of —1/2(u,;, + Uyou) by a
positive amount 6ux’”d, then the Betz limit on the power coefficient, C, = 16/27, may
be exceeded,

Uy = 1/2(Uyjn + thyour) T 6 u;”d.

A condition for this to occur is that the extra induced streamwise velocity & u,"

does not contribute to the induced velocity in the distant wake, u,”?, which is given
implicitly by the above form of u,, since

U our = Unin + U = Uy (1 — 2a).
The streamtube flow at the converter, (4.49), is then
I = pAsuy = pAsuyin(1 —a+a) (4.81)
with a = 6ui"d /Uyin, and the power (4.53) and power coefficient (4.55) are replaced by

E= pAS(uX,m)32a(l —a) (1l —a+a),
Co=4a(l—a)(1 —a+a),

(4.82)

where the streamtube area A; equals the total converter area A, if the single-
streamtube model is used.

4.3.4 Ducted rotor

In order to create a positive increment au, ; of axial velocity in the converter
region, one may try to take advantage of the possibility of inducing a particular
type of cross-wind velocity, which causes the streamtube area to contract in the
converter region. If the streamtube cross-section is circular, this may be achieved
by an induced radial outward force acting on the air, which again can be caused by
the lift force of a wing section placed at the periphery of the circular converter
area, as illustrated in Fig. 4.34.

Figure 4.34 compares a free propeller-type rotor (top), for which the streamtube
area is nearly constant (as was actually assumed in section 4.3.2 and also for the
Darrieus rotor) or expanding because of radially induced velocities, with a propeller
rotor of the same dimensions, shrouded by a duct-shaped wing-profile. In this case
the radial inward lift force F; on the shroud corresponds (by momentum conserva-
tion) to a radial outward force on the air, which causes the streamtube to expand
on both sides of the shrouded propeller; in other words, it causes the streamlines
passing th