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Preface

Aging. We all do it from the moment we are born and it could be likened to the
finest wine reaching its prime. It sure looked like aging was on our side in the
beginning. We liked it. Think back to all the things you looked forward to as a
child or a teenager, like reaching ‘‘driving age’’ and then ‘‘drinking age’’. We
could not wait until we got ‘‘old enough’’. But while all that took place aging
kept plodding on in its phantom-like manner. For some, acknowledging aging
has not been easy as they sought surgical options to cover it on the surface. But
even with or without wrinkles and sags, reality soon sets in when we realize that
aging is no longer an asset. And near the end when more and more of our
diverse body systems let us down, un-relentlessly limiting our bounds, that is
when we really understand what aging is all about.

But that’s normal aging. In this book Dr. Bernard Weiss tackles a serious
health problem that has long been ignored, rapid aging, by bridging numerous
disciplines and leaning on the most eminent scientists in the field of public
health for their perspective. In so doing he opens the door for discussion on
how could this have happened? And, why, since the 1950s, accelerated aging
has become more prevalent and over the same time period many chronic
endocrine related disorders have reached pandemic level, at a tremendous cost
to society?

This book could not be more timely. Globally, over the past several decades,
hundreds of professional society and government meetings have been devoted
to rapid aging and endocrine disruption to the point where it appears that it
may be impossible to reverse the trend unless something is done immediately.
The technology that has provided this information is based on entirely new
laboratory protocols that test genes, molecules, cells, and tissue at realistic
concentrations encountered each day in the environment. You might call it a
bottom up approach. It is rich in its discoveries and the use of new words
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creating a whole new vocabulary and a whole new generation of multi-
disciplinary researchers. Despite this wealth of knowledge governments have
not changed how they test chemicals for their safety. Currently we are at an
impasse because the use of toxicological standards based on risk analysis is
deeply embedded in the language of federal regulations. While millions have
been increasingly succumbing to early onset of chronic disorders, and early
mortality, this new language has not been translated into policy for regulatory
purposes. For those doing the research who understand the overarching prin-
ciples of endocrinology it is as though no one has been listening.

Looking back might help understand how this could have happened. Rachel
Carson quoted in her 1962 book, Silent Spring ‘‘A change at one point, in one
molecule even, may reverberate throughout the entire system to initiate changes
in seemingly unrelated organs and tissues. This concept, familiar in physics, is
gaining validity in all fields of biology and medicine.’’ Then she went on to write
how difficult it is to demonstrate cause and effect where the ultimate effect may
not be expressed for a long time after the initial change in a molecule, or cell, or
tissue. Amazingly, she was describing endocrine disruption.

Carson’s citations in Silent Spring reveal that she had been reading about the
changes that were taking place in medical research in the 1950s. I expect that
she was looking for clues about cancer, specifically because of her own
condition and trying to determine its etiology. She read about the work that
was being done in 50s with the adrenal hormones, cortisol and aldosterone, and
the anterior pituitary and ACTH. And it was about that time that hormone
replacement therapy was being explored and estrogen had caught the interest of
the pharmaceutical industry.

I am certain that if Rachel Carson had lived only a few more years she would
have discovered the phenomenon called endocrine disruption and I’ll just bet
that she would have found a better name for it. And perhaps many of the
endocrine disorders such as diabetes, obesity, autism, ADHD, fertility
problems, Parkinsons, Alzheimers, and the cancers of the sex organs would
never have reached current epidemic proportions. There was a big push in the
50s for fundamental research to understand the living organism in order to
provide better diagnosis and treatment — and the need to expand on the
concept of medicine as a life science and to include biology (Carson’s love).
Although some advances along these lines have taken place they were not
enough to slow down rapid aging.

But there is another reason why it has taken endocrine disruption with its
proclivity for rapid aging so long to become accepted as a major threat to
humankind. The same trade associations, other industry funded institutions,
and corporations that attacked Rachel Carson are still out there 50 years later
protecting their products and padding their bottom lines using some of the
largest public relations firms in the world to marginalize the science and vilify
those doing this 21st century research. And when one takes into consideration
that practically every endocrine disrupting chemical in use today was derived
from the toxic by-products from coal, oil, and natural gas it becomes even more
evident why today, federal health regulations are still based on the odds of
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getting cancer at one in million or a thousand, not on the most unthinkable
odds like diabetes where today one out of every third child born — and if you
are among a minority group — every other child born will suffer the disease.

Humankind is in the midst of a dire health crisis that requires immediate
intensive care to survive. The paradigm upon which current government
policies and regulations have evolved has failed to protect us. A new level of
discourse is needed immediately between science and decision makers creating a
toxic chemicals platform or framework using a disease-driven approach that
employs the principles of endocrinology. This entity should over-see the
creation of an entirely new set of 21st century public health rules that would
enable governments to reverse the current crisis. This could happen by making
possible the merging of the dialogue between the most brilliant statespersons
with a record of independence and integrity and the brilliant spokes persons
within the community of scientists who understand the endocrine system. I see
this book providing the first major break through in that dialogue and
contributing to an urgently needed paradigm shift in how governments protect
public health.

Theo Colborn
The Endocrine Disruption Exchange,

Paonia, Colorado
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Introduction

BERNARD WEISS

Email: bernard_weiss@urmc.rochester.edu

Progressively aging populations introduce a situation never before encoun-
tered in human history. Of all the problems this demographic surge creates,
the foremost is declining health. As populations age, they impose rising
demands on medical care systems and facilities; at the same time, they no
longer produce the wealth required to sustain such facilities.
Aging is not a disease. We possess no therapies for it, only for its manifes-

tations. But the stresses it inflicts on society would be more manageable could
its burden of disease and disability be diminished or slowed. We have learned
during the past four decades that, in fact, it can be. The Framingham Heart
study is testimony to that possibility. It identified risk factors that led to new
strategies for the prevention and subsequent reduction of coronary heart dis-
ease. We have also learned that diet, exercise, and intellectual activity also delay
or attenuate the burdens of aging and, in fact, help sustain productive lives.
These and other strategies for reducing the health risks of aging now receive
profuse publicity.
In this volume, we address another set of risks, one to which we have given

hardly more than a glance. These risks arise from the chemical revolution that
began about seventy years ago. It flooded the world with chemicals that
penetrated every aspect of our lives. Although they have brought us significant
benefits, they have also exacted a heavy price. In our ignorance and greed we
have so contaminated our environment that we are now exposed to thousands
of chemical agents that remain largely untested, despite their residence in our
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bodies and surroundings. Even those that are permanent residents of our
environment, such as metals, have appeared in new guises, such as fuel addi-
tives, that spawn new questions.
Now we propose to ask how these chemical agents may alter the health status

of aging populations. It is a question currently accorded a relatively low
priority by investigators and funding agencies. Early development is the period
of the lifespan that has dominated research during the past few decades, with
occasional attempts to determine how exposures early in life play out during
late adulthood and senescence.
Early development, however, is not the only life stage during which we see

heightened responses to the adverse effects of chemicals. Vulnerability to toxic
processes climbs again late in life and in many ways recapitulates the imperfect
defenses deployed by the immature organism. Traced across the life cycle, this
progression takes the form of a U-shaped function, with the greatest potential
for damage early and late in life. One feature common to both early and late
phases is a reduced capacity to activate defenses against toxic effects. Immature
organisms do not yet possess robust defense mechanisms. In aging organisms,
they have passed into what might be called a post-mature decline. Older bodies
are already high-maintenance properties, so exposure to substances with toxic
properties may accelerate the process of decline, or exploit their dwindling
capacities to resist such effects. ‘‘Aging’’ is not a mechanistic explanation for
the diminished functions we suffer later in life. Sometimes, the roots of such
declines merely unfold late in life, having lain dormant for decades, much like
the herpes zoster virus. Sometimes, the waning compensatory capacities that
accompany aging magnify vulnerability to exposure, a problem with pharma-
ceuticals and one which is discussed at length in the medical literature.
This volume has assembled a group of scientists who have thought about and

investigated the environmental exposures that may imperil what might be
called the natural or optimal course of aging. As editor, what I find most
striking is how closely and unexpectedly the different chapters fit together and
how they intersect.
Six of the chapters touch on metals: lead (two chapters), mercury, cadmium,

manganese, and aluminum. Of these, only cadmium doesn’t feature brain
function directly. There, it is the kidney that receives the most attention, but
lead and mercury also affect kidney function. Kidney function, however, exerts
potent effects on brain function. For example, chronic kidney disease may
induce neurological disorders, such as ischemic brain injury, as well as cognitive
impairment. And patients with chronic kidney disease have a higher prevalence
of cardiovascular disease, another chapter topic. The liver, too, cannot be
overlooked as a source of neurotoxicity. Hepatic encephalopathy is a classic
example. The liver can also be the source of the Ab-amyloid in the brain that is
associated with Alzheimer’s disease.
Other chapters also examine brain function, and the chapter on Parkinson’s

disease discusses manganese in detail, but also examines lead. The chapter on
polychlorinated biphenyls (PCBs) is focused on the brain, while the chapter on
cardiovascular function features related chemicals, the Persistent Organic
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Pollutants (POPs) and plastics, as well as PCBs. The chapter on obesity and
diabetes also takes account of brain function because food intake is governed
by hormonal processes in brain. It is centered on endocrine-disrupting chemi-
cals (EDCs) and what we have learned about their contribution to the current
surge in obesity and allied disorders. But we also know that POPs and similar
chemicals are also risk factors for diabetes, as well as for cardiovascular disease.
And it has now been established, and discussed in the chapter on air pollution,
that adverse cardiovascular effects are a major source of the association
between air pollution and mortality.
Hormonal function and EDCs are addressed in other chapters as well. One is

an extensive review of the compound bisphenol A and exemplifies the range of
questions and issues surrounding EDCs. The chapters on prostate and breast
cancer also address EDCs, as does the chapter on cardiovascular disease, and
all three point to their association with POPs such as dioxins. Like other
chapters, these also emphasize the association between exposures early in life
and the emergence of adverse effects decades later, a phenomenon termed
‘‘silent damage’’. One reason for the long latency may be the diminution of
compensatory mechanisms late in life. But another may stem from earlier, silent
damage that renders the target tissues more vulnerable to a second exposure or
‘‘hit’’. Many of the findings that first pointed us to the possibility of environ-
mental chemicals causing endocrine disruption arose from questions about
male reproductive function, the subject of one chapter. Many chemicals, we
now know, besides those directly associated with the endocrine system, also
exert endocrine-disrupting effects. Cadmium, for example, interacts with the
estrogen receptor to induce such actions.
Two organ systems in particular play a large role in how we process and

defend against environmental exposures. The liver and the immune system
carry out these functions, but both suffer diminished efficiency as we age.
Chemicals are processed by the liver to detoxify them, but the products (i.e.
their metabolites) are sometimes the entities carrying the toxic message. The
immune system is also a defense system that may respond in such a fashion that
the protective response itself inflicts harm on the individual.
Although lead is the focus of the chapter on osteoporosis, cadmium is also

stored in bone, and both have a half-life measured in decades. Cadmium, too, is
toxic to bone. And both may contribute to osteotoxicity, not only through their
effects on calcium but via endocrine-disrupting properties acting on estrogenic
receptors. Osteoporosis, in effect, also releases lead stored in bone, raising
blood lead levels, and in this way contributes to the neurotoxic effects observed
in older populations and described in one chapter.
Figure 1 is a schematic depiction of how the course of aging might be

influenced by environmental chemical exposures and other factors. The base-
line age is taken as 20 years, a time that health statistics indicate is followed by
progressively increasing rates of disabilities such as heart disease, for example.
With ‘‘normal’’ aging, functional capacity—the ability of the model organ or
system to perform its function—has declined to about 50% of its baseline value
(shown by the horizontal line) by age 80 years. Exposed individuals are shown
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to have reached that value by age 60 years, while those who have been able to
avoid exposure and undertaken other positive behaviors have suffered a decline
of around only 25%. Although only a schematic, the graph emphasizes how
different rates of decline can cause the gaps between the different courses of
aging to widen with time.
I expect this volume to receive wide recognition and to serve as a foundation

for policy decisions. We are all aware of how the combination of aging popu-
lations, their health challenges, and rising medical care costs is a priority issue
for governments throughout the world. As we gain more knowledge of how our
contaminated environment contributes to these disorders and disabilities, I am
hopeful that we will act to avert further strains on our beleaguered societies.
The great baseball pitcher Satchel Paige, whose race confined him to the

‘‘Negro’’ baseball leagues until late in his career, was also a philosopher of
aging. Taking a somewhat fatalistic view, he observed, ‘‘Don’t look back.
Something may be gaining on you.’’ But he was also sanguine about it, pointing
out that, ‘‘Aging is a question of mind over matter. If you don’t mind, it doesn’t
matter.’’ This volume aligns itself with those optimists who believe that
knowledge gives us the power to make aging matter less.

Figure 1 A model depicting changes in functional capacity during the course of aging.
Age 20 years is taken as the 100% baseline. Three different progressions are
shown: a ‘‘normal’’ rate of decline; a rate accelerated by chemical exposure;
and a rate slowed by lower exposures and lifestyle modifications.
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CHAPTER 1

Exposure to Lead and Cognitive
Dysfunction

JENNIFER WEUVEa,b AND MARC G. WEISSKOPF*b,c

aRush Institute for Healthy Aging, Rush University Medical Center,
Chicago, IL, USA; bDepartment of Environmental Health, Harvard School
of Public Health, Boston, MA, USA; cDepartment of Epidemiology,
Harvard School of Public Health, Boston, MA, USA
*E-mail: mweissko@hsph.harvard.edu

1.1 Lead Exposure: Long at Hand and in Mind

Humans’ use of lead dates back at least to 7000 BC.1 And knowledge of
lead’s neurotoxicity has been with us since the observations of Nicander,
Vitruvius, and the ancient Greek physician, Dioscorides, who wrote that
‘‘[l]ead makes the mind give way’’. Nonetheless, between 1925 and 1980,
human exposure to lead in the US environment reached historically high
levels owing to the dominance of leaded gasoline for automobile fuel and the
widespread use of lead-based paint. In the present US environment, as a
result of long-sought regulations that removed lead from gasoline and
minimized the use of lead-based paint, exposure to lead happens spor-
adically, and most individuals’ exposures occur at low doses. Nonetheless,
exposure to lead remains relevant to the cognitive function of aging adults,
because exposures in the past were substantial. These exposures may
influence adult cognition either through their effects on the developing
nervous system or, because lead is stored in the skeleton for periods of years
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and decades, through re-exposure to lead in adulthood with age-related bone
turnover.

In this chapter, we describe historical and contemporary sources of lead
exposure and scientific findings on its effects on cognitive function in adults. We
give particular consideration to the history of lead’s use in gasoline and the
incremental acknowledgement of its neurotoxicity by industrial and regulatory
stakeholders. It is this history that underlies an epidemic of elevated lead
exposure that spanned several generations and may be responsible for cognitive
decrements in many adults. This history is also instructive for how future
additives to gasoline and other widely used consumer products should be
scrutinized.

1.2 How Humans were and Continue to be Exposed to

Lead

1.2.1 Historical Exposures

1.2.1.1 Early Uses: the Emergence of Lead into the
Environment

Unlike metals such as iron, copper, and manganese, lead is not essential to
physiological function. Yet humans have been introducing lead into their
environments—and often directly into their bodies—for millennia.1–4 In
ancient Chinese, Mediterranean, and Middle Eastern societies, lead was a key
ingredient in glassware, pots and vessels, solder, paints, cosmetics, eye
medicines, and contraceptive methods. It was also used in food and wine as a
sweetener and preservative. The Romans, taking advantage of its malleability
and availability, made lead the centerpiece of their infrastructure with their
extensive web of lead pipes, promoting lead to a quotidian status unprece-
dented in human civilizations. These uses were joined by new ones—e.g., as an
ingredient in inks, ammunitions, and even poisons—and continued throughout
the early twentieth century. Then, in the 1920s, humans in the burgeoning US
automotive industry, aided and abetted by others in the US government,
developed a use for lead that would expose much more of the population, at
much higher doses than ever before.

1.2.1.2 How Leaded Gasoline Became the Major Source of
Exposure to Lead

The market for automobiles in the US had grown increasingly competitive by
the early 1920s, and General Motors (GM) sought to distinguish its auto-
mobiles from Ford’s reliable but sedate Model T by unveiling new models every
year and, critically, improving engine power and efficiency.5,6 A challenge
central to this latter goal was eliminating the pinging ‘‘knock’’ that arose when
the fuel ignited prematurely in high-performance, high-compression engines. In
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1921, Thomas Midgley, Jr., an engineer at GM, discovered that adding
tetraethyl lead (TEL) to gasoline decreased this knock. Curiously, several years
earlier, GM’s engineers had established that ethyl alcohol (grain alcohol) was
also an effective anti-knock agent. However, the competitive advantage of
having a proprietary fuel and GM’s entwinement with the production of TEL
fuel meant that the lead-based agent prevailed while the alcohol-based agent
was maligned. This occurred even though, since TEL’s first synthesis by a
German chemist in 1854, it had a ‘‘known deadliness.’’7

In response to protests from industrial hygienists, physiologists, and
chemists, the Surgeon General inquired with GM and the DuPont company,
a manufacturer of TEL, who responded with evidence-free reassurances.
Nonetheless, seeking a governmental ‘‘stamp of approval’’ for their product,
GM and DuPont entered into an agreement to study TEL’s safety with
oversight from the Bureau of Mines.8 This oversight was merely symbolic,
because GM and DuPont negotiated contractual control over all TEL data and
any communications regarding it.5 The first gallon of leaded gasoline was sold
in 1923.5,6

The momentum behind the ambition of GM and its affiliates was nearly
staunched when, in October 1924, five employees at Standard Oil’s TEL facility
died violent, psychotic deaths, and 35 other workers were smitten with serious
neurologic symptoms such as hallucinations, tremors, and palsies. Even though
Standard Oil dismissed suspicions with such claims as the victims ‘‘had probably
worked too hard’’,9 officials in New Jersey, Philadelphia, New York state, and
New York City were unconvinced and officially banned the sale of leaded
gasoline for varying periods – in New York City, the ban lasted for 3 years.5

By this time, the Bureau of Mines had formally exonerated leaded gasoline,
and yet at the TEL plants, poisonings and deaths continued, many of them
closely guarded by industry. Still, the neurotoxicity of lead in these occupa-
tional settings was difficult to miss. Among workers at the Standard Oil plant,
the TEL building was known as ‘‘The Looney Gas Building,’’ and at the
DuPont plant, the TEL building was known as ‘‘The House of Butterflies,’’ in
tribute to its occupants’ tendency to have hallucinations involving insects.6

Yielding to the perception that a governmental body (the Bureau of Mines) was
in the pocket of industry, and thus any ill effects of TEL were being ignored, in
1925, the Surgeon General assembled a conference of public health and
industry scientists. The argument that prevailed was that TEL would contribute
so substantially to the progress of the US as to advance civilization itself, thus
making TEL a ‘‘gift from God.’’5 And although public health advocates argued
that it was incumbent on industry to demonstrate TEL’s safety, ultimately, the
Surgeon General commissioned a ‘‘Blue Ribbon Panel’’ to investigate lead’s
harm, giving this panel only seven months to do so.2 It is not surprising then
that the committee concluded that ‘‘. . .at present, there are no good grounds
for prohibiting the use of ethyl gasoline. . . .’’5 However, the committee
recognized that seven months was insufficient for the job. Presciently, it
predicted that, given the insidious and cumulative toxicity of lead poisoning,
‘‘[l]onger experience may show that even such slight storage of lead [in the
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body] as was observed in these studies may lead eventually in susceptible
individuals to recognizable or to chronic degenerative diseases. . . .’’5,6 This was
the last time for several decades that the US government would come close to
considering major regulatory action on leaded gasoline.8

1.2.1.3 Lead-Based Paints Added to the Burden of Lead Exposure

Running in parallel to the emergence of leaded gasoline was the emergence of
lead-based paint. Humans have been adding lead to paint for centuries, and the
neurologic hazards to children of exposure to lead-based paint have been
known since at least the early 1900s.10 The players in the saga of lead-based
paint were the archetypes seen in the saga of leaded gasoline. The paint saga
differed in its focus on children, both as potential victims of exposure and as
subjects in advertising for lead-based paint manufacturers.11,12 In a perverse
twist, the medical director for the Ethyl Gasoline Corporation advocated
reducing children’s exposures to lead by eliminating lead from paint, but clearly
saw no problem with lead in gas.11

1.2.1.4 Leaded Gasoline and Lead-Based Paint Were Phased out,
but Many Were Exposed

The US Environmental Protection Agency, born in 1970, instituted regulations
that initiated the gradual phase-down of lead content in gasoline for on-road
vehicles, beginning in 1976 and concluding with a complete ban in 1995.2,13,14

(Excluded from this phase-down were fuels used for off-road vehicles and
marine vessels, and in farming and aviation. In addition, it was only in 2008
that the National Association for Stock Car Racing completely switched its
racing fuels to unleaded varieties.15,16)

In 1978, the Consumer Products Safety Commission banned the sale and use
of lead-based paint.11 By then, human exposures to lead, primarily from leaded
gasoline and paint, had reached common and chronic proportions. As of 1980,
the estimated per capita consumption of lead-based products in the US was 5.2
kilograms per American per year, around 10 times the estimated exposures of
ancient Romans.2 Over the 20th century, the US had burned an estimated
7million tons of lead in its gasoline,7 the source of about 90% of the lead
emitted into the environment.17

While leaded gasoline and paint were being removed from public
consumption, interventions were occurring on other sources of exposure.
For example, in the 1970s, many US-based food can manufacturers
voluntarily ceased using leaded solder in their cans,18 which resulted in a
substantial reduction in human exposure from this source between 1979 and
1989.17 In 1995, the US Food andDrug Administration formally banned the use
of lead-based solder in all canned food sold in theUS, including imported food.18

The removal of lead from gasoline, paint, and other sources markedly
reduced Americans’ lead exposures. For example, in early 1976, at the start of
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the phase-down of lead in gasoline, the average blood lead level in the civilian,
non-institutionalized US population was 15 mg dL�1,19 well above what is
defined today as an elevated level for children (around 5 mg dL�1).y (In some
areas in the early 1970s, including rural areas, the average blood lead levels
among children exceeded 20 mg dL�1.23–25) By 1980, the average blood lead
level had sunk to 10 mg dL�1,19 and it had plummeted to 2.8 mg dL�1 about a
decade after that.z,26 Nonetheless, millions of children and adults had been
exposed to biologically relevant doses of lead, often for many years, and
emerging evidence was suggesting that while removing the exposures had
established health benefits, the legacies of those exposures could go on to
influence myriad health risks, including risks for impaired cognition in
adulthood.

1.2.2 Contemporary Sources of Exposure

Lead exposure results from inhalation of air contaminated with lead, or
ingestion of food, water, or dust that contains lead. The highest exposures to
lead have always been occupational, where workers can experience extremely
high levels of exposure. The action level for medical removal from the
workplace in the Occupational Safety and Health Administration’s (OSHA)
standard for blood lead is 50 mg dL�1 or above for construction and 60 mg dL�1

or above for all other occupation settings;27–29 that is, when workers are
found to have blood lead levels above these levels, they are required to be
removed from that work environment until two consecutive blood lead
measurements are below 40 mg dL�1. This level is still over 10 times greater than
the current average blood lead concentration of adults in the US population
(see also Section 1.2.1.4).

In the US, while occupational lead exposure has generally been decreasing, it
remains a problem in construction,30 and this sector has become the dominant
source of lead exposure for adults (to a large extent the result of lead in paint).
Lead paint can contain up to 50% lead by weight, and workers who remove

yIn May 2012, the US Centers for Disease Control and Prevention altered and, in effect, lowered its
recommended pediatric threshold of concern from 10mg/dL, the level set in 1991, to any level
exceeding the current 97.5th percentile of blood lead levels for children ages 1–5. As of 2012, this
was about 5 mg/dL. Sources: [1] Centers for Disease Control. 1991. Preventing lead poisoning in
young children 1991. Centers for Disease Control and Prevention. [2] CDC Response to Advisory
Committee on Childhood Lead Poisoning Prevention Recommendations in ‘‘Low Level Lead
Exposure Harms Children: a Renewed Call of Primary Prevention.’’ 2012. Atlanta, GA.
zOverall, as documented by data from the National Health and Nutrition Examination Survey,
blood lead levels in the civilian, non-institutionalized U.S. population dropped from about
15mg/dL in 1976 to 10 mg/dL in 1980 and then to 2.3, 1.7, 1.5, 1.4 and 1.3mg/dL, respectively, in the
1991–1994, 1999–2000, 2001–2002, 2003–2004 and 2005–2006 monitoring periods. It remained at
1.3mg/dL for 2007–2008. Sources: [1] J. L. Annest, J. L. Pirkle, D. Makuc, J. W. Neese, D. D.
Bayse, M. G. Kovar. Chronological trend in blood lead levels between 1976 and 1980. N. Engl. J.
Med., 1983; 308(23):1373–1377. [2] Update: blood lead levels–United States, 1991–1994. MMWR
Morb Mortal Wkly Rep. 1997; 46(7):141–146. [3] Centers for Disease Control and Prevention.
Fourth National Report on Human Exposure to Environmental Chemicals, Updated Tables,
February 2012, Atlanta, Georgia.
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paint are at extremely high risk of lead exposure.31 The majority of houses built
before 1978 (estimated at 42–47million houses in the US) have lead-based paint
inside and outside,32 and lead paint was also used in commercial buildings and
other structures such as bridges. Scraping and, in particular, sanding lead paint
creates a fine lead dust that can be easily inhaled. Absorption of lead is highly
efficient following inhalation, particularly if the particles are small. Hand-
to-mouth behavior of construction workers, for example eating and smoking
cigarettes without prior hand washing, can also lead to significant absorption of
lead. Lead dust on the hands can be ingested and absorbed through the
gastrointestinal tract as can lead dust on cigarettes, which can be heated during
smoking, generating lead fumes that are especially well absorbed by the lungs.
Much more commonly in countries outside the US, Canada, and Europe,
workers in many other industries, such as battery manufacturing plants, are
also at high risk of extremely high lead exposure.

Aside from occupationally exposed individuals, people who present with
blood lead levels that exceed the Centers for Disease Control and Prevention
(CDC) current pediatric action limit of 5 mg dL�1 were often exposed from
sources such as contaminated traditional medications and cosmetics, accidental
exposures to lead from commercial uses (e.g., leaded batteries), or use of lead-
containing materials in several common hobbies. For example, persons who
create pottery and stained glass often use materials that contain lead, which can
result in exposure, as can chewing on or making lead bullets or lead fishing line
sinkers. Current exposures can also occur as a result of past activities, unfor-
tunately sometimes unwittingly. Recent reports revealed elevated blood lead
levels among children in areas where houses were built on the site of former
lead manufacturing plants, of which the residents were unaware.33,34 In other
communities, tap water has been inadvertently contaminated due to partial
replacement of service lines,35 or to water treatment processes that render the
chemistry of the water more amenable to dissolving corroded lead in water
pipes.36 Outside of the US, many more examples of very high lead exposures of
non-workers are found. A very recent and devastating example of this was the
death of an estimated 400 children, and severe lead poisoning of many more, in
Nigeria as a result of artisanal gold ore processing in their family compounds.37,38

Common current sources of environmental lead exposure in the United States
and around the world include lead in plumbing (which can contaminate
drinking water), lead paint in older housing, contaminated house dust,
contaminated soil, lead crystal, and lead-glazed pottery. However, past
exposures to lead are still an important consideration. By far the predominant
past general environmental exposure to lead was through exposure to lead in air,
which was very largely a result of lead in gasoline. Although a few countries,
including Canada and Japan, led the US in banning leaded gasoline, bans in
other parts of the world have occurred more recently or not at all, and in these
countries, past cumulative exposures are likely to have been much higher.39–42

There are many reasons why—even in the US—we may still be seeing the
effects of those past high levels of environmental exposures. First, for those
who were alive during the times of leaded gasoline, toxic effects of lead
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exposure at that time may manifest as health impairments later in life. For
example, the cumulative exposure to lead in the past could have caused neuro-
toxicity at the time, which in turn may result in more rapid cognitive decline in
later years. Second, while lead initially enters the bloodstream after being
inhaled or ingested—from where it is delivered to different tissues and causes
different toxicities—the major repository for lead in the body is the skeletal
system. Lead deposited in bone stays there a long time—the half life of lead in
bone is of the order of years or decades, depending on the bone type43—but it
is slowly resorbed into blood as bone turnover occurs. Thus bone turnover
leads to a remobilization of lead, from exposure potentially many years earlier,
back into the bloodstream, where it can again exert toxic effects on other
tissues.44 In fact, in the present environment, in the US and many other
countries, of low levels of lead, the current major exposure to lead for many
older people may be from lead in their own bones.

1.3 Mechanisms of Neurotoxicity

Several mechanisms by which lead can cause central nervous system
dysfunction exist. These have been reviewed elsewhere in greater detail,45–47 but
we will touch on some key aspects of particular relevance to the nervous system
here. Many of the neurotoxic actions of lead relate to lead’s ability to substitute
for calcium, and to a lesser extent zinc. At a very broad view level, nerve cells
generally communicate by releasing compounds (neurotransmitters) from one
cell (the pre-synaptic neuron) to act on a neighboring cell (the post-synaptic
neuron) in some way. The release of these neurotransmitters is finely tuned to
the activity of the pre-synaptic neuron in ways that are critically dependent on
calcium-dependent mechanisms. The released neurotransmitter acts on the
post-synaptic neuron by setting off signalling systems within the neuron; these
can have a myriad effects on the intracellular state of the neuron, including
altering cytoplasmic molecules as well as intranuclear molecules. Many of these
intracellular signalling processes are also calcium-dependent. These processes
underlie basic neural communication and functioning and underlie the ability
of the nervous system to change. This includes changes that drive the estab-
lishment and refining of neural architecture during development and the
changes that occur in the adult as a result of experience, changes that are
thought to underlie learning and memory. Lead is recognized by many of these
molecules in much the same way calcium is recognized, but because lead then
either blocks or disrupts the function of the protein it interacts with, lead
disrupts communication in the nervous system, with the ultimate concern that it
thereby disrupts behaviors that are dependent on those neural processes,
behaviors such as adult cognitive function.

Many other effects of lead are relevant to adult cognitive function. Gene
expression is critical to the normal function of any cell, including neurons, and
is also thought to be critical for encoding learning in the brain. Lead can
disrupt gene expression in different ways. Many gene transcription factors
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require calcium or zinc as co-factors, therefore lead’s ability to substitute for
calcium and zinc can lead to disruption of resultant gene expression.

An exciting new direction of research related to gene expression actions of
exposure to lead and other environmental chemicals is epigenetics. Epigenetics
refers to several different ways that the read out of the underlying DNA
sequence (gene expression) can be modified without an alteration in the DNA
sequence itself. An example of this is methylation of the DNA at particular
sites. More methylation tends to be associated with less gene expression and
vice versa. Critical to the importance of epigenetics is that the epigenetic pattern
can be altered by the environment and, at the same time, epigenetic changes
can persist after the environmental modifier is gone. And in fact these
changes can be heritable, i.e. passed on to daughter cells. Lead exposure has
been found to be associated with increased concentrations of homocysteine.48

Increased homocysteine reduces the demethylation of S-adenosylmethionine
(SAM)—which provides methyl groups for DNA methylation—thus possibly
reducing DNA methylation levels. In fact, lead exposure has been shown to
induce global hypomethylation of hepatic DNA in rats, which was associated
with an increase in cell proliferation.49 Two recent studies in humans found that
higher bone lead levels were associated with patterns of lower DNA
methylation in adults and the cord blood of newborns.50,51 Of particular note,
epigenetic effects have been proposed to potentially underlie intriguing findings
from recent animal studies that link in utero and neonatal exposure to lead to
Alzheimer’s disease neuropathology in later life.52–54 These findings are related
to amyloid beta (Ab) plaques, which are the pathological hallmark of
Alzheimer’s disease.55–57 Ab is the amyloidogenic product derived from the
amyloid precursor protein (APP), with the help of the b-site APP-cleaving
enzyme, BACE1. Early life lead exposure—but not later life exposure—in rats
has been found to be associated with increased expression of the APP gene,
increased activity of the Sp1 transcription factor that regulates the APP gene,
and increased levels of APP and Ab.58 Similar changes are seen in early life
lead-exposed monkeys, as is increased BACE1 mRNA and amyloid plaques.59

Moreover, it has been suggested that age-related demethylation—perhaps
with a contribution from lead exposure—is related to Ab production in
the brain.60

Lead also adversely affects the central nervous system (CNS) through the
many ways in which it causes cell damage and death. Lead causes oxidative
stress through several pathways, including: the inhibition of enzymes in the
heme synthesis pathway (d-ALA synthetase, d-ALAD, and ferrochelatase);
stimulation of ferrous ion initiated membrane lipid peroxidation;61,62 changes
in the fatty acid composition of membranes;63 and increased activation of
NAD(P)H oxidase.64,65 Lead also disrupts enzymes involved in antioxidant
defense systems. Lead has been shown to alter the function of superoxide
dismutase, catalase, glucose-6-phosphate dehydrogenase and enzymes involved
in glutathione metabolism, glutathione peroxidase, glutathione-S-transferase,
and glutathione reductase.66 Lead also accumulates in and damages the
mitochondria, causing release of calcium and apoptotic cell death.67–70
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In addition to the actions of lead within the nervous system, lead may also
affect neural function indirectly: for example, via effects on the cardiovascular
system. There is abundant evidence of effects of lead on the cardiovascular
system, including increasing homocysteine levels, atherosclerosis, blood
pressure, and risk of hypertension.48,71 Homocysteine is toxic to the CNS by
influencing neurotransmitter synthesis, and causing excitotoxicity and cell
death.72,73 Atherosclerosis, increased blood pressure, and hypertension can all
contribute to silent (or not) cerebrovascular damage, leading to neuronal death.
These types of cardiovascular factors are suspected to result in neurobehavioral
disturbances and may play a role in other brain disorders as well.

1.4 Assessment of Lead Exposure

The primary biological assessment of exposure to lead is to measure lead in
whole blood. The half-life of lead in blood is approximately 30 days, thus a
single blood lead concentration measurement only provides a metric of recent
exposures, although if external exposures are constant over time, a single blood
lead measurement can provide an estimate of exposure to lead over longer
periods. In occupational settings where exposures are expected to be high, serial
blood lead measurements are often taken at regular intervals for surveillance.
These are measured to identify incidents of possible high level exposures (see
Sections 2.2 and 2.6), but serial measurements can also be used to construct an
index of cumulative exposure over longer work periods, which can be useful for
studies of exposures of longer or varying durations. Some epidemiological
studies evaluate the effect of lead exposure on the health of workers without
access to blood lead measurements. Instead, these studies use job exposure
matrices (JEMs), which link specific jobs and tasks to different levels of likely
exposure to lead. These exposure levels are inferred from studies in other
settings where more direct measures of exposure—e.g. workers’ blood lead
measurements or air lead measurements—are available. In these settings, the
relation of specific jobs and tasks to lead exposure levels can be determined to
construct a JEM that can then be applied in settings where actual
measurements are not available.

Determining exposure levels among those exposed non-occupationally is
much more difficult without biomarkers because exposure levels are typically
much lower and sources of exposure are more widespread and varied. Although
blood lead concentration is by far the most commonly used biomarker of lead
exposure, this measure is less useful when one wants to consider the effects of
cumulative exposure to lead over a longer time period. While serial blood lead
measurements have been used to quantify lead exposure over longer durations
in occupational settings, this practice is less commonly used in non-
occupational settings as it is time-consuming and labor intensive to implement
if not required for surveillance. This conundrum created problems for the study
of the effects of lead on cognitive function, and the literature related to blood
lead measurements was quite inconsistent.74 Great advances in these research
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endeavors came with the development of technology to non-invasively measure
lead in bone: x-ray fluorescence (XRF).44

Bone is the primary reservoir for lead in the human body, and measures of
the concentration of lead in bone provide an integrated estimate of long-term,
cumulative exposure to lead. The half-life of lead in the patella—which
comprises mainly trabecular bone—is of the order of years, while the half-life of
lead in the tibia—which comprises mainly cortical bone—is of the order of
decades.43 It is important to keep in mind however, that bone lead
measurements cannot provide information on the temporal pattern of
exposures during the years over which it integrates exposure. For example, two
people may have the same bone lead concentration, but one may have had
uniformly low exposures to lead except for one or more short periods of high
exposure, while the other may have experienced a constant level of moderate
lead exposure over the same time frame. We may not know whether those
differences in exposure patterns matter for the health outcome of interest, but
we need to keep in mind that if they do, these are distinctions we cannot make
based on bone lead. Distinguishing different effects of those two patterns of
exposure would be possible however with serial blood lead measurements.

1.5 Cognitive Effects of Lead Exposures in Adults

Prior to the mid-20th century, the prevailing view of lead poisoning was one of
an acute clinical event—involving tremors, vomiting, encephalopathy, and
anemia, among other signs—that, if treated prior to encephalopathy, would
have no enduring neurologic effects.75,76 Work in 1943 by Randolph Byers and
Elizabeth Lord contradicted both these assumptions.75 They documented 20
cases of lead exposure among children, most of whom did not exhibit the most
severe effects of lead exposure and none of whom exhibited the severe extreme
neurologic symptoms believed to be indicative of lead poisoning. However, all
of the children exhibited demonstrable neurologic problems, including
attention deficits, behavioral problems, and impaired motor function. Over the
years that they were followed by their physicians, some of the children’s
problems resolved, but most had impaired intellectual development and many
developed new behavioral problems. In most cases, these enduring effects
occurred even after the exposures, mainly from eating chips of lead-based
paints, and were removed and treatment given. Indeed, a clinical trial
conducted nearly 60 years later indicated that chelation therapy was ineffective
at reducing the neurologic effects of lead exposure.77

In this section, we describe research on the relation of lead exposure to
cognitive function in adulthood. The studies discussed document effects on
cognition and subserving brain structures resulting from lead exposure at levels
far lower than the doses associated with acute lead poisoning. This body of
evidence also extends the pioneering work of Byers and Lord by showing that
the cognitive effects of lead exposure may continue well past the point at which
the exposure has ended.
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1.5.1 Effects of High-Dose, Occupational Exposure

1.5.1.1 Evidence from Studies of Cognition and Cognitive
Decline

With the accrual of several decades of research, it is clear that exposure to lead
exerts adverse cognitive effects on cognitive functioning in adulthood. The TEL-
related events of the 1920s and beyond were sentinels that eventually led to
studies focused on adults who experiences high-doses and/or frequent exposures
as part of their occupations. The most rigorous early meta-analysis of these study
findings included 12 studies, published between 1977 and 1997, that reported
quantitative information about the exposed participants’ levels of exposure and
the cognitive scores, in addition to accounting for age and ‘‘premorbid intel-
ligence.’’ Participants’ blood lead levels were relatively high by today’s standards;
among the occupationally exposed participants, study cohort averages exceeded
30mg dL�1, and in over half of the ‘‘unexposed’’ participant groups, the averages
exceeded 10mg dL�1. Overall, higher blood lead levels corresponded to worse
performance on tests of visuospatial ability, memory, and motor function.78

Although these conclusions were contested,79 the findings were consonant with
a subsequent review,80 as well as several studies that have confirmed and
extended these findings by distinguishing the acute effects of exposure from the
effects that remain after exposure has ceased and by exploring the realms of
cognitive decline over time, cerebral vascular ischemia, and brain volumes.

Since 1997, 16 new studies emerged that, in addition to measuring exposures
using blood lead, also measured cumulative exposures.80 All of these studies
were adjusted for several potential sources of confounding, including age (and,
unless otherwise specified, this is true of all the other studies that we will discuss
in the remainder of this section). In some of the 16 studies, the cumulative
exposure estimates came from integrating serial blood lead concentrations.
Other studies measured lead concentrations at specific bone sites, taking
advantage of in vivo K-x-ray fluorescent (KXRF) spectroscopic methods that
had been refined for use in research settings (see Section 1.4). As described in a
review of these studies,80 higher blood lead concentration—a measure of recent
exposure—predicted worse performance on tests of cognition among workers
currently exposed in their occupations. Measures of cumulative exposure were
not as strongly associated, a finding that the reviewers attributed to acute
effects masking the effects of chronic or past exposures. By contrast, among
workers whose occupational exposures had ended, measures of cumulative
exposure were more strongly associated with poor performance on cognitive
tests than were measures of current exposure (e.g. blood lead level). Lead
exposure appeared to adversely affect a wide range of cognitive functions, most
notably visuospatial ability, executive function, and verbal memory. Higher
exposures were also associated with worse performance on tests of motor
ability, including dexterity.

Among these studies were two investigations of change in cognition over
time. This outcome is of interest because it distinguishes effects of lead that
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persist over time—i.e. cognitive function remains diminished but does not
continue to worsen after the exposure ends—from effects that worsen over
time.81 Moreover, decline in cognitive function is more directly related than
poor cognition to the pathogenesis and progression of dementia. In these
studies, higher cumulative exposure, indicated by tibia bone lead concentration,
corresponded to greater decline in several cognitive functions, even after the
occupational exposure had ended.80 These findings were consistent with a
subsequent study of 83 previously exposed workers in lead battery plants and
51 unexposed workers.82 In spite of this study’s small size—and even after
accounting for factors such as current blood lead level, years of employment
with lead, age, education, income, alcohol intake, smoking history, and blood
pressure—exposed workers with higher peak tibia lead levels (current tibia
bone lead concentration corrected for time since last occupational exposure)
experienced significantly faster declines over 22 years on measures of visuos-
patial ability, general intelligence, and memory ability, as well as overall
cognition. Higher peak tibia lead level was also associated with more rapid
cognitive decline among the ‘‘unexposed’’ workers, but these findings were not
statistically significant.

1.5.1.2 Evidence from Brain Imaging Studies

To further explore the mechanisms by which lead exposure may influence
cognitive function and decline in occupationally exposed adults, several
researchers have examined findings on brain imaging. A study of 536 men who
previously had worked in organolead (e.g. tetraethyl lead) manufacturing
plants found that higher cumulative exposure to lead, indicated by peak tibia
lead level, was associated with significantly elevated cerebral ischemic burden,
as assessed by white matter lesion score on magnetic resonance images.83 This
observation provides support for a vascular mechanism underlying at least
some of lead’s cognitive effects.

In this same study, higher cumulative exposure also appeared to be linked to
structural differences in the brain, including reduced total brain volume and
total grey matter volume. In addition, frontal, cingulate gyrus and insula
volumes were smaller with higher cumulative lead exposure, but cerebellar and
occipital volumes were not, consistent with the observed associations of lead
exposure with decline in cognitive functions, such as learning and executive
abilities, that are subserved by these affected regions.83 Indeed, a subsequent
study found evidence that reduced volumes in brain regions specified a priori
seemed to explain the association between lead exposure and impaired visuo-
construction ability. Similar but weaker evidence was found for eye-hand
coordination and executive function.84 By contrast, when the investigators
examined changes in these imaging indices over a five year interval among 362
of the original 536 participants, they found little association with cumulative
lead exposure.85 It is possible that lead exposure has progressive effects on
cerebral ischemia and brain structure but that these effects are too modest to be
observed in a study of this size that is reliant on these measures of exposure and
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outcomes. It is also possible that lead’s effects on these outcomes are merely
persistent rather than progressive and that the progressive effects seen on
cognitive function are attributable to other mechanisms, such as effects on
microstructure and neural function.

Magnetic resonance spectroscopy (MRS) is another brain imaging
technique that integrates data on brain metabolites and structural features of
an imaged brain. Because MRS can assess brain metabolites, it can potentially
detect changes in brain metabolism that occur before changes in the volume of
brain structures can be seen. Using this technique in a study of 71 year old
identical twin brothers, Weisskopf and colleagues found additional evidence
for the neurotoxic effects of lead.86 Both twins were retired painters but
differed in the extent to which they were involved in paint removal, a task that
involves high levels of exposure to lead via inhaled leaded paint dust. Despite
the twins’ many similarities, the MRS results showed lower levels of
N-acetylaspartate (NAA)—a brain metabolite indicative of neuronal
density—in frontal and hippocampal regions in the more highly lead-exposed
twin, as well as greater dysfunction on learning, memory, and executive
function tasks, which are dependent on frontal and hippocampal regions.
A subsequent study of 22 workers at a lead paint factory in Taiwan, along
with 18 controls, found similar results, with higher levels of blood and patella
lead concentrations exhibiting associations with decreased NAA, particularly
in the frontal lobe.87

1.5.2 Effects of Low-Dose, Non-Occupational Exposure

Against the backdrop of evidence suggesting that the cognitive effects of earlier
occupational exposures linger well into middle and old age, the hypothesis that
protracted non-occupational (‘‘community-level’’), and therefore lower-level,
exposure might also influence cognitive function and cognitive decline in
adulthood emerged. This hypothesis is particularly important in light of two
demographic phenomena. The first is that an enormous number of individuals
experienced relatively high levels of these types of exposures between the 1920s
and 1980s, merely by virtue of being exposed to emissions from leaded fuel, lead-
based paint, or both. The second demographic feature is the impending surge,
fuelled by the aging of the post-war ‘‘baby boom’’ population, in the number of
adults expected to develop dementia over the coming decades.88,89 Impaired
cognition and, to a greater extent, cognitive decline in adulthood both signal
future dementia risk.90–93 Thus understanding the relation of community-level
lead exposure to impaired cognition and cognitive decline may offer direction
toward ameliorating lead’s effects among those already exposed and impetus
toward continuing to minimize exposures among future generations.

Evidence that the effects of long-term, ‘‘low-level’’ exposure to lead early in
life may reverberate to impaired cognition later in life has begun to emerge in
studies of animals52–54 and humans.94 Additionally, in a recent follow-up study
of adults who had participated in a study of prenatal lead exposure, blood
plasma indices of Ab production and deposition were higher among those who
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had elevated early life blood levels.95 One mechanism underlying these obser-
vations is irreversible change to neural structures and function caused by early
exposure. This mechanism may be especially relevant in situations in which
exposures have ceased. A second mechanism may involve the cumulative
burden of long-term exposure. Such exposure may be exogenous, as for an
individual who endured decades of exposure to ambient lead from leaded
gasoline. Exposure may also be endogenous, because about 95% of lead in the
body is stored in the skeleton (see Section 1.4). The duration of its storage there
is a function of the bone characteristics and other metabolic factors that
influence the rate of bone turnover. However, when lead-containing bone is
resorbed, that lead re-enters the circulation, from where it may access the brain
and other susceptible organs and tissues (see Section 1.2.2).

1.5.2.1 Evidence from Studies of Cognition and Cognitive
Decline

In comparison with studies of occupational lead exposure, studies of
community-level lead exposure and cognitive outcomes in adults are relatively
few. However, aided by KXRF technology, their numbers have been
increasing. Blood lead levels of most participants in these studies were less than
10 mg dL�1, much lower than those in the occupational studies. A review of 6
such studies, published between 1998 and 2007, in which researchers assessed
participants’ recent and cumulative exposures to lead, found that higher
levels of cumulative exposure—as assessed by KXRF-based bone lead
measurements—were associated with worse performance on tests of a variety
of cognitive functions, including visuospatial abilities, verbal learning and
memory, executive functioning, eye-hand coordination, and overall cognitive
ability.80 Blood lead levels were associated with significantly worse
performance on some cognitive tests in some studies, but, overall, these findings
were less consistent than those for bone lead.

Since this review, several other studies of community-level exposure to lead
and adult cognition have been conducted. In a study of 1812 adults, aged 65
and over and living in rural China, concentration of lead in blood plasma was
associated with worse combined performance on 6 cognitive tests, but this
result was not statistically significant.96 Similarly, a study of older adults,
aged 60 and over, participating in the US-based National Health and
Nutrition Examination Survey (NHANES) found that blood lead levels were
associated with increased likelihood of self-reported confusion and problems
with memory (N¼7277) and worse performance on a test of working memory
and attention (N¼2299), but neither of these findings was statistically
significant.97 In spite of the large study populations, the findings from these
studies are not necessarily surprising. The study in China relied on plasma lead
concentrations. Although it is thought that the fraction of lead in plasma
represents the most bioavailable lead in blood,98 levels are typically very low,
and this concentration is notoriously difficult to measure.98,99 Indeed, a large
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proportion of participants had plasma lead levels that were effectively zero. In
the NHANES study, concentrations of lead in whole blood ranged between
0.18 and 54 mg dL�1, but average (2.45 mg dL�1) and median (2.00 mg dL�1)
concentrations indicate low levels of recent exposure in most of the study
population. More importantly, neither of these studies employed indices of
cumulative exposure to lead. These measures would likely have revealed past
exposures to leaded gasoline, a major source of community-based exposure in
both study’s countries, and which had been officially banned by the time these
studies were conducted.

Measures of cumulative exposure were available in 3 other studies of
community-exposed adults. In a pilot study of 47 adults, aged 55 to 67 years,
investigators gauged participants’ cumulative exposure to lead by using
KXRF-based measurements of lead concentrations in sites representative of
both cortical (tibia) and trabecular (calcaneus) bone.100 They administered a
battery of cognitive tests assessing visual memory, as well as the Montreal
Cognitive Assessment (MoCA), a separate battery assessing cognitive functions
such as visuospatial ability, attention, executive function, and language.
Participants with higher calcaneus lead concentrations performed worse on all
of the visual memory tests, two of which were borderline significant (Po0.10).
Findings for the tibia were somewhat similar but less consistent and not stat-
istically significant. In unadjusted analyses, neither bone lead concentration
was significantly associated with MoCA score.

A larger study of 587 women, aged 47 to 74, participating in the Nurses’
Health Study measured lead concentrations in tibia and patella (representative
of trabecular) bone as well as in whole blood.101 In general, higher levels of all
three exposure biomarkers were associated with worse performance on the 6
individual cognitive metrics assessed, which included tests of verbal memory,
attention, and executive function. Curiously, the only result that was stat-
istically significant was the single association indicating better performance (on
a test of phonemic fluency) with higher exposure (as measured by patellar lead).
The investigators also evaluated associations between the lead biomarkers and
global cognition, accounting for scores on all cognitive tests completed. They
repeated these analyses without the aforementioned fluency test, which was
supported by a significant formal test of heterogeneity. Higher levels of all three
exposure biomarkers was associated with worse global cognition. In particular,
although the women’s current exposures to lead were quite low (as indicated by
an average blood lead level of 2.9 mg dL�1) higher tibia lead level corresponded
to significantly worse global cognition when the fluency test was excluded.
(Preliminary data from a subsequent cycle of cognitive testing have failed to
confirm the patella lead-fluency association.)

The third study—the Baltimore Memory Study, a population-based cohort of
men and women living in a racially diverse collection of neighbourhoods in
Baltimore, Maryland—involved 1140 participants, aged from 50 to 70.102

Investigators measured participants’ tibia bone lead concentrations and
assessed their cognitive functioning at three study cycles approximately 14
months apart, allowing them to evaluate cumulative exposure to lead in relation
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to cognitive decline. Decline in all six cognitive domains tested was generally
worse with higher levels of tibia lead, although only the association with decline
in eye-hand coordination was statistically significant. However, higher tibia lead
levels were significantly associated with persistently worse performance on the
tests over time (i.e., worse performance but not greater declines in performance).
With further adjustment for socioeconomic status, the associations corre-
sponding to executive function, verbal memory, and visual memory remained
significant. Nonetheless, in analyses stratified by race, the deleterious association
between tibia lead and cognitive function was present only among white
participants (and statistically significant only for eye-hand coordination and
executive function) and not among African-American participants.

1.5.2.2 Evidence from Brain Imaging Studies

In contrast to the brain imaging research conducted among occupationally
exposed individuals, brain imaging research has been scarce among
community-exposed individuals. To date, the only such study conducted
examined the associations of both patella and tibia bone lead concentration to
brain metabolites measured with MRS in 31 older men, none of whom
had dementia, participating in the Normative Aging Study.103 Higher
concentrations of lead in both bone sites corresponded to higher levels of
hippocampal myoinositol, a metabolite believed to be related to glia
(non-neuronal cells in the brain that fill roles including immune function and
structural and biochemical support). By contrast, bone lead levels were not
associated with neuronal density, as indicated by levels of NAA. While one
might expect a reduction in NAA with increasing lead exposure if lead exposure
ultimately results in neuronal loss, it is intriguing that others have suggested
that one of the earliest spectroscopic signs of Alzheimer’s disease is an increase
in myoinositol without a change in NAA.104

1.5.3 Modification by Psychosocial Factors

An emerging body of animal data suggests that early life exposure to psychological
stress may further exacerbate lead exposure’s effects on cognitive outcomes.105–107

This interaction is potentially important because psychological stress and lead
exposure frequently occur together in community settings. The mechanism
underlying this enhanced susceptibility may involve actions by both factors on the
hypothalamic–pituitary–adrenal (HPA) axis, which, via the alteration in cortisol
homeostasis108 and other pathways, is linked to cognitive functioning.109 Exposure
to lead and psychological stress may amplify each other’s effects on the HPA axis:
lead exposure may alter reactivity to psychological stressors,110–112 and psycho-
logical stress may promote the mobilization of lead from bone into the blood,113

thus making more lead available to act on the HPA axis and other systems. Both
lead and psychological stress also act on the dopaminergic and glutamatergic
systems in the brain’s mesocorticolimbic regions, which encompass key structures
and functions involved in cognition.105,106
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Because lead exposure and psychological stress may both occur repeatedly
over different stages of the lifespan, evaluating their joint effect on cognitive
outcomes in adulthood is enormously challenging. Nonetheless, two studies in
community-exposed populations offer a start—importantly, using measures of
cumulative lead exposure. Their results provide evidence to suggest that adverse
effects of lead on cognitive function are worse among persons exposed to greater
psychological stress. In a study of 1001 participants, ages 50 to 70 years, of the
Baltimore Memory Study, the associations of tibia lead level with poor
performance on tests of language, processing speed, and executive function were
significantly stronger among those living in neighbourhoods characterized by
greater psychosocial hazards (e.g. 9-1-1 emergency calls, violent crime).114 A
study of 811 men (mean age, 68 years) participating in the Normative Aging
Study found associations between lead exposure biomarkers and performance on
a test of global cognition that were more deleterious among men who had
experienced greater levels of perceived stress than among men with lower levels
of perceived stress.115 These differences in association were significant or,
borderline significant, for both patella bone lead level and blood lead level.

1.5.4 Modification by Genes

Identifying genetic variants that modify the health effects of lead can, in theory,
define sub-populations with elevated susceptibility to lead’s effects. For
example, in the previously discussed cohort of former organolead workers, the
adverse association between tibia lead concentration and several cognitive
abilities was heightened among men carrying at least one e4 variant— a variant
whose association with increased risk of late-onset alzheimer disease has been
well-documented—of the apolipoprotein E gene.116,117

Genetic studies may also provide insights into the molecular mechanisms by
which cumulative exposure to lead may affect adult cognition. A particularly
clear example of this type of inquiry was in a study of variants of the
hemochromatosis (HFE) gene.118 Two HFE variants are associated with
hemochromatosis, a disease of iron overload and consequently excess oxidative
stress. Among a group of 358 men in the Normative Aging Study, those who
carried at least one of these alleles experienced significantly faster rates of
decline in global cognition, compared with non-carriers, for a given increase in
bone lead (tibia or patella). These findings provide support for the role of
oxidative stress and, potentially, iron–lead interactions in lead’s relation to
cognition.

These two sets of findings have not, however, been replicated in other settings
thus far. And, on the whole, reports on lead–gene interactions have either been
isolated, as for the aforementioned interactions, or shown inconsistent results.
A well-characterized variant in the gene encoding d-aminolevulinic acid (ALAD)
has received the most attention. This variant, known as ALAD-2, produces an
enzyme sub-unit that is more electronegative than that produced by the wild type
ALAD-1 variant.119 Thus lead may have greater affinity for the isozyme
composed of a greater number of ALAD-2 sub-units.120 Whether ALAD-2
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carriers are more susceptible to lead’s cognitive effects is unclear. The more
electronegative ALAD-2 isozyme could more effectively distribute lead
throughout the body or, conversely, bind lead so tightly as to reduce its bioa-
vailability.121 In addition, lead inhibits ALAD, resulting in an increase in the
neurotoxic substrate, 5-aminolevulic acid (ALA). The lead-induced increase in
plasma ALA is more pronounced in ALAD-1 homozygotes,122–124 implying
decreased cognitive susceptibility inALAD-2 in carriers. For a given increment in
lead exposure biomarker, one study of older adult men found more deleterious
associations with cognitive function among ALAD-2 carriers, although none of
these lead exposure-ALAD genotype interactions was statistically significant.125

Findings in two other studies were mixed.126,127 A fourth study of occupationally
exposed and unexposed middle-aged adults found greater susceptibility to lead’s
effects on motor function among ALAD-1 homozygotes.128

An emerging area of inquiry, that may produce more promising findings,
is how lead exposure affects cognitive function through its effects on
the epigenome. Specifically, lead may influence when and how much a particular
gene is expressed,50,51 providing a potentially powerful way, above and beyond
lead’s interaction with traits of the static genome, for understanding lead’s effects
on neurodevelopment and cognitive function over the lifespan. (For further
discussion on the epigenetic effects of lead, see Section 1.3.)

1.5.5 Does Exposure to Lead Contribute to Dementia Risk?

Taken as a whole, in combination with new findings on childhood lead
exposure and adult cognitive functioning, the findings on cumulative exposure
to lead among both occupationally and non-occupationally exposed indi-
viduals suggest that lead exposure earlier in life has residual neurocognitive
ramifications many years later. A mechanistically logical extension of lead
exposure’s associations with impaired cognition and accelerated cognitive
decline is that lead may be associated with increased risk of dementia. Because
studies with high-quality assessments of lead exposure rarely also entail high-
quality assessments of dementia, and vice versa, the data required to answer this
important public health question is essentially absent. A few studies have
attempted to evaluate this association, but the exposure assessments in these
studies were poor, and the studies were underpowered to detect subtle effects,
which are common in the study of environmental toxicants on health. With
increased interest in the late life effects of early and mid life exposures, more
opportunities should arise for addressing the effect of lead exposure on
dementia risk.

1.6 Closing Remarks: Shifting Exposures, Continuing

Risks

The removal of lead from gasoline and the prohibition of lead-based paint use
resulted in substantially reduced exposures for millions of children and adults.
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While this achievement has been hailed as a public health victory, the excru-
ciatingly slow pace at which it came about has incurred great costs to the
intellectual capacity and economic productivity of the United States,129 and
likely other countries as well, prompting one observer to bemoan the victory as
a pyrrhic one.130

A surprising dimension of this success is that as average exposure levels have
fallen over time, researchers have continued to identify adverse cognitive effects on
children at progressively lower levels of exposure.76 In a recent pooled analysis,
adverse effects on children were detectable at levels below 30mg dL�1 (the
screening threshold from 1975–1985), and in fact, the steepest interval of the dose-
response curve appeared at the lowest levels of exposure, below 10mg dL.131 With
these discoveries of cognitive effects at lower blood lead levels, the CDC has
lowered its pediatric screening threshold repeatedly over time.20–22,76 Following
advocacy for lowering the threshold even further,132 the CDC recently changed
its recommendations to intervene on children whose levels fall in the 97.5th
percentile, effectively reducing the threshold in 2012 to around 5mgdL�1.20–22

In contrast, in occupational settings in the US, the blood lead level thresholds
that trigger various actions (e.g. removal from the workplace) were last prom-
ulgated in an era in which addressing acute toxicity was the primary goal as far as
adult health was concerned. The Occupational Health and Safety Adminis-
tration (OSHA) last set these standards in 1978 and 1993 respectively for
construction and general industry. But, as argued by Schwartz andHu, as well as
the American College of Occupational and Environmental Medicine, these
current standards may still permit too much risk, especially in light of data that
has emerged in the past 15 years.133,134 For example, a worker with a single blood
lead level exceeding 60 mg dL�1 must be removed from further exposure; this
level is far in excess of the level at which lead exposure exerts its cognitive effects.
In 1978, the average blood lead level in the population exceeded 10 mg dL�1,19

and even though it had dropped substantially by 1993,135 most workers who
were covered by these standards had started working when average blood lead
levels were what are now considered elevated.133,134

All told, while lead exposures in the US have been decreasing, they remain
relevant to the cognitive well-being of several generations of adults who have
sustained substantial exposures during at least parts of their lives. Nearly 90%
of US children in 1976 had blood lead levels exceeding 10 mg dL�1.136 And by
the time the most recent OSHA standards for lead exposure came into effect, in
1978 and 1993, most adults had already accrued substantial exposures.
Moreover, progress in preventing exposures and their cognitive aftermath will
likely not occur at the same pace in all population sectors. Within the US,
historic exposures to lead followed marked racial and socioeconomic gradients,
with higher exposures more common among individuals of minority race or
ethnicity and/or who were economically disadvantaged.136–138 These gradients
have lessened over time, but to a modest degree still remain.139–141 Progress
outside of the US is likely to be uneven as well (see Section 1.2.2). Clearly, the
cognitive legacy of lead exposure will likely be a protracted one, as sources of
exposure persist or new sources emerge over time.
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CHAPTER 2

Cognitive Deterioration and
Related Neuropathology in Older
People with Alzheimer’s Disease
could Result from Life-Long
Exposure to Aluminium
Compounds

J. R. WALTON

University of New South Wales, St George Hospital Campus, Sydney,
NSW 2217, Australia
E-mail: j.walton@unsw.edu.au

2.1 Introduction

Some records are available that reliably describe the health of older humans in
the early industrial era. A monograph entitled Old Age, published in
Cambridge in 1889, and papers published in the British Medical Journal
between 1886 and 1889 describe results of a health survey carried out by the
British Medical Council,1 where British general practitioners systematically
assessed the health of their oldest patients during the mid-1880s. The study
group consisted of almost 900 subjects, aged 80 years and older, including 74
centenarians.
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The author states: ‘‘[Dementia, the] saddest state of all, was witnessed only in
two of our centenarians. . . Indeed, the brain in many held out as well or better
than other organs – which may be regarded one of the bright rays, if not the
brightest, in the centenarian landscape’’. In contrast, a study conducted at the
beginning of the 21st century found that 88%, of all centenarians, or 15 out of
the 17, living in three Dutch towns with populations of at least 250 000 had
dementia and the other two could not be examined.2 This dementia increase
could relate to living conditions that changed during the 20th century.

Before the industrial era, most humans lived in villages, towns and
developing cities, where they consumed food produced from their own gardens
or market gardens, and from local or traded farm crops. They drank water
from naturally-occurring sources (rivers, springs and ground water from wells)
and without chemical treatment. Urban life today has changed again with the
increasing consolidation of industrialized products and practices, including
drinking water treatment, industrialized food production and marketing,
pharmaceutical treatments (as opposed to herbal treatments), and greater
reliance on vaccinations and topical applications to treat or prevent medical
problems.

Such change in human behaviors can significantly alter the prevalence of a
disease in a relatively short time span, such as one to three decades. Between
1997 and 2010, health behaviors, such as dietary choices and rates of physical
exercise, increased the number of overweight or obese adults from 42% to 54%
in the Australian state of New South Wales. The number of overweight or
obese adults correlates with a greater prevalence of self-reported diabetes,
which rose from 4.7% to 7.4% over the same 13 year time period in this largely
urban population.3

In 1907, Alzheimer described a 51–year old woman as the first known case of
the disease that now bears his name as a new phenomenon, stating, ‘‘The case
presented even in the clinic such a different picture, that it could not be
categorised under known disease headings, and also anatomically it provided a
result which departed from all previously known disease pathology.’’4 Several
years later, Alzheimer realized that Alzheimer’s Disease (AD) also affects older
patients, writing, ‘‘Similar cases of disease appear in advanced age’’.5 Over the
20th century, the prevalence of AD markedly increased in industrialized
countries with little if any prevalence in rural regions of some developing
countries.6,7 Estimates indicate that 35.6million people throughout the world
are currently living with dementia.8 Around 75% of this population,9 or
27million people, are currently affected by AD.

Epidemiological studies based on identical and fraternal twin pairs have
consistently shown that AD causality has both environmental and genetic
components.10–12 The vast majority of AD patients have late-onset ‘‘sporadic
AD’’, lacking the mutations found in familial AD, a minority subgroup with
autosomal dominant inheritance and early-onset AD. The observation that old
age is a main risk factor for AD has prompted the suggestion that AD involves
accrual of a toxic substance that produces biological insult on brain tissue over
time.13 Aluminium (Al) is a candidate for that role.
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2.2 The Context for Aluminium in AD Causality

Aluminium, an element that is non-essential to cell metabolism, is classified as
definitely neurotoxic to humans.14 Al salts have been linked to AD causality
since 1973,15 and they remain the most likely candidate for AD’s environmental
component. The genetic component may represent how well the individual’s
body is able to absorb, exclude or chelate Al and limit its effects therein. Al salts
are now available for many applications in everyday life.

In 1906, the US Congress passed the Food and Drugs Act, which prohibits
the use of poisonous agents in confectionery and for coloring food. Respon-
sibility for enforcing this act was given to the United States Food and Drug
Administration (FDA), established in 1927.16

There were warnings against Al usage both well before and around that
time.17,18 For example, a Columbia University biochemist wrote: ‘‘During a
period of about seven years I have occasionally conducted experiments on the
effects of aluminium salts. These studies have convinced me that the use in food
of alum or any other aluminium compound is a dangerous practice. That the
aluminium ion is very toxic is well known. That ‘aluminized’ food yields soluble
aluminium compounds to gastric juice (and stomach contents) has been
demonstrated. That such soluble aluminium is in part absorbed and carried to
all parts of the body by the blood can no longer be doubted. That the organism
can ‘tolerate’ such treatment without suffering harmful consequences has not
been shown. It is believed that the facts in this paper will give emphasis to my
conviction that aluminium should be excluded from food’’.19 The US FDA
rates Al as ‘‘GRAS’’ (Generally Recognized As Safe), despite the early
warnings about Al and subsequent publications on Al neurotoxicity.

Government regulatory agencies currently allow various Al compounds to be
included in store-bought and take-away foods, bottled waters and urban
drinking water supplies. Al compounds have versatile properties and serve
many useful functions in these applications: as anti-caking agents in salt, coffee
whitener, pancake mix and other powdered foods, emulsifiers and melting
agents in cheeses, clarifying agents in water, puddings and other processed
foods where precipitates may form, pickling agents, meat binders for sausages
and luncheon meats, hardening agents for candied fruits, gravy and sauce
thickeners, rising agents in baking powder, self-raising flour and baked goods,
as buffering and neutralizing agents and as an agent that binds food dyes to
confectionaries to make them colorful.

Americans, representative of humans living in a contemporary westernized
society, consume 1–10 mg Al each day from natural sources such as fresh fruits,
vegetables and meat.20 In addition, 50% of Americans are now estimated to
consume up to 25mg per day, 45% between 25 and 95 mg per day, and 5%
more than 95 mg per day in the form of additives.20,21 For an average-sized (70
kg) human, these amounts involve up to 0.4mg kg�1 bodyweight (bw) per day,
between 0.4 and 1.5mg kg�1 bwper day, and more than 1.5mg kg�1 bw per day
or more, respectively. Higher and lower estimates of total dietary Al ingestion
have been reported. The described figures are more accurate since these
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estimates consider survey data from food manufacturers listing Al quantity
added.22

Other significant sources of Al exposure are Al-based pharmaceuticals,
topical applications, Al-adjuvanted vaccines and certain other medical
treatments, including some that have caused fatal encephalopathies.23,24

2.2.1 Some Ingested Al is Absorbed into Blood and Taken up by

the Brain

2.2.1.1 Al Absorption into Plasma

The body’s first and main line of defence against dietary Al is the mucus layer
that lines the gastrointestinal tract (GIT). GIT mucus traps most ingested Al,
including precipitates of larger Al complexes25 that are excreted together with
enterocyes that have sloughed from the GIT lining and undigested food.26

Soluble Al salts (e.g. Al sulfate, or ‘‘alum’’, and Al chloride) more readily
traverse the mucus layer and are more easily absorbed than poorly soluble salts
(e.g. Al phosphate). Salts of Al with food acids, in particular Al citrate, Al
lactate and Al maltolate, remain soluble over a relatively wide pH range,
including neutrality. Some Al-food acid salts, previously available only in
minute amounts, are now synthesized for use as food additives. Even poorly
soluble forms can raise plasma Al levels in normal humans.27 As we shall see,
routine Al exposure, particularly at the high end of the human dietary Al range,
can overwhelm the protective barrier of the GIT mucus layer.

Normally, 0.1% to 0.3% of ingested Al passes through the mucus layer and
enterocyte lining of the GIT to reach the circulation.28,29 Some plasma Al is
available for uptake into the brain and other tissues. Al values in the plasma or
serum of typical humans are usually 6 mgL�1 or less.30 Around 80–85% of
absorbed Al binds to transferrin (Al-transferrin), an iron transport protein,
about 10% to albumin and 5% to low molecular weight species, mainly citrate,
that are excretable by the kidneys.31,32

Many experiments have shown that some asymptomatic humans and
laboratory animals have plasma or serum Al levels that are 2- to 3-fold higher
than others after ingesting a standardized amount of Al (for an example, see
Figure 2.133). Efficient Al absorption may increase an individual’s susceptibility
to chronic Al neurotoxicity and/or AD.

2.2.1.2 Al Uptake into the Brain

Approximately 0.01% of plasma Al passes through the blood-brain barrier into
the brain.34 Al uptake into the human brain from drinking a single glass of alum-
treated water was simulated by gavaging rats with nanomolar quantities of
aqueous 26Al, a synthetic radioactive tracer.35 Measurable 26Al levels were detected
in the rat brains two weeks later.The presence of 26Al in brain tissue can only be
explained by 26Al exposure, since it is virtually absent in nature. Other laboratories
have confirmed brain 26Al uptake following oral 26Al consumption.36,37
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Al exposure occurs continuously throughout life. Many newborn humans,
with their immature blood-brain barriers, are exposed to Al. Sucklings take up
Al from their mothers’ milk38 and from soy-based infant formulae that have Al
levels of up to 700 mgL1.39 Infants are injected with a course of Al-adjuvanted
diphtheria-pertussis-tetanus (DPT) vaccines.40 Injections bypass the mucus and
enterocyte barriers of the intestine, increasing the exposure level to a given dose
of bioavailable Al up to 1000 fold. Intraperitoneal injection of a simulated Al
hydroxide-adjuvanted DPT vaccine into mice produces a surge in their brain Al
level that peaks at 2–3 days post-injection.41

Each individual exposure, from one vaccine with an Al adjuvant, or one meal
containing Al-rich foods, might produce an insignificant effect with respect to
the risk of developing dementia; but above all, cumulative exposure from
multiple sources,—such as decades of exposure to alum-treated drinking
water—leads to slow but progressive Al increase in the brain. Brain Al
measurements confirm that more Al enters the brain than exits, resulting in a
gradual net Al accumulation in the hippocampus and cortex with advancing age,
even in the brains of non-demented controls.15,42–44 Brain concentrations of the
essential metals remain stable or decrease with age.45 The significant age-related
increase in brain Al that occurs reflects accumulation from the environment.

Figure 2.1 Plasma 26Al levels in humans who drank 26alum-treated water and then
26alum-treated water supplemented by silica. Silica lowers the amount of
Al absorbed. Note the spread of values from A to E. Notice that the
ranking of subjects’ absorption values is almost in the same order under
both conditions.
Reproduced from reference 33 with permission from Elsevier.

Life-Long Exposure to Aluminium Compounds may Cause Alzheimer’s Disease 35



Al is already the recognized cause of another dementia, dialysis encepha-
lopathy, or dialysis dementia.46 It is also a contributing factor to other
dementias, including amyotrophic lateral sclerosis/parkinsonism-dementia
(ALS/PD) of Guam47–49 and Balint’s syndrome, which results from occupa-
tional Al exposure.50

2.2.1.3 Al accumulates in Aged Pyramidal Neurons either
Without or With Neurofibrillary Tangles (NFTs)

Al can be visualized in most large pyramidal cells, particularly in the cortex and
hippocampus of aged humans and laboratory animals, processed either with
the Walton histological stain for Al or a monoclonal antibody stain for Al.51–54

Al is first recognizable in the nucleolus and later in the condensed chromatin of
post-mortem human pyramidal cells. As Al continues to accumulate, it
distributes throughout the nucleoplasm of cells without NFTs.52–54 Eighty-nine
percent of 26Al in rat neurons was observed to be chromatin-bound following
subcutaneous injection of 26Al.55 Rat and human hippocampal and cortical
pyramidal neurons without NFTs show the same stages of nuclear Al
accumulation (Figure 2.2).54

Figure 2.2 Stages of Al accumulation in rat and human hippocampal neurons. Stage
I: All sections of hippocampal pyramidal neurons from older human
brain, that contained a visible nucleolus, exhibited at least stage I Al
accumulation (staining only the nucleolus). Neuronal shape appears
normal in stage I cells. Stages II and III: The nucleoplasm progressively
deepens in hue, appearing pink at stage II and purple at stage III. The
nucleus and overall cell shape show subtle shrinkage and dendritic changes
at these stages. Stages IV and V: By stage IV, the nuclear Al appears bright
magenta. The cell is obviously shrunken and its neurites appear tortuous
and retracted. At stage V, Al is distributed throughout the nucleus plus
cytoplasm. These deformed cells are still viable (exhibiting neither necrosis
nor apoptosis) but are apparently dysfunctional as they no longer immu-
nostain for neuron-specific proteins. Magnification bar¼ 5mM.
Reproduced from reference 54 with permission from Elsevier.
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Al also appears in the cytoplasm of cells able to form NFTs, specifically
staining these fibrillar structures.56 NFT formation affects only a portion of the
pyramidal cells in the AD hippocampal CA1 field and cortex. Pyramidal cells
that either exhibit Al in the form of NFTs or throughout the nucleus (stages IV
and V) first appear sporadically, then in clusters and eventually as large bands
of cells.54,57–59 Al-affected cell bands are referred to here as ‘‘lesions’’. Before
exploring potential consequences of these lesions it is useful to review the
nature of Al toxicity.

2.3 Al Neurotoxicity

Ionic Al (Al31) is regarded as the most toxic form of Al. Al31 has unique
physical properties. Neurotoxicity of Al31 usually requires chronic exposure as
most Al activity depends on its accumulation in brain cells, unlike many other
toxicants and toxins that produce acute systemic effects.60

2.3.1 Al Disrupts Cell Metabolism by Substituting for Essential

Metal Ions in Key Regulatory Proteins

Al31 is a small ion with a high (3þ) fixed charge.61 Picomolar quantities of Al
can successfully compete with the mM quantities of Mg21 that occur in cells.62

The small size of Al allows it to substitute for essential metal ions such as Mg21

in active sites of proteins and protein co-factors such as ATP and GTP.63,64

Mg21 regulates over 300 proteins, giving Al31 many opportunities to disrupt
cellular metabolism. The larger electrochemical charge of Al31 results in a much
higher association constant than that of Mg21 for Mg21 binding sites. The
association constant of Al for GTP and transducin is approximately 107 times
higher than that for Mg21, the physiological regulator of microtubules within
neurons. This allows Al31 to substitute for Mg21 in the Mg21/GTP/tubulin
complex,64 with damaging consequences for microtubule function.

Al31 dissociates from biological ligands 105 times more slowly than Mg21

and 108 times more slowly than Ca21.61 Rapid dissociation is required for
biological reactions, and the slow dissociation of Al31 from its biological
ligands precludes Al31 from being useful in cellular metabolism.

2.3.2 Al Produces Oxidative Damage in Cells

Al31 is a highly reactive ion. The nearly maximal charge density of ionic Al
promotes its binding to almost any oxygen or nitrogen atom.60 Al generates
reactive oxygen species (ROS) despite its non-redox status.65 Al31 acts as a
strong Lewis acid, attracting pairs of electrons from oxygen in phosphates and
other small ligand groups. Al is thus a pro-oxidant, both on its own and
synergistically with iron.65–67 In view of its Lewis acidity, AlO2

d21 is expected
to be a stronger oxidant than either HO2

�d or O2
�d.67 Al facilitates the

production of the superoxide ion (O2
�d) in biological oxidations that can be
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photochemical, enzymatic, chemical or biomolecular.67–69 Al oxidative
reactions are countered by superoxide dismutase and vitamin E.67,70,71

Al31 cross-links proteins with proteins, proteins with nucleic acids, and
nucleic acids with each other.72 Al has polymerizing properties, e.g. as a
Ziegler-Natta catalyst. Al has a particularly high affinity for myelin
membranes73 and Al incorporation in membranes changes their fluidity. Al31

can thus a substitute for essential metals in important regulatory reactions in
cells and cause oxidative damage.

2.3.3 All Epidemiological Studies Evaluating the Al

Exposure-AD Link have been Based on Crude Estimates

of Single Sources of Al Exposure and are Rife with

Confounders

The highest standard of proof is generally considered to be a prospective,
well-designed, randomly-controlled study, based on a large number of
participants. We need to consider whether this standard is reasonable and
necessary for assessing the toxicity of neurotoxicants, particularly those with a
long prodromal phase.

Many epidemiological studies have already investigated the putative rela-
tionship between Al ingestion and an increased risk for AD (reviewed
by Flaten).74 Most of these studies have shown an increased risk of AD in people
who have routinely consumed water containing more than 0.1mgL�1Al.

To date, the most rigorous of these studies was conducted by Rondeau and
her colleagues75 and consisted of a prospective trial carried out on a sample of
1925 normal subjects at baseline, with 15 years of follow-up. The study showed
that the risk for cognitive decline was significantly greater in subjects that lived
in districts supplied by water with an Al content greater than 0.1 mgL�1 and/or
drank bottled waters clarified by alum, compared to those living in a region
supplied by water with a lower Al content (p¼ 0.005).75 Food Al was not taken
into account.

A single study has investigated AD risk in subjects who routinely consumed
processed foods with high levels of Al additives. In this case, water Al levels
were not taken into account. The crude odds ratio of this small case-control
study was equal to 8.6 when adjusted for covariates.76

Most routine exposure to Al is from the diet: from food, water and Al
additives. Each of the epidemiological studies performed to date has inves-
tigated a single source of Al exposure, usually Al levels in drinking water. While
their almost-consistent results suggest a relationship between chronic Al
exposure and AD, all are plagued by confounding factors that make the
relationship appear considerably weaker than it probably is.

Epidemiological studies that take into account human exposure to total
dietary Al31 from both food and drinking water have yet to be carried out.
Such studies are necessary to control for confounding. Otherwise, studies based
on people who live in a region with low Al content in their municipal drinking
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water supply (the low Al group) may consume a fast food diet with Al-rich
foods and drink alum-treated bottled water; this would elevate their plasma
Al levels and cancel out the potentially beneficial effect of low Al content in
the public drinking water supply. Thus, unless total Al ingestion from
all dietary Al sources is taken into consideration, the results are severely
confounded.

2.3.4 A Randomly Controlled Human Study of Total Chronic Al

Exposure would be Impractical to Perform and Most

Likely be Unethical

Information as to whether or not the total dietary amounts of Al that
contemporary humans routinely ingest can be safely tolerated over the life span
could theoretically be obtained in a human study that requires the participants
to measure and record the total amount of Al they consume each day from their
food and beverages, including water and Al additives. An accurate study would
take five to eight decades to complete. This should be sufficient to learn
whether, and how, people are affected in old age from continuous Al exposure
over the life span.

Such studies would be made more difficult by dietary products that are
constantly entering and leaving the marketplace. Humans have very different
lifestyles and are exposed to Al in many different forms, some without their
knowledge. Current labeling laws do not require the Al content of packaged
foods to be revealed in milligram quantities. Al additives on food packaging are
only identified by code numbers in some countries. Thus, the task of deter-
mining how much Al one routinely consumes from their foods and beverages
would be close to insurmountable.

The second approach would require groups of blinded human subjects to
adhere to one of several prescribed diets that provide specific amounts of low,
medium and high levels of Al additives, contained in measured amounts of food
and drinking water, throughout their youth, middle age and old age. If true that
AD is a form of human aluminum neurotoxicity, a dose-dependent effect
should occur with more subjects in the high Al group developing AD. This
approach would obviously be impractical to administer and unethical to
perform. Nevertheless, that is what would be needed for a human study to
convincingly prove that aluminum causes AD.

Participants of the study would have to restrict their caloric intake to the
prescribed dietary regimen over the five or more decades of the study and would
also have to measure and record the amounts of food and water they consume.

Ganrot60 notes the difficulty in performing such a study, of a disease with
insidious onset that requires decades of exposure to an etiological agent
(to which most humans are abundantly exposed) and to then link the disease to
that agent.

It is therefore necessary, and much more convenient, to rely on long-term
studies involving surrogate animals given known amounts of Al at equivalent
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levels and duration to those experienced by humans, thus mimicking human Al
exposure conditions.

2.3.5 Surrogate Animals are Required to Investigate the Effects

of Chronic Exposure to the Al Neurotoxicant

Towards this end we carried out two animal studies: a pilot study77 with two rat
groups, and a main study78 with three rat groups. Both were designed as
randomly-controlled longitudinal studies to learn whether outbred Wistar rats
could age successfully while ingesting known quantities of Al—at equivalent
levels to those routinely ingested by humans from their foods and beverages,
including alum-treated drinking water—throughout much of their lives. Al
treatment was postponed until early middle age in order to ensure normal brain
development. Inclusion criteria included: (1) survival till at least age 28 months
and (2) ability to complete the 11–choice rewarded continuous alternation
T-maze task within five minutes. The experimental design and timeline for
treatment of rats in the main study are shown in Figure 2.3.

At age 6 months, the rats were trained to perform the continuous alternation
T-maze task,78 which is commonly used to assess memory performance.79 They
were fed twice weekly from this age onwards, with their diet consisting of
measured amounts of a feed formulated for mature animals, in quantities just
sufficient to maintain their bodies at a healthy weight of 500� 50 g. The Al
content of their feed was 9 ppm. With this protocol the rats drank some water
on an empty stomach77,78 to simulate its consumption by humans, who often
drink water on a fasted stomach. The low pH of the empty stomach increases
the ionic Al31 level of ingested alum-treated drinking water and facilitates Al31

absorption.36,61 Some rats on this protocol developed cognitive deterioration in
old age after chronic Al exposure; this is described in more detail in the next
section.

Figure 2.3 Experimental design and timeline for treatment of the three rat groups.
Reproduced from reference 78 with permission from Elsevier.
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2.4 Evidence that Supports Al Causality of AD

2.4.1 Cognitive Deterioration in Animals with Chronic Al

Neurotoxicity and Humans with AD is Associated with More

Efficient Al Absorption and Higher Serum/Plasma Al Levels

2.4.1.1 Al Absorption in Humans with AD
26Al absorption measurements showed that AD-affected humans absorbed 1.4
times as much 26Al from a standardized 26Al dose contained in an orange drink
than age-matched non-demented controls.80 Plasma and serum Al levels of
AD-affected humans were also reported to be higher than in those without
AD.30,81–84 Moreover, serum Al levels were higher in patients with AD than in
controls with vascular dementia.85 Only one small study was unable to find
such difference. This study has very low statistical power so it is susceptible to a
type II error, i.e. a false negative error.86

Subjects with Down’s syndrome (DS) absorbed 6 times more 26Al than age-
matched controls from a dietary Al dose (140 ng) added to a citric drink. The
DS group also absorbed four times more Al than age-matched controls from a
pharmacological (antacid-sized) dose equating to 280 mg of Al with citrate.87

DS is commonly regarded as a human model for AD in that DS is associated
with an unusually high rate of dementia.88 DS brains exhibit AD neuro-
pathology prematurely, by 50 years of age.89

2.4.1.2 Al Absorption in Rats that Develop Cognitive
Deterioration

The serum Al values of the three rat groups78 in the main study were measured
and found to be proportional to the rats’ Al dose levels. The high Al group had
serum levels that were significantly higher than those of the low Al group
(po0.05). The latter remained cognitively intact. The range of serum Al values
for rats in the high Al group was much larger than those of the two lower dose
groups. Rats that developed cognitive deterioration also had significantly
higher serum Al levels than the low Al rats (po0.01). Moreover, the rats that
developed cognitive deterioration in the intermediate and high Al groups were
those with the highest serum Al levels in their treatment group, implying more
efficient Al absorption than the others.78

2.4.2 Certain Brain Regions Show More Damage than Others in

AD and Chronic Al Neurotoxicity

2.4.2.1 Damaged Cell Types and Brain Regions in AD

Pyramidal cells that project over great distances—especially those located in the
transentorhinal and entorhinal cortex, hippocampus, subiculum, temporal,
parietal and frontal cortices, amygdala, olfactory bulb, nucleus basalis, locus
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coeruleus and the dorsal raphe nucleus—are particularly damaged in AD.90,91

These are the regions in humans that show NFT damage.90,92,93 These brain
regions are connected by cortico-cortical projections, implying that pathology
in AD brains may spread across synaptic connections.58

2.4.2.2 Pyramidal Cells and Stellate Cells in Brain Regions
Preferentially Damaged in Humans and Rats with
Chronic Al Neurotoxicity and Humans with Renal
Failure Associated with High Serum Al Levels are the
Same or Equivalent to those Preferentially Damaged
in AD

Al is most prone to concentrate in large pyramidal cells, that project over great
distances, in the entorhinal cortex, hippocampus, subiculum, temporal, parietal
and frontal cortices, amygdala, nucleus basalis, olfactory lobe and other AD-
vulnerable brain regions of experimental animals subjected to chronic Al
exposure.78,94 Al also deposits in these brain regions of humans with renal
failure, and who have had high serum Al levels arising from their use of Al-
based phosphate binders and/or dialysis with Al-contaminated water, despite
their limited renal capacity for efficient Al removal.95,96

Fe-transferrin and Al-transferrin complexes circulating in the plasma attach
to transferrin receptors located on the surface of blood-brain barrier
capillaries.97 The transferrin complexes transcytose the endothelium and enter
the neuropil, where they can attach to, and become internalized by, transferrin
receptors on large pyramidal cells.98

Elevated Al levels in AD cortex and hippocampus have been demonstrated
by instrumental Al measurements,15,44,99 as well as staining techniques.52–54

2.4.2.3 Al Levels are Higher in AD-Vulnerable Regions of
AD-Affected Brains than in Age-Matched Controls

At least seven laboratories have reported that AD neocortex has higher Al
levels than the neocortex of non-demented age-matched controls.99–105 AD-
vulnerable brain regions in AD cases contain mean Al values of approximately
4 mg g�1 brain tissue (dry weight), whereas the same regions in age-matched
non-demented cases averager2 mg g�1 brain tissue.15,99,100 Approximately 1/4
of the AD samples contain Al levels up to 11 mg g�1 brain tissue.15

Thus AD hippocampus and cortex generally contain 1.4 to 4 times more Al
than the same regions of controls.99,100 By comparison, brain Al levels in
subjects with dialysis encephalopathy, a condition that develops in renal failure
patients over months or 1–2 years, are 10–15 times higher than in controls.46

The cytotoxic concentration for Al in human neurons is unknown, but in cat
cerebral neurons this concentration lies between 4 and 6 mgAl g�1 brain (dry
weight).102
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Two studies have reported that AD brains show no more Al than
controls.42,43 Ganrot60 has described methodological flaws in both studies.

2.4.3 Cognitive Deterioration in AD and Chronic Al

Neurotoxicity

2.4.3.1 Cognitive Deterioration in AD

AD is the most common dementia. Neuropathological change in the cerebral
cortex and limbic system leads to deficits in learning, memory processing,
visuospatial and language skills. The first sign of AD cognitive deterioration is
often recognized as short-term memory impairment involving, for example,
forgetfulness of recent events. The patient may exhibit confusion, perseverative
behaviors and incontinence. At a later stage of the disease, a person with AD
may no longer recognize their own image in a mirror. The progression of AD
symptoms varies from person to person.

2.4.3.2 Rats that Mimic the Long-Term Total Dietary Al Levels
Ingested by Americans can Develop Cognitive
Deterioration in Old Age

By the time the rats in our longitudinal study were 12 months of age, they were
skillful in their T-maze task performance. At this age they were randomly
assigned to three Al treatment groups (low, intermediate and high).78 The only
treatment difference between the animals concerned the quantities of Al they
ingested in the form of drinking water. The quantities of water consumed were
also measured.

Rat middle age is, by convention, between their 12th and 24th months.
Wistar rats age approximately 35 times faster than humans,106 so middle age
for rats is considered to extend from 35 years to 70 years in human
age-equivalence. The mean T-maze performance score for all rats was 78%
during middle age, indicating that they made almost 8 out of 10 correct choices
on each weekly test. During old age, the low Al dose rats exceeded this
standard, obtaining a mean score of 82%. None of the rats in the low Al dose
group, two (20%) in the intermediate Al dose group and seven (70%) in the
group that consumed Al at the high end of the human range for total dietary Al
exhibited significantly lower mean scores on their T-maze task in old age than
in middle age, as well as showing dementia-like behaviors such as confusion,
inability to focus attention on the task, perseverative activities and incontinence
while in the T-maze.y These are the rats described as having cognitive
deterioration.54,77,78

T-maze performance scores of the rats that developed cognitive deterioration
in old age decreased to 45.5%, indicating that the choice accuracy of these aged

yVideos attached to the electronic version of reference 77 show a rat from the high Al group in the
T-maze in middle age, then old age, with firstly normal, and subsequently abnormal behaviors.
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rats was no better than random. Results from the main study78 were consistent
with, and validated, those of the pilot study.77 The rats were euthanized when
they showed indications of a terminal condition and their brains were examined
for evidence of neuropathology.54,107,108

These studies concluded that most rats that consumed Al at the high end of
the human total dietary Al range developed cognitive deterioration in old age,
accompanied by AD-relevant neuropathology. Interestingly, the rats developed
cognitive deterioration without developing fully-formed plaques and tangles.
Nevertheless, stages that lead to plaque and tangle formation in humans were
observed in their brains. The rats with Al-induced cognitive deterioration
exhibited additional neuropathological changes known to occur in AD that
have received less attention than amyloid. These additional neuropathological
changes explain cognitive deterioration more readily than the amyloid
hypothesis.

2.4.4 Cognitive Deterioration in AD and Chronic Al

Neurotoxicity Occur from the Same Mechanism of

Damage

The entorhinal cortex (Brodmann’s area 28) occupies the anterior part of the
parahippocampal gyrus in humans.109 Large stellate and pyramidal cells in
superficial layers of the entorhinal cortex receive projections from many
neocortical regions, including the olfactory, auditory, visual and somato-
sensory cortices, as well as multimodal areas and the amygdala.110 The stellate
and pyramidal cells are the cells of origin for the perforant path of the
entorhinal cortex. Their axons collect in an angular bundle (Figure 2.4) and
then project massively to the hippocampal formation in the form of distinct
fascicles that perforate grey matter of the subicular cortex on their way to the
hippocampal formation.110

Most fascicles project to the dentate gyrus, where they terminate on distal
dendrites of granule cells in the outer two thirds of the molecular layer. Others
terminate on distal dendrites of pyramidal cells in the CA1/subiculum zone.
The perforant path thereby activates a sequence of intrinsic connections within
the hippocampal formation, allowing the hippocampus to remain informed of
ongoing cortical sensory activity.110,111

Stimulation of this circuitry culminates in hippocampal and subicular
output, and reciprocates the perforant path, by projecting back to the deeper
part of the entorhinal cortex.112,113 The entorhinal cortex thus serves as a
pivotal two-way station with the dual roles of: (1) funneling input from the
neocortex and amygdala via the perforant path into the hippocampal
formation, and (2) funneling reciprocal output from the CA1 and subiculum
of the hippocampal formation back to the neocortex via layer IV.110 This
activity of the entorhinal cortex is crucial for acquisition into long-term
memory.113
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2.4.4.1 Disruption of the Perforant Path in Humans with AD
Isolates the Hippocampal Formation from the Neocortex

The entorhinal cortex is the most affected region of the AD brain. It has by far
more NFTs than any other of Brodmann’s areas.114 By the time AD is evident,
many NFTs in the cells of origin for the perforant path have become extra-
cellular ‘‘ghost’’ NFTs that have outlived their host cells.110 Such damage
destroys the perforant path. AD hippocampal sections also reveal discrete
lesions of NFT-containing cells in the hippocampal subiculum/CA1 zone.54

Intraneuronal Al is involved in the formation and growth of human NFTs that
capture and sequester Al in the cell cytoplasm, thereby slowing its accumu-
lation in the nucleus.56 Instrumental techniques have also shown high Al
content in NFTs.115,116 For these reasons, NFTs can be regarded as a

Figure 2.4 Schematic representation of the perforant path. The perforant path is
similar for humans and rats, except for minor variations. (1) The cells of
origin (CO) for the perforant path (PP) reside in layer II (shown as cell
islands) and in the superficial part of layer III of the entorhinal cortex
(EC). The cells of origin receive information from many cortical regions.
(2) Axons of the cells of origin converge in the angular bundle (AB) from
which the perforant path emerges. (3) Upon leaving the angular bundle,
the axons (4) diverge into fascicles known as the perforant path (PP),
perforating the subicular cortex (SC) on their way to the hippocampal
formation. (5) A contingent of fascicles enters the stratum lacunosum
moleculare (SLM) of the CA1/subicular zone (CA1). (6) More fascicles
cross the hippocampal fissure (HF) (7) to enter the molecular layer (ML)
of the dentate gyrus (DG).
Reproduced from reference 117 with permission from the Hindawi
Publishing Corporation.
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marker for human pyramidal cells that contain considerable amounts of
accumulated Al.

These pathological changes effectively disconnect the hippocampal
formation from the limbic and association cortices.113 Cortical regions depend
upon the hippocampal formation for memory consolidation. The structural
changes that occur with AD in these brain regions preclude the normal
acquisition of episodic or contextual knowledge.113

Severe damage to the perforant path thus provides a structural basis for the
learning and memory changes that occur in AD. Confusion and inability to recall
new episodes occurs relatively early in the course of AD and directly affects
cognition.110 As perforant path terminals deteriorate, a layer of neuritic plaques
forms in the center of the dentate gyrus molecular layer, precisely where the
glutamatergic terminals of the perforant path were previously located.113

2.4.4.2 Disruption of the Perforant Path in Rats with
Al-Induced Cognitive Deterioration Isolates the
Hippocampal Formation from the Neocortex

Two conditions have been recognized as necessary for cognitive deterioration
in the Al-inducible rat model that mimicked consumption of human dietary Al
levels over most of the life span. The first condition is that large numbers of
pyramidal cells in the rats’ entorhinal cortex showed high-stage (IV) Al
accumulation. Pyramidal cells with stage IV Al accumulation exhibit micro-
tubule depletion, dendritic dieback and loss of synapse density.54

The cells of origin for the perforant path in the entorhinal cortex stain for
Al to a greater extent than for cells in any other brain region. Computer-
assisted cell counts showed that, on average, 60� 7% of the cells of origin for
the perforant path of the entorhinal cortex exhibited stage VI Al accumulation
in the brains of rats with cognitive deterioration compared to 23� 7% in the
low Al controls (po0.001)54 (Figure 2.5, A&B).

Association area 3 of the temporal cortex is another AD-vulnerable brain
region. In the rats with cognitive deterioration, 40� 7% of pyramidal cells
exhibited stage IV Al accumulation compared to 13� 3% in the low Al
controls (po0.01). The percentages of entorhinal cortical cells with stage IV Al
accumulation correlated with the extent of change in the animals’ T-maze
performance scores between middle age and old age (r¼ 0.76; po0.0005).54

The second condition for cognitive deterioration in this rat model is the
presence of at least one substantial lesion consisting of cells with high stage (IV)
Al accumulation in the subiculum/CA1 zone of the hippocampal formation
(Figure 2.5, C). Equivalent damage in the hippocampal formation of humans
results in hippocampal failure to reciprocate output back to deeper layers of the
entorhinal cortex, and from there to the neocortex.110

The presence of the two conditions in the brains of rats results in cognitive
deterioration. The two conditions are analogous to those that result in
disconnection of the hippocampal formation from the neocortex in humans,
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thereby isolating the hippocampus, as occurs in AD.113 Thus the Al-inducible
model is a translational animal model that replicates the process by which
cognitive deterioration develops in AD.117 Conversely, all low Al rats retained
normal cognition. Low Al rats (1) had smaller percentages of stage IV Al
accumulation in their cells of origin for the perforant path and (2) lacked any
sign of a lesion in the CA1 field or subiculum.54

Previously, the selective vulnerability of entorhinal, hippocampal and
cortical cells in AD was described as a mystery.110 This Al-inducible rat model
for chronic Al neurotoxicity and AD demonstrates that Al derived from dietary

A B

C

D

Figure 2.5 Al staining of cells of origin for the perforant pathway in the entorhinal
cortex and in a lesion consisting of hippocampal CA1 cells that coincides
with microtubule depletion in the brain of an aged rat with cognitive
deterioration. A – Al stains large pyramidal and stellate cells of the
entorhinal cortex magenta to purple in a rat with cognitive deterioration;
B – Al staining is primarily localized in glial cells in superficial layers of the
entorhinal cortex of a low Al rat control. Cells with low Al stain blue; C –
Stage IV pyramidal cells stain magenta for nuclear Al within a hippocampal
CA1 lesion of an aged rat with cognitive deterioration. The lesion is situated
in the center of this micrograph. Pyramidal cells with a more normal
appearance (e.g., arrow) occur along the edges of the lesion; and D – An
adjacent immunostained section shows that cells within the same lesion fail to
immunostain for microtubules, whereas microtubules can be clearly seen in the
more normal cells along the edges of the lesion (e.g., arrow). Magnification
bar¼ 50 mM for A and B, and 10 mM for C and D.
Reproduced from reference 54 with permission from Elsevier.
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exposure at human-relevant levels preferentially accumulates in these and other
AD-vulnerable brain regions and can accumulate to the point of interference
with cognition.54,111

More widespread changes take place in the human brain as AD continues to
progress. This is consistent with Al levels increasing over time to neurotoxic
thresholds in additional AD-vulnerable brain regions—as evidenced by the
spread of NFT damage—as a result of continuing human exposure to Al in
foods, water and other sources. Chronic Al neurotoxicity also involves changes
in calcium and iron metabolism and in neurotransmission.

2.4.5 Calcium (Ca21) Metabolism is Disrupted in AD and

Chronic Al Neurotoxicity

2.4.5.1 Disruption of Ca21 Metabolism in AD

Many reports describe significantly higher Ca21 levels in fresh hippocampal
and cortical brain cell samples obtained from aged rats, rabbits and monkeys
compared to those of younger animals.118 Actual intraneuronal Ca21 levels,
and Ca21 movement into and out of neurons, of aged non-demented humans
and humans with AD are resistant to analysis, owing to post-mortem change.119

However, it is known that Ca21 metabolism is disturbed on several levels in
AD. The amount of 45Ca that is absorbed across the GIT of humans with AD is
significantly lower than that of age-matched controls in the presence of normal
plasma concentrations of vitamin D metabolites, parathyroid hormone and
serum Ca21.120 Also, Ca21 extrusion by plasma membrane Ca21-ATPase is
impaired in AD neurons relative to that of non-demented controls.121

Ca21/phosphoinositide signalling pathways are also impaired in AD
pyramidal cells. These pathways depend on G-proteins. G-proteins and their
activation by GDP/GTP exchange exhibit general dysfunction in AD brain
cells.122–124 Protein kinase C (PKC) is normally activated by Ca21/phosphoinositide
signaling pathways, the impairment of which may in part explain why PKC shows
reduced activation in AD-affected cortical regions.125,126

Calmodulin (CaM) activity, essential for Ca21 signaling, is also impaired in
AD.52 Immunostaining techniques show that monoclonal antibodies raised
against CaM have a poor ability to recognize CaM protein in AD brain tissue.
Ca21 influx through activated NMDA receptors and heightened activities of CaM
and PKC are all essential for long-term potentiation (LTP), a Ca21-dependent
process involving sustained synaptic activity that underlies certain types of
memory formation.127 Changes in the levels of any of these proteins and/or
their activities could contribute to the LTP deficit observed in AD.127–130

2.4.5.2 Disruption of Ca21 Metabolism in Chronic Al
Neurotoxicity is Comparable with that which Occurs in AD

Al inhibits calbindin and thereby impairs transcellular absorption of Ca21 in
the intestine.131,132 Al also competes with Ca21 for Ca21-binding sites on
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proteins, membranes and in Ca21 channels, disrupting Ca21 metabolism in the
same ways that are altered with aging and AD.118

Al blocks voltage-gated Ca21 channels, N-methyl-D-aspartate (NMDA),
a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) and glutamate-
mediated currents in isolated hippocampal and dorsal ganglion neurons133,134

and irreversibly blocks Ca21 channels formed in bilayer membrane by high
levels of b-amyloid.135

Al elevates Ca21 levels in resting neurons.136–138 Al interference occurs at
several stages of the Ca21/phosphoinositide signaling pathways, inhibiting: (1)
G protein activation62,63; (2) hydrolysis of PIP2 by PI-PLC139; (3) phosphoi-
nositide accumulation140; and, consequently, (4) PKC activation by diacyl-
glycerol, a product of PIP2 hydrolysis. Exposure to nanomolar quantities of Al
also inhibits 90% of PKC activity in rat brain extracts.141

Al binds to CaM, forming an Al-CaM complex that has reduced ability to
interact with CaM-dependent proteins needed for translating Ca21 signals into
cellular activities.142,143 Monoclonal antibodies raised against normal CaM have
poor recognition of the Al-CaM complex.143,144 Thus efficacy of CaM for acti-
vating CaM kinase in the brains of Al-treated rats and phosphodiesterase in the
brains of Al-treated rabbits declines progressively to approximately 50% and
30%, respectively, of their control values.136,145 In vitro exposure of synap-
tosomes to 100mM Al reduces their CaM activity to 40% of control value.146

Al31 substitutes for Mg21 in the ATP co-factor of Mg21-ATPase.63 Chronic
Al exposure also alters plasma membrane Ca21-ATPase activity in a way that
depresses Ca21 extrusion from neurons.136 These results are completely
reversible by desferrioxamine, an Al (and iron) chelator. Al accumulation in AD
neurons and its ability to inhibit Ca21-ATPase activity, which normally plays a
large role in extruding excess Ca21 from cells, may explain why Ca21 levels are
generally elevated in neurons isolated from Al-exposed and older animal brains.

Al inhibits, in a dose-dependent manner, the activity of several enzymes
important to Ca21 metabolism: PKC, G proteins, CaM, and plasma membrane
Ca21-ATPase.62–64,136,141,145,146 Interference with either Ca21 uptake through
NMDA receptors, PKC or CaM activities on their own would disrupt LTP. LTP
and long-term depression (LTD), an activity-dependent reduction in the synapse
efficacy, were strongly disrupted in the brains of rats subjected to daily intra-
cerebral Al injection over a 5–day period, which elevated the brain Al content to a
local concentration estimated at 2.7 mgmL�1.147 Oral Al exposure since weaning
has also produced LTP and LTD deficits in the brains of young rats.148,149

2.4.6 Iron Metabolism is Disrupted in AD and in Chronic Al

Neurotoxicity

Iron is essential for energy production and cell health. Intracellular iron must
be rigorously regulated to limit the amount of iron that would otherwise be
freely available in cells. Free iron is a major source of oxidative damage.

The highest concentrations of (non-heme) iron in the adult human brain are
normally found in ferritin deposits of oligodendrocytes and microglial cells in
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the globus pallidus and substantia nigra, followed by the red nucleus, putamen,
caudate nucleus, dentate nucleus and subthalamic body. The cerebral and
cerebellar cortex, anterior nucleus of the thalamus, mammillary body, tectum
of the midbrain and the central grey matter of the third ventricle have
considerably less iron. The medulla oblongata, spinal cord grey matter, spinal
and sympathetic ganglia and white matter of the brain and spinal cord fail to
stain for iron altogether.150 Neurons of most brain regions contain granular
iron deposits that increase with age.

The main usage of iron in neurons is for the synthesis of heme-containing
enzymes, namely cytochrome oxidase and succinate dehydrogenase in mito-
chondrial respiratory chains, and iron-sulfur proteins such as iron regulatory
protein 1 (IRP1).151 Brain regions that contain neurons with high energy needs
have large demands for heme iron and they also have a high density of transferrin
receptors on their surface. High levels of transferrin receptors are found in the
cortex, hippocampus, amygdala, dorsal raphe nucleus and cerebellar Purkinje
cells.151 High transferrin receptor levels show an almost identical distribution to
that of cytochrome oxidase, which is an indicator of high energy needs.151

IRP1 and IRP2 are iron sensor proteins that normally govern intracellular
iron homeostasis by controlling iron-transferrin uptake via transferrin
receptors and storage of free iron in cytoplasmic ferritin deposits.152 When
intracellular iron is deficient, IRP2 avidly binds to iron responsive elements
(IREs) in the 3’-untranslated region (UTR) of transferrin receptor mRNA,
stimulating the formation of transferrin receptors. Transferrin receptors
promote cellular iron uptake and restore the deficient intracellular iron levels.
When iron levels are adequate, IRP2 normally dissociates from IREs and is
rapidly degraded. IRP1 binds to IREs in the UTR of ferritin receptor mRNA
and stimulates ferritin formation as IRP2 degrades.152

2.4.6.1 Disruption of Iron Metabolism in AD

In AD, iron levels increase in all AD-vulnerable brain regions, particularly in
the hippocampus and amygdale, and to a lesser extent in temporal and parietal
cortical regions.153 IRP2 is stabilized in AD hippocampal neurons.154 AD
pyramidal cells with IRP2 stabilization behave as if they are in a permanent
state of iron deficiency. These pyramidal cells continue to synthesize transferrin
receptors, leading to abnormally high levels of intracellular free iron ions and
oxidative damage, while ferritin synthesis is inhibited. Intraneuronal iron
causes oxidative stress by its redox reactions, particularly those that involve the
highly reactive Fenton reaction.155 IRP1 is apparently unchanged in AD
hippocampal pyramidal cells.154

2.4.6.2 Disruption of Iron Metabolism in Chronic Al
Neurotoxicity is Comparable to that which Occurs in AD

Al-loading of laboratory rats concurrently induces significant increases in iron,
proportional to Al increase, in pyramidal cells of the cortex, amygdala and
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hippocampus.71 Al stimulates the uptake of both transferrin-bound iron and
non-transferrin-bound iron in human cells.156 Intraneuronal Al disrupts iron
metabolism in neurons by interacting with IRP2.157

Al pre-treatment of cultured neural cells also increases their free iron
uptake,158,159 disrupts their iron homeostasis by inducing IRE binding activity
of IRP2, and stabilises IRP2 by interfering with iron-catalysed oxidation in a
way that prevents IRP2 breakdown.157 IRP1 shows no change in Al-exposed
neural cells,157 just as IRP1 is unchanged in AD.154 Immunostaining shows that
IRP2 is abnormally localised in AD-affected hippocampal cells, with strong
IRP2 immunoreactivity appearing on NFTs152 where Al is particularly
concentrated.53,56,115,116

Al and iron both generate oxidative stress in the brain.65–67 Oxidative stress is
one of the earliest changes observed in AD.160 Al enhances iron-initiated lipid
peroxidation several-fold.67,161 Al also stabilises iron in its ferrous form
(Fe21),162 thereby increasing lipid peroxidation. The ferrous iron ion drives the
Fenton reaction in cells. Individual contributions to oxidative stress from Al
and iron in AD cells are probably indissociable, owing to the multiple syner-
gistic interactions that occur between Al and iron ions.

2.4.7 Neurotransmitter Levels are Diminished in AD and Al

Neurotoxicity

2.4.7.1 Neurotransmitter Levels are Diminished in AD

In AD, acetylcholine, glutamate, dopamine, norepinephrine and serotonin
levels are diminished in cortical, hippocampal and striatal regions of the
brain.163–165 The main neurotransmitter-related change in AD brains is a
40–90% decrease in choline acetyltransferase (ChAT) in the hippocampus and
cerebral cortex.166 The ChAT decrease is already noticeable in the first year that
symptoms appear167 and is accompanied by a large (e.g., 45%) loss of choli-
nergic activation of phosphoinositide signaling.168

The ChAT enzyme catalyses the synthesis of acetylcholine from its choline
and acetyl coenzyme A precursors.169 Normally, ChAT is functionally
regulated by PKC phosphorylation on serine-440.170,171 However, PKC levels
are abnormally low in AD.125 The reduced ChAT levels can explain the lowered
acetylcholine availability for attaching to acetylcholine receptors and stimu-
lating Ca21/phosphoinositide signaling pathways in AD.123

Noradrenergic and serotonergic neurotransmitters also show reductions in
AD but are less than those of the cholinergic system.166 Tetrahydrobiopterin
(BH4) is a co-factor required for the hydroxylation of phenylalanine and
tyrosine in the synthesis of the monoaminergic neurotransmitters dopamine
and noradrenaline, and for the hydroxylation of tryptophan in the case of
serotonin.172 BH4 synthesis is significantly reduced in the temporal lobe of post-
mortem AD brain samples173 and BH4 deficiency is regarded as a characteristic
of late-stage AD.174
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2.4.7.2 Neurotransmitter Levels are Diminished in Chronic Al
Neurotoxicity as in AD

Acetylcholine, glutamate, dopamine, noradrenaline and serotonin levels are
significantly diminished in cortical, hippocampal and striatal brain regions of
Al-exposed animals as in AD.175–177 Al accumulates in cholinergic neurons78,94

and interferes with several aspects of acetylcholine metabolism.178 Brains of Al-
exposed rabbits show significant reductions in ChAT activity in the entorhinal
cortex (27%), hippocampus (36%-40%), and striatum (53%) after CNS Al
injection.175

A possible explanation for ChAT inhibition by Al and low acetylcholine
levels in AD is that nanomolar amounts of Al inhibit 90% of PKC activity141

and PKC activity is needed for ChAT phosphorylation.171 Al also inhibits
acetylcholine synthesis by interfering with choline uptake, lowering the content
of acetyl-coenzyme A178 and inhibiting acetylcholine release.179,180 Al produces
a biphasic effect on acetylcholinesterase levels in experimental animals, initially
stimulating, and then depressing its rate of synthesis.181 Al inhibition of ChAT
activity and acetylcholine synthesis has flow-on effects, reducing acetylcholine
receptor-stimulated Ca21/phosphoinositide signaling pathways in Al-affected
neurons.139,146

Al also reduces the levels of glutamatergic and monoaminergic neurotrans-
mitters but to a lesser extent than ChAT.175,177 Rats that drank water
containing Al acetate had reduced total brain biopterins and less BH4 synthesis
than controls,182 and low BH4 levels could help to explain the monoaminergic
neurotransmitter deficit. It is currently unknown whether Al directly inhibits
BH4 synthesis or indirectly inhibits its synthesis by interfering with BH4

phosphorylation. The terminal enzyme in the biosynthetic pathway for BH4

is normally phosphorylated by PKC and/or CaM kinase II.183 Both enzymes
are inhibited by Al at low concentrations.141,145

2.4.8 AD and Chronic Al Neurotoxicity are Inflammatory

Conditions

2.4.8.1 Inflammatory Effects are Observed in AD

AD is a mildly inflammatory condition.184 Gene microarray experiments185

analyzed for 12 633 gene, and expressed sequence, expression levels and
indicated a generalized down-regulation of normal gene expression in the AD
hippocampus. Specifically, AD hippocampal tissue exhibited statistically-
significant decreases in reporter signal intensity mainly for genes that encode
transcription and neurotrophic factors, signal transduction elements and metal
ion-sensitive factors. AD hippocampal tissue showed increased expression
levels of 24 genes. In both cases (increase and decrease), the differences were
altered by a factor equal to or greater than three-fold compared to controls
(po0.04).13,185 Greater increases in gene expression were found for inflam-
matory transcription factors and their subunits (NFkBp52/p100, HIF-1,
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hypoxia-inducible factor-1) and inflammatory proteins [b-amyloid precursor
protein (b-APP), NF-IL6, IL precursor, cytochrome oxidase-2 (COX-2),
interleukin 1L-1b (IL-1b), tumor necrosis factor (TNFa) and death-associated
protein 6 (DAXX), a regulatory protein that represses transcription and
induces apoptosis].185 Reactive astrocytes and activated microglial cells are
abundant in AD brain tissue and T-cells marginate along post-capillary venules
of inflamed areas.184

2.4.8.2 Inflammatory Effects are Observed in Chronic Al
Neurotoxicity

Al-generated ROS initiate an inflammatory cascade in brain tissue.186–188

Chronic Al exposure up-regulates the expression of the NFkB transduction
factor as well as IL-b and TNFa cytokines in brains of laboratory mice.177,188

High density gene microarrays have revealed that cultured human neural cells
exposed to 100 nM Al emulate many stress response gene expression changes
previously reported in late-stage AD brain tissue at, or more than three times,
the gene expression of control cultures. Specifically, 7 out of 8 genes (87.5%)
significantly up-regulated in AD are up-regulated by Al exposure. Similarly, 17
out of the 24 (71%) genes that are significantly down-regulated in AD are
down-regulated by Al.13 Pro-inflammatory and pro-apoptotic genes are over
expressed in these Al-exposed human neural cells, including subunits for
nuclear factor kappa B (NFkB) and HIF-1 transduction factors, IL-1b
precursor, b-APP, COX-2 and DAXX.13 Co-exposure of human neural cells to
Al and iron produces a synergistic effect on the expression of the same up-
regulated and down-regulated genes.189 Hence Al accumulation in the AD
brain could account for observations that AD involves inflammation.

Al activates astrocytes and microglial cells in studies performed in vivo and
in vitro.190–194 Cultured rat astrocytes exposed to Al for up to 41 days have
interrupted gap junctions that interfere with their intercellular communication
and ability to buffer ions and transmitters in the extracellular environment of
neurons.192

2.5 Al and Neuropathological Hallmarks of AD

Neuropathological features of AD include microtubule depletion, dendritic
dieback, loss of synapse density, cortical atrophy, hyperphosphorylated tau
and NFTs, hippocampal granulovacuolar degeneration, and changes in the
metabolism of amyloid protein precursor and presenilins that lead to the
formation of amyloid plaques.

2.5.1 Microtubules

Neurons require microtubules, to maintain the structure and shape of the cell
body and its dendritic/axonal processes. Microtubules provide the infrastructure
for fast axonal flow and transport of nutrients, neurotransmitters, and organelles
between the cell body and its distant synaptic terminals.195
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2.5.1.1 Microtubule Depletion and its Consequences in AD

Microtubule depletion is a neuropathological hallmark of AD that results in
dendritic dieback, loss of synapse density and cortical atrophy. Microtubule
depletion is much less conspicuous than the formation of plaques and tangles,
yet is potentially more important to AD-type dementia than any other AD
hallmark. Microtubule depletion has long been known to occur in NFT-
containing pyramidal cells of the AD cortex and hippocampus,196,197 but its
significance has been under-estimated. Microtubule depletion also occurs in
certain pyramidal cells of AD-vulnerable brain regions without NFTs.54 Direct
morphological consequences of microtubule depletion are dendritic dieback
and loss of synapse density.54 Dendritic dieback is revealed by Golgi staining in
pyramidal cells of the AD hippocampus (Figure 2.6) and entorhinal cortex.198

Dendritic branches are the main target for synaptic input to neurons,
accounting for 95% of a neuron’s surface area.199 Pyramidal neurons from the
parahippocampal gyrus of non-demented older humans (mean age, 79.6 years)
have more extensive dendritic trees than those of normal middle-aged humans
(mean age, 51.2 years). The greatest increase is in the number of terminal
segments of the dendritic tree and their average length.199

The hippocampal CA1 field shows dendritic stability in normal old age,200

whereas the dentate gyrus shows regressive dendritic change, particularly in the
oldest-old.201 Neocortical synapse loss is normally confined to certain regions,
these being the regions where compensatory re-innervation occurs in response
to cellular injury.202,203

A final surge in compensatory neuroplasticity occurs in intermediate stage
AD in response to the increasing cell damage.204 After this surge, many more
pyramidal cells are incapable of forming new dendritic branches, spines and
synapses. By way of example, pyramidal neurons in the anterior part of the
parahippocampal gyrus (i.e., the entorhinal cortex) of humans with AD are no
longer able to mount a compensatory response.203 This inability results in

Figure 2.6 Camera lucida drawings of AD Golgi-stained pyramidal cells, illustrating
the process of dendritic dieback (left to right). The deteriorated cell on the
right resembles the Al-rich cells in the lesion of Figure 8.5.
Redrawn from reference 198 with permission from Elsevier.
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progressive, marked atrophy of dendrites with loss of spines and synapses. The
apical dendrites are shorter and less branched than in controls. All brains with
dementia contain cells with shrunken dendritic trees.205 Progressive reduction
in the dendritic tree involves sequential loss in distoproximal synapses.206 AD-
altered pyramidal cells occur in groups, forming expanding lesions surrounded
by other pyramidal cells with a more normal appearance.54 Loss of synapse
density is regarded as a better diagnostic feature of AD than either plaques or
tangles.207

2.5.1.2 Microtubule Depletion and its Consequences in Chronic
Al Neurotoxicity

Al produces a biphasic toxic effect on microtubules. In vitro Al exposure at
picomolar concentrations results in Al binding to the site on tubulin-GTP
(normally occupied by Mg21, the physiological mediator of microtubule
assembly) and stimulates tubulin polymerization. Al-induced microtubules
appear identical to normal microtubules, even at the ultrastructural level.64

However, Al-induced microtubules are physiologically abnormal. They fail to
disassemble under normal conditions, being resistant to PP2B-induced
depolymerization.64

Al is a microtubule disruptor at the mM concentrations that typically occur in
aged pyramidal cells. Microtubule density is reduced as NFTs form in pyramidal
cells of the entorhinal cortex, hippocampus and neocortex of cats in response to
intraventricular Al injection.208 Microtubule counts in TEM micrographs of
NFT-containing cat pyramidal cells showed they contained 0–3 microtubules
permm2 compared to pyramidal cells of sham-operated cats, which contained a
mean count of 71� 26 microtubules per mm2. Microtubule depletion in the
hippocampus of the Al-exposed cats correlates with impairments in learning and
retention.208 Other animal species given intracerebral, intracisternal or intra-
peritoneal Al injections also experience performance difficulties on behavioral
tests for memory and learning.206,208–210

Intracerebral Al injection into rabbit brains results in a sharp and progressive
reduction in the length and number of apical and basal dendritic branches,
beginning with those furthest from the cell body, and progressing towards the
cell body.206 This dendritic change is indicative of the dieback process and
resembles that which occurs in AD.198 Al-induced dendritic dieback also
resembles dendritic dieback induced by colchicine, another microtubule
disruptor.211 Dendritic dieback is a slow process that continues for 200–300
days after animals have experienced acute Al exposure.212 Dendritic changes
are accompanied by significant loss of synapse density over the same time
frame.213 Dendritic change induced in brains of rabbits injected intracerebrally
with Al also coincides with impairment in memory and learning activities.206

Microtubule depletion and dendritic dieback also occur with high stage Al
accumulation in hippocampal pyramidal cells of rats that developed cognitive
deterioration after chronically consuming Al at human-relevant levels. Aged
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pyramidal cells that stain for stage IV Al accumulation (Figure 2.5, C) fail to
immunostain for microtubules (Figure 2.5, D).54 In contrast, microtubules are
clearly demonstrable in aged pyramidal cells where Al staining is at lower stages
of Al accumulation.54

Examination of brain sections in the hippocampal stratum radiatum of rats
with Al-induced cognitive deterioration showed glial cells in the course of
pruning dendritic processes.54 High stage Al accumulation causes the cell
structure to collapse so the cell bodies appear shrunken with a serpentine-
shaped apical dendrite, as described by Simchowicz214 for AD pyramidal cells.
Neurites shrivel, synapses break down and neuronal connectivity is lost. Cells
with high stage Al accumulation are sufficiently structurally compromised that
they hardly resemble neurons.54

Substantial lesions consisting of Al-rich microtubule-depleted cells are
observed in brains of humans with AD and in rats with cognitive deterioration.
The lesion illustrated in Figure 2.5 was from a serially-sectioned rat cerebrum
that showed this lesion extended along the entire anteroposterior axis of the rat
hippocampus. Extensive Al damage to the cells of origin for the perforant path
and one substantial hippocampal lesion consisting of cells with high stage Al
accumulation are sufficient to distinguish the brains of rats with cognitive
deterioration from those of rats that remain cognitively-intact. Loss of synapse
density is another consequence of the high stage Al accumulation and dendritic
dieback that feature in the brains of rats with cognitive deterioration.54,215

2.5.2 Cortical Atrophy in AD

Localized cell loss occurs in AD, particularly affecting the hippocampal CA1
field, where cell counts indicated an average loss of 68%.216 Several earlier
reports217 indicated more widespread neuronal loss, relative to age-matched
controls, in cortical regions of AD-affected brains and was suggested as a cause
for the cortical atrophy that accompanies AD. Other reports indicated that
neuronal densities in AD brains and brains of age-matched controls were
similar.218 Stereological counting techniques that allow more precise
estimates of neuron numbers have since developed. These techniques provide
evidence that any observed difference between cortical neuron density in AD
and age-matched controls is insufficient to account for cortical atrophy.
Instead, degenerative reduction occurs in the axon/dendritic/synapse
compartment of these neurons, resulting in dieback that diminishes the cortical
volume and increases ventricular size.219 Change in the axon/dendritic/synapse
compartment can significantly increase or decrease cortical thickness.220

2.5.3 Hyperphosphorylated Tau and NFTs

NFTs, originally described by Alzheimer,4 represent an AD hallmark that
parallels the duration and severity of AD.221 NFTs primarily develop in large
pyramidal cells. They are resistant to degradation and can outlast the cells in
which they form.222
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2.5.3.1 Hyperphosphorylated Tau and NFTs in AD

Protein phosphatase 2A (PP2A), the main phosphatase that dephosphorylates
tau, is inhibited by approximately 30% in AD brain tissue.223,224 This
inhibition of phosphatase activity upsets the normal balance between tau
phosphorylation by kinases and tau dephosphorylation by protein phos-
phatases. Such imbalance leads to the hyperphosphorylation of tau.224

Consequently, a massive increase occurs in the hyperphosphorylated tau:
normal tau ratio of the brain as AD develops.225

Human hyperphosphorylated tau is truncated by caspase.226 The truncated
hyperphosphorylated tau aggregates and initially precipitates in the cytoplasm
of pyramidal cells in the form of granules.227 Eventually, in some cells, the
granules give rise to polymerized filaments228 that are now recognized to have
the form of twisted ribbons229 rather than paired helical filaments as originally
described.230 Some NFT filaments are straight, and others are half-straight and
half-twisted. Masses of these filaments constitute NFTs. Cortical NFTs appear
as tangles, whereas hippocampal NFTs appear flame-shaped.

NFT-containing cells are recognized as having down-regulated oxidative
phosphorylation and low respiration.231,232 They can survive in certain brain
regions for decades without contributing to neural function.233 Extracellular
tangles known as ‘‘ghost tangles’’ result when NFTs become sufficiently large
to enucleate the pyramidal cells that contain them.53 Cell death follows
enucleation.

Alzheimer observed, ‘‘As these fibrils stain with dyes differently from normal
neurofibrils, a chemical change to the fibril substance must have taken place.
This may well be the reason why the fibrils outlive the destruction of the cell.’’4

2.5.3.2 Hyperphosphorylated Tau and NFTs in Brains of
Al-Exposed Experimental Animals and Humans with AD

Al inhibits the activity of protein phosphatases (PP1, PP2A and PP2B) that
normally remove phosphate from tau in brain tissue.234,235 The massive
increase in the hyperphosphorylated tau: normal tau ratio that occurs in AD
also occurs in the brains of dialysis patients that have had high Al exposure.236

Al exposure causes tau hyperphosphorylation in: (1) solutions of isolated
tau;237 (2) cultured human neuroblastoma cells;238 and (3) brains of rats
chronically-exposed to dietary Al at human-relevant levels.108 Al aggregates
hyperphosphorylated tau in vitro, while sparing normal tau.222 The fact that
hyperphosphorylated tau can be aggregated by Al in vitro suggests that
intracytoplasmic Al can also aggregate hyperphosphorylated tau in human cells
where NFTs form.

An observed sequence of events can provide a reasonable explanation for the
development of NFTs in human brain.56 The Al/hyperphosphorylated tau
granules fuse and grow (Figure 2.7, A&B) in human pyramidal cells of the CA1
hippocampal field and cortex of AD brains. Granule fusion results in a
homogeneous-textured Al/hyperphosphorylated tau complex in the form of
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pools that occupy much of the cytoplasm. These pools stain for both Al and
hyperphosphorylated tau (Figure 2.7, C&D). Nascent NFT filaments poly-
merize within the Al-hyperphosphorylated tau complex of the cytoplasmic
pools (Figure 2.7, E&F). The NFTs grow and mature, consuming the
surrounding Al-hyperphosphorylated tau complex (Figure 2.7, G-I). The
implication is that NFTs are a protective neuronal response that sequesters Al
in the cytoplasm, thereby slowing Al uptake into the nucleus.56

The Al in AD NFTs was originally described by scanning electron
microscopy with X-ray spectroscopy.115 NFTs also form in the brains of
patients with Down’s syndrome.89 The NFTs of ALS/PD contain both Al
and Ca21.239 Al content in human NFTs has been measured at 250 ppm.240

NFT formation is species-specific and rat neurons are unable to form
NFTs.241 Brains of rats that develop cognitive deterioration from chronic Al
ingestion have abundant amounts of hyperphosphorylated tau yet they lack
NFTs.108 Intracerebral Al injection can induce NFT formation in rabbit and
cat brain within 96 hours.242 NFTs form much more slowly in monkey brain.243

Al-induced NFTs form in rabbits in brain regions equivalent to those where
NFTs form in humans with AD.94,243 Al-induced NFTs in animals are
neurofilament-based rather than tau-based. The neurofilament/tau difference
could represent species difference and/or temporal difference. It is possible that
neurofilament-based NFTs serve as a scaffold for the formation of tau-based
NFTs. For example, rabbit NFTs are reported to change within days of their
formation as they acquire tau and other proteins that increase their similarity to
human NFTs.244,245

2.5.4 Hippocampal Granulovacuolar Degeneration (GVD)

Granulovacuolar degeneration (GVD) has been recognized as an AD hallmark
since 1914, when first described by one of Alzheimer’s students.246

2.5.4.1 Hippocampal GVD in AD

GVD affects many hippocampal pyramidal neurons, appearing in the
cytoplasm either as several large vacuoles or, more commonly, as numerous

Figure 2.7 Development of NFTs in AD hippocampal neurons. A&B – Pre-tangle
pyramidal cells stained for hyperphosphorylated tau show small and
larger (fused) granules (arrows); C&D – Cytoplasmic pools form via
granule fusion and stain for (C) Al and (D) hyperphosphorylated tau.
Arrows denote the thinner margins of the pools consisting of an
Al/hyperphosphorylated tau complex; E&F – Thin filamentous structures,
just visible in the cytoplasmic pools, stained for (E) Al and (F) hyper-
phosphorylated tau, represent nascent filaments that develop into NFTs;
G&H – Mature NFTs continue to stain for (G) Al and (H) hyperphos-
phorylated tau; and I – A large NFT stained to show Al (pale purple
filaments) has consumed the cytoplasmic pool so individual filaments are
more clearly seen (arrow). Magnification bars¼ 2.5mM for A-F, 2mM for
G and H, 1 mM for I.
Reproduced from reference 56 with permission from IOS Press.
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small vacuoles. Each of the vacuoles contains a single dense granule
(Figure 2.8). The granules stain for Al and for abnormal forms of tau, caspase-
cleaved APP, activated caspase-3 and amyloid.53,247,248 Figure 2.8 shows the
appearance of large GVD vacuoles, stained for Al, in a hippocampal pyramidal
cell from an AD brain.

2.5.4.2 Hippocampal GVD in Chronic Al Neurotoxicity

GVD develops in the brains of rats chronically exposed to dietary Al at human-
relevant dietary levels.108 GVD formation can also be induced in the rat
hippocampus by repeated intraperitoneal injections.210,249 Al is the only agent
that has, to date, been reported to induce hippocampal GVD in experimental
animals. Hippocampal GVD also occurs in the brains of humans affected by
Down’s syndrome,89 and in those with ALS/PD250 which, as previously noted,
is an Al-associated dementia.

2.5.5 b-Amyloid and Presenilins in AD and Al Neurotoxicity

Amyloid is a congo red-staining waxy material that occurs in blood vessels and
in plaques located in the extracellular matrix of aged brains, particularly those
with AD. The main sequence of events that lead to amyloid plaque formation is
reasonably well-understood.

2.5.5.1 APP, b-Amyloid and Presenilins in Neurons

The inflammatory transduction factors NFkB and HIF-1 up-regulate the
synthesis of amyloid precursor protein (APP) in the human brain.251 APP is
normally cleaved by a-secretase to form secreted APP (sAPPa). sAPPa is a
non-amyloidogenic product that regulates APP participation in neurite
budding and branching for neurodevelopment and repair.252 sAPPa formation

Figure 2.8 Granules stain for Al in vacuoles of a GVD-affected AD hippocampal
neuron. Magnification Bar¼ 2.5mM.
Reproduced from reference 53 with permission from Elsevier.
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from APP requires phosphorylation by PKC.253,254 Low PKC phosphorylation
in AD125 results in APP cleavage at alternate sites, mediated by b- and
g-secretases and giving rise to b-amyloid and cytoplasmic fragments.255

Monomeric b-amyloid peptide is soluble. However, amino acid oxidation
and protein cross-linking reactions convert this soluble peptide into oligomers
and fibrils that aggregate256 and give rise to amyloid plaques in the extracellular
matrix, particularly in the hippocampus and cortex. AD patients generally have
significantly larger amounts of b-amyloid plaque in AD-vulnerable brain
regions than non-demented controls, although some mentally-alert humans
have a considerable volume of b-amyloid in their brains.257

The wild-type rat/mouse sequence for b-amyloid differs from the human
b-amyloid sequence by three amino acid residues.258 This species-specific
difference is sufficient to block b-amyloid fibrillization and amyloid plaque
formation in aged wild-type rats and mice.256,258 Rodent brains can form
human-like amyloid plaques only if they have been genetically altered to over-
express human mutant APP genes. Some animal models have been engineered
to express human mutant genes for both APP and presenilin. Such gene change
enables mouse brains to produce large amounts of human b-amyloid, which
can fibrillize and form amyloid plaques similar to those that occur in brains of
aged humans.259,260

Presenilins normally control APP maturation, and mutant forms of
presenilin can block this maturational process. A variant form of the presenilin-
2 gene is diagnostic for sporadic AD, being found in 100% (10/10) of brains
tested from sporadic AD cases and only in 1/10 of those from elderly, non-
demented controls.261 This aberrantly-spliced variant of the presenilin-2 gene
gives rise to mRNA lacking the exon 5 sequence which produces a presenilin-2
variant-encoding protein (PS2V), truncated at its N-terminus. PS2V resembles
normal presenilin proteins in that PS2V localizes in membranes of the endo-
plasmic reticulum and Golgi complex of pyramidal neurons, particularly in the
temporal cortex and the CA1 hippocampal field.262 However, PS2V prevents
the correct folding and maturation of APP and causes significant increases in
both b-amyloid1–40 and b-amyloid1–42.

262 CA1 pyramidal neurons that are
highly immunoreactive for PS2V exhibit shrinkage and dendritic dieback.
PS2V expression can be blocked by antioxidants, suggesting that PS2V
formation is induced by a metal that produces oxidative damage.261

2.5.5.2 Al Induces the Formation of the Presenilin-2 Variant of
Sporadic AD and b-Amyloid in Laboratory Animals and
Other Experimental Systems

Several ROS-producing metals were tested to determine whether they might be
involved in PS2V formation.263 Neuroblastoma cells were exposed to CuCl2,
CuSO4, ZnCl2, FeCl2, FeCl3, AlCl3 and Al-maltol. Al (both AlCl3 and
Al-maltol) was the only metal that consistently induced the PS2V isoform and
did so at a low concentration (25 mM Al).263 The shrinkage of hippocampal
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CA1 neurons and dieback described in human neural cells highly immuno-
reactive for PS2V are consistent with indications of chronic Al neurotoxicity.54

Al plays significant roles in amyloidogenesis, contributing to the formation
of b-amyloid peptides, amyloid oligomers and amyloid plaques. In vitro and
in vivo experiments have shown that Al affects every major stage of human
amyloidogenesis,107,264–267 giving rise to the likelihood that b-amyloid is a by-
product of Al activity in the brain. Al is also associated with another type of
amyloid that deposits in the joints of long-term renal dialysis patients.268

Al accumulation in cells generates ROS that stimulate the activity of the
transduction factors, NFkB and HIF-1. Al-induced up-regulation of these
transduction factors in turn up-regulates gene expression for APP and other
inflammatory response proteins in gene microarrays of Al-exposed cultured
human neural cells.13,189 APP mRNA and protein are elevated in the brains of
rats that develop cognitive deterioration after chronic exposure to Al under
conditions that mimic human Al exposure.107 Hippocampal and cortical
sections immunostained for APP, from brains of these Al-exposed rats, exhibit
neurites of irregular caliber that stain strongly for APP, indicating impaired
axoplasmic flow. The neurites appear tortuous, with constrictions in some
places and varicosities in others. A similar neuritic phenomenon has been
observed in APP-immunostained brain sections of rats four days after they
received an intrastriatal Al injection.269 Al also suppresses transport of newly
synthesized RNA in dendrites of cultured hippocampal neurons.270 Swollen
neurites and suppression of RNA transport were not observed in controls for
these experiments.107,270

Al inhibits the phosphorylation by PKC141 necessary for normal APP
cleavage by a-secretase.253,254 Consequently, APP metabolism is redirected
from its non-amyloidogenic soluble APP (s-APPa) form to its amyloidogenic
form in the presence of Al, becoming cleaved by b and g secretases to produce
b-amyloid. Al stabilises b-amyloid oligomers.271 Al or iron addition to human
b-amyloid1–42 both convert b-amyloid1–42 from a soluble peptide with random
structure to a fibrillar beta-pleated precipitate that forms b-amyloid
sheets.264–266 The fact that this reaction can be reversed by Al/iron chelators
confirms that amyloid fibrillization is Al- and iron-induced.265 Zinc inhibits the
formation of b-amyloid1–42 sheets, whereas copper prevents their formation. Al
also aggregates human b-amyloid1–42 fibrils, causing them to form deposits that
stain for thioflavin S as do amyloid plaques in AD brain tissue.267

Exposure of APP-transgenic mice to a diet supplemented by Al for 12
months significantly augments oxidative reactions and increases the volume of
b-amyloid that forms in their brains, compared to oxidative reactions and
b-amyloid volume in brains from a transgenic control group without Al
supplementation.70 The plaques that form in response to Al exposure are both
more numerous and larger in size. A third transgenic mouse cohort, supple-
mented with both vitamin E and Al, showed less oxidative stress with smaller
and fewer amyloid plaques comparable to the amyloid plaques that form in
brains of APP-transgenic mice without any Al supplementation.70 This
indicates that Al-generated ROS, and the oxidative stress that up-regulates
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APP and increases amyloidogenesis were ameliorated by the vitamin E
anti-oxidant.

In experimental animals, Al exposure also induces an amyloid condition that
is homologous to congophilic b-amyloid angiopathy in humans,272 being a
specialized type of sporadic AD shown to coincide with very high brain Al
levels.273 Al forms a complex with plasma b-amyloid1–42, increasing amyloid
transport across the blood-brain barrier and causing the formation of
b-amyloid deposits in brain tissue.274

2.5.6 APOE-Dependent Neuroplasticity

Neuroplasticity is the brain’s potential to reorganize itself by creating new
neural pathways to compensate for cell dysfunction, cell death and dener-
vation, such as that which occurs in the AD brain. Astrocytes enable neuro-
plasticity by synthesizing and secreting APOE,275 the main lipid carrier in the
mammalian brain.276 Astrocyte-secreted APOE stimulates compensatory
neuroplasticity by recycling cholesterol and cholesterol esters from neurons
with deteriorating synapses and delivering them to other neurons that can use
this cholesterol to sprout buds, grow new axonal branches, undergo synapto-
genesis and re-inervate deafferented neurons.276

Humans express three forms of this protein: APOE2, APOE3 and APOE4.277

APOE2 and APOE3 are capable of stimulating neuroplasticity in response to
injury-induced denervation. The molecular structure of APOE4 impairs its
ability to transport cholesterol. This impairs APOE4’s ability to promote
sprouting and re-innervation.278

AD progresses with severe loss of entorhinal cortical cells and cells in the
subiculum/CA1 zone. Perforant path fibers, emanating from damaged cells of
origin, shrivel and withdraw from the cells to which they were formerly
connected. Consequently, other afferent fibers to the dentate gyrus vigourously
sprout to form new synapses with deafferented target cells in the dentate gyrus.
Commissural and associational fibres from less affected perforant path neurons
can re-innervate and temporarily restore original connections between the
neocortex and dentate gyrus.279

2.5.6.1 Failure of APOE-Dependent Neuroplasticity in AD

As AD continues to progress, damage to the entorhinal cortex and its cells of
origin for the perforant pathway becomes too extensive to be effectively
countered by compensatory neuroplasticity. APOE-dependent neuroplasticity
continues for some time, but with diminishing returns. For example, AD
patients with intact septal cholinergic input to the hippocampus show inten-
sified acetylcholinesterase activity in an expanded region of the dentate gyrus
molecular layer previously occupied by perforant path glutamateric
terminals.204 This inappropriate reinnervation is incapable of restoring
connections between the hippocampal formation and neocortex because
neurons from the septum connect the hippocampus to brain structures other

Life-Long Exposure to Aluminium Compounds may Cause Alzheimer’s Disease 63



than the entorhinal cortex. The sprouting/re-innervation response to dendritic
dieback and cell death eventually exhausts,199,203 resulting in re-innervation
failure.

The effectiveness of APOE-dependent neuroplasticity, when operating
correctly, is to postpone overt AD. This is indicated by the mean (� SEM) age
of AD onset in humans with APOE2 and/or APOE3 alleles; i.e., without any
APOE4 allele (84.3� 1.3 years), in those with one APOE2 or APOE3 allele and
one APOE4 allele (75.5� 1.0 years) and in those with two APOE4 alleles
(68.4� 1.2 years).277 The earlier age at which AD occurs in individuals with
APOE4 alleles most likely results from APOE4’s inability to hold and transport
the cholesterol and cholesterol esters needed for neuroplasticity and
re-innervation.

2.5.6.2 ApoE-dependent Neuroplasticity in Animal Models for
AD with Perforant Path Lesions or Chronic Al
Neurotoxicity

Rats with unilateral lesions of the entorhinal cortex temporarily lose their
ability to perform continuous alternation in the T-maze immediately after
surgery.79 Compensatory sprouting from the contralateral entorhinal cortex
offsets perforant path damage by re-innervating the deafferented hippocampal
formation. If tested three days after lesioning the rat cannot perform, but if
allowed to recover for ten days, their T-maze performance is restored to the
pre-lesion level.79 Acetylcholinesterase staining, indicative of re-innervation by
cholinergic fibers, is also faintly detectable in the brains of rats with unilateral
lesions of the perforant path at 15 days post-lesioning.280 At 30 days, the
molecular layer of the dentate gyrus shows a strong acetylcholinesterase
staining pattern. Cholinergic re-innervation is completely inhibited if a
secondary lesion is made in the medial septal nucleus 30 days after the original
lesioning of the entorhinal cortex.280

However, rats that receive bilateral lesions of the entorhinal cortex, thereby
destroying the perforant path on both sides of the brain, develop neuro-
pathology and behaviors similar to those observed in humans with AD.281 Re-
innervation is restricted to septal and other afferents that have no obvious
relationship with the glutamatergic perforant path innervation destroyed by the
lesions. This attempt at compensatory neuroplasticity is unable to restore the
rat brains’ original connections and hence their T-maze performance. Instead,
the rats are left with severe memory deficits as in AD.281

In our longitudinal study, the rats that developed cognitive deterioration
from chronic Al neurotoxicity showed remarkable similarities in neuro-
pathology and T-maze performance to rats with bilateral lesions. They also
shared striking similarities to humans with AD in relation to their neuro-
pathology and some abnormal behaviours. Chronic Al exposure produces
damage to the entorhinal cortex over a much longer prodromal period than in
lesioned animals that develop equivalent damage. Thus chronic Al
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neurotoxicity shows closer resemblance to the slowly developing process of
cognitive deterioration than occurs in AD.

Most rats that develop chronic Al neurotoxicity from Al supplementation in
their diet began to show evidence of cognitive deterioration around age 27
months, equivalent to about 79 years in humans.78 ApoE mRNA was
significantly higher in their cortical/hippocampal tissue than for the same brain
regions of low-Al controls, suggesting that ApoE-dependent neuroplasticity
was stimulated in the brains of rats with cognitive deterioration (Figure 2.9).
However, sprouting, re-innervation and synaptogenesis were eventually unable
to compensate for the continuous Al insult that causes microtubule depletion
and dieback in pyramidal cells of the entorhinal cortex, neocortex,
hippocampal formation and other AD-vulnerable brain regions.54

2.6 Aging Increases Human Vulnerability to AD and

Chronic Al Neurotoxicity

During aging, certain physical changes occur that could contribute to the risk
of developing AD in humans and chronic Al neurotoxicity in experimental
animals. The passage of time allows more Al accumulation in the brain.
However, additional changes also occur in aging that probably contribute to
the relentless process of high stage Al accumulation in increasing numbers of
neurons throughout the brain.

2.6.1 Kidney Aging and Functional Loss

Humans are estimated to lose approximately 50% of their kidney function
between the ages of 45 and 80 years as nephrons are progressively lost.282

In general, the rate of decline in kidney function increases as subjects age.282

1 32 4 5 6

ApoE

Beta-actin

Figure 2.9 RT-PCR analysis for ApoE mRNA in rat brain. Lane 1, pUC19; lane 2,
negative control (macrophage cell line RAW 264); lanes 3 and 4, brain
tissue from cognitively-intact rats; lanes 5 and 6, brain tissue from rats
that exhibited cognitive deterioration. Beta-actin bands are shown as
controls.
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This was shown in 254 normal volunteers who prospectively participated in
the Baltimore Longitudinal Study of Aging with 23 years of follow-up
(1958–1981).283 However, a significant proportion of the subjects showed no
absolute decrease in kidney function in old age.

Age-related decline in kidney function may impact on Al removal from
blood, elevating the plasma Al level, with more Al bioavailable for uptake into
brain. Al nephrotoxicity research should determine whether age-related decline
in kidney function results in less efficient Al removal from plasma.
The continuing need for kidney tubule cells to remove plasma Al from
the blood may inflict damage on those same cells and contribute to the age-
related decline in kidney function seen in most older humans and to kidney
dysfunction in renal failure patients.284 At least one large prospective study has
shown that poor kidney function correlates with cognitive decline in elderly
humans.285

2.6.2 Bone Aging and Osteoporosis

The periosteum consists primarily of osteogenic cells and osteoblasts, which
normally cover the bone surface. This cellular layer controls Ca21 and PO4�
fluxes into and out of bone.286 As age advances, the periosteum thins and the
osteogenic layer has fewer cells, giving less coverage of the bone surface.
Eventually, osteoblasts are almost absent and there is poor control of ion flux
both into and out of bone.286

Bone serves as a repository for excess plasma Al in humans. Al that deposits
in the skeleton has a long half-life in human bone, possibly lasting for
decades.287 Histological stains show that most bone Al deposits at the interface
between the osteoid (unmineralized matrix) and the mineralized zone. Al is the
recognized cause of several types of bone disease in renal failure patients,
including vitamin D-resistant osteomalacia and aplastic bone disease, where
little if any osteoblast activity is evident.

Idiopathic osteoporosis is an age-related disease of unknown origin that
occurs when the rate of bone breakdown by osteoclasts outpaces the rate of
bone building by osteoblasts. This involves dissolution of the mineralized bone
matrix with loss of bone density and increased risk for fracture.

Experimental Al exposure produces a biphasic effect on osteoblasts. Very
low Al concentrations (10�8M to 1.5�10�6M) are mitogenic. Al concen-
trations above 1.5�10�6M inhibit the replication of osteoblasts and their
specialized activities.288 Bone Al delays the formation of amorphous calcium
phosphate by osteoblasts, its transformation into calcium hydroxyapatite
crystals and subsequent crystal growth.289

Al also affects osteoclast activity. Al adsorbs to the surface of hydroxyapatite
crystals in the osteoid/mineralized bone interface and slows their rate of
dissolution by osteoclast-generated acid.290 Some acid diffuses below the Al-
protected crystals into calcified bone, leading to crystal dissolution relatively
deep in calcified bone and to a weakening of bone strength. In effect, Al
disrupts the balance between osteoblast and osteoclast activities, causing
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osteoporosis-like bone change. Only a small portion of bone crystals have to be
protected by Al before giving rise to a pathological state.290

Some reports have noted an association between osteoporosis and
Alzheimer’s disease.291–293 AD often co-occurs with osteoporosis in clinical
practices.293 Trabecular bone biopsies from AD patients with hip fracture
generally reveal high bone Al content.294 However, not all humans who have high
Al content in their bone biopsy samples have AD, suggesting that Al uptake rates,
into different tissues that tend to store Al, vary from one individual to another.

The past 50 years has seen an epidemic of hip fractures in the older popu-
lation.294 The association between Al and fractures has received little research
attention. Al content in trabecular bone biopsies from osteoporosis patients is
intermediate between those with renal failure and healthy controls.295 Osteo-
porosis can, in principle, accelerate the release of stores of Al, Ca21 and
phosphate from bone into the blood of aged, osteoporotic humans. This would
result in higher levels of Al available for uptake into the brain.

2.6.3 Brain Aging and Loss of Neuroplasticity

As mentioned previously, Al measurements using spectroscopic techniques
have shown a net Al increase in brain tissue as humans age.15,42–44 Cumulative
damage to CNS neurons is to some extent offset by (1) neuron redundancy; (2)
compensatory neuroplasticity involving axonal and dendritic sprouting; and (3)
synaptogenesis. Here, we examine some possible reasons that, in view of these
resources, older brains are more vulnerable to Al neurotoxicity and AD than
younger brains.

Firstly, some age-related attrition of pyramidal cells occurs, reducing
neuronal redundancy.296 On average, cortical neurons show a 9.5% decrease in
their numbers between ages 20 and 90 years.297 Around 85 000 neurons are lost
each day of the life span, equivalent to approximately one per second.296 Also,
40–50% of the length of the myelinated nerve fiber is lost in advanced old age.
Some brain regions, such as the entorhinal cortex and the subiculum/CA1 zone,
have precise requirements for their connections and relatively low redundancy.
Modest cell losses in these brain regions may produce dramatic deficits.296

Exhaustion of compensatory neuroplasticity leads to continuing damage in
these brain regions and loss of cognition.198–200,202

Secondly, the vast majority of neurons are established during fetal growth298

and survive into old age. Neurons are very long-lived cells that show structural
and functional differences as they age. Older neurons have lower rates of
RNA and protein synthesis than younger neurons.299,300 Older cells have less
capacity for RNA and DNA repair.301

Thirdly, neural plasticity has reduced efficacy with increasing age. Older
neurons have less ability than young neurons for sprouting and re-innervation
of damaged brain areas. For example, sprouting in the rat olfactory bulb
increases during the growth phase and up to the onset of old age (i.e., between 3
and 24 months). Sprouting decreases slightly between 24 and 27 months and
then decreases sharply after 27 months.302 This age-related decrease in neural
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sprouting and re-innervation may explain why most rats that developed
cognitive deterioration after chronic Al exposure showed decline in their
T-maze performance scores from 27 months of age onwards, and why AD
incidence increases exponentially after age 65.

2.6.4 Al-Containing Dietary Supplements Specifically Marketed

for Older Individuals

Most very old people who are still alive at time of writing (2012) were born and
raised in an era before the currently available array of Al-containing
supplements gained popularity, and have had relatively low Al exposure for at
least part of their lives. However, certain of these supplements have high Al
content and are currently being marketed specifically for the older consumer.

Digestive disorders are common in elderly people, and many routinely
consume Al hydroxide- or Al phosphate-based antacids, even though
magnesium-based antacids are also effective and potentially less toxic. Some
people consume between 840 and 5000mg Al per day from antacids.303 These
Al salts are poorly soluble and are largely trapped by intestinal mucus, so the
ingested amount is disproportional to the amount absorbed. Nevertheless, a
study involving healthy human volunteers has shown some Al absorption
occurs from antacid ingestion.27

Supplemental calcium is often recommended for older people, especially for
post-menopausal women. Calcium supplements are typically contaminated
with Al; for example, supplements derived from oyster shells provide a source
of Ca21, but they also provide about 12 mg Al per day.304 Influenza vaccines,
recommended annually for older people, are Al-adjuvanted in the UK and
some other British Commonwealth countries. As mentioned, Al adjuvant in
vaccines delivers at least 100 times more Al than a comparable oral Al dose
because injections bypass the gastrointestinal mucosal barrier.

2.7 Conclusions

Alzheimer’s disease is a relatively new form of dementia. The history of AD is
associated with increasing urbanization, changes in diet and other health
practices such as immunization rates. The author has reviewed evidence that
routine and chronic exposure to relatively low Al doses from the diet produces
a slow but progressive increase in Al content throughout life in the brains of
laboratory rats and humans. Susceptible individuals that develop chronic Al
neurotoxicity show neuropathological characteristics essentially the same as
those observed in AD, apart from species-specific differences, and share some
behavioral characteristics. Dietary Al doses, delivered to animals over a
prolonged time period, faithfully replicate the progression of AD and reveal its
potential consequences in human brains.

Modern evidence reveals that the most salient pathological features in the
AD brain are high stage Al accumulation in pyramidal cells, accompanied by
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microtubule depletion. A cascade of effects follows. Al-induced microtubule
depletion results in dieback of the axon and dendrites, and loss of synapse
density, accounting for the loss of connectivity between affected neurons and
the cortical atrophy that eventually occurs. These characteristics affect sporadic
pyramid cells as well as groups of adjacent cells with high-stage aluminum
accumulation that constitute expanding lesions in AD-vulnerable brain regions.

All brains of rats with cognitive deterioration were distinguished by extensive
damage to the cells of origin for the perforant path in the entorhinal cortex and
the presence of at least one substantial lesion in the subiculum/CA1 zone,
consisting of pyramidal cells with high stage nuclear Al staining, microtubule
depletion and dendritic dieback. Taken together, these lesions cause cognitive
deterioration by effectively isolating the hippocampal formation from the
neocortex.

NFTs in AD-affected human brains have been shown to involve Al
accumulation in their formation and growth. NFTs apparently form as a
protective mechanism, binding neurotoxic Al in the cytoplasm and slowing Al
accumulation in the nucleus. Granulovacuolar degeneration is another char-
acteristic shared between Al neurotoxicity and AD.

Al-exposed animal brains reproduce all major stages of amyloid formation,
from up-regulation of APP to the laying down of neuritic plaques in the
neuropil. On a biochemical level, Al competes with essential metal ions,
disrupting calcium and iron metabolism. Al also produces ROS that oxidize cell
proteins and membranes and provoke an inflammatory response in the brain.
These pathological features are all characteristic of AD.

Age-related changes in the kidneys, bone and brain increase the amount of
bioavailable Al in circulation and contribute to the development of AD. The
slow but relentless net accumulation of Al in neurons over decades produces a
continuous insult on large pyramidal neurons in certain AD-vulnerable brain
regions. Eventually, APOE-dependent neuroplasticity is up-regulated,
requiring other neurons to compensate for Al damage by re-innervation. Cells
have finite repair capacities which eventually exhaust, thereby leading to re-
innervation failure. The number of decades required to reach this stage explains
why old age has been recognized as the main risk factor for AD.

Chronic Al neurotoxicity is virtually the same as AD when species-specific
differences are taken into account. Chronic Al neurotoxicity is the only
proposed cause of AD that shows so many consistent characteristics. Apparent
inconsistencies between chronic Al neurotoxicity and AD have now been
explained.

Some people, including scientists, may challenge the link between Al and
AD, despite the extensive data that support the link. Consensus on industry-
sensitive subjects may be hard to reach, just as some continue to question the
evidence for smoking as a cause of lung cancer.

However, regulatory agencies such as the US FDA should now consider
whether Al deserves to retain its GRAS rating, and whether to place strict
limitations on its inclusion in products that can contribute to the Al burden of
the brain in AD-vulnerable regions.
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91. T. Kovács, N. J. Cairns and P. L. Lantos, NeuroReport, 2001, 12, 285–288.
92. D. Holland, J. B. Brewer, D. L. Hagler, C. Fennema-Notestine and

A. M. Dale, Proc. Natl. Acad. Sci. U.S.A., 2009, 106, 20954–20959.
93. S. E. Arnold, B. T. Hyman, J. Flory, A. R. Damasio and G. W. Van

Hoesen, Cerebral Cortex, 1991, 1, 103–116.
94. N. W. Kowall, W. W. Pendlebury, J. B. Kessler, D. P. Perl and

M. F. Beal, Neuroscience, 1989, 29, 329–337.

Life-Long Exposure to Aluminium Compounds may Cause Alzheimer’s Disease 73



95. J. A. Edwardson, I. N. Ferrier, F. K. McArthur, I. G. McKeith, I.
McLaughlin, C. M. Morris, A. E. Oakley, S. A. Mountfort, A. E. Oakley,
G. A. Taylor, M. K. Ward and J. M. Candy in Aluminum in Chemistry
Biology and Medicine, A Series of Advances, eds. M. Nicolini, P.F. Zatta
and B. Corain, Raven Press, New York, 1991, vol. 1, pp. 85–96.

96. C. M. Morris, J. M. Candy, A. E. Oakley, G. A. Taylor, S. Mountfort,
H. Bishop, M. K. Ward, C. A. Bloxham and J. A. Edwardson, J Neurol.
Sci., 1989, 94, 295–306.

97. W. A. Jefferies, M. R. Brandon, S. V. Hunt, A. F. Williams, K. C. Gatter
and D. Y. Mason, Nature, 1984, 312, 162–163.

98. A. J. Roskams and J. R. Connor, Proc. Natl. Acad. Sci. U.S.A., 1990, 87,
9024–9027.

99. E. Andrasi, N. Pali, Z. Molnar and S. Kosel, J. Alzheimer’s Dis., 2005, 7,
273–284.
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Toxicology, 2007, 236, 158–177.

181. S. Kumar, Med. Hypothesis, 1999, 52, 557–559.
182. R. A. Armstrong, J. Anderson, J. D. Cowburn, J. Cox and J. A. Blair,

Biol. Chem. Hoppe-Seyler, 1992, 373, 1075–1078.
183. S. Katoh, T. Sueoka, Y. Yamamoto and S. Y. Takahashi, FEBS Lett.,

1994, 341, 227–232.
184. E. G. McGeer and P. I. McGeer,Neuropsychopharmacol. Biol. Psychiatry,

2003, 27, 741–749.
185. V. Colangelo, J. Schurr, M. J. Ball, R. P. Pelaez, N. G. Bazan and

W. J. Lukiw, J. Neurosci. Res., 2002, 70, 462–473.
186. A. Campbell and S. C. Bondy, Cell Mol. Biol., 2000, 46, 721–730.
187. A. Campbell, E. Y. Yang, M. Tsai-Turton and S. C. Bondy, Brain Res.,

2002, 933, 60–65.
188. A. Campbell, A. Becaria, D. K. Lahiri, K. Sharman and S. C. Bondy,

J. Neurosci. Res., 2004, 75, 565–572.
189. P. N. Alexandrov, Y. Zhao, A. I. Pogue, M. A. Tarr, T. P. Kruck,

M. E. Percy, J. G. Cui and W. J. Lukiw, J. Alzheimer’s Dis., 2005, 8,
117–127.

190. R. A. Yokel and J. P. O’Callaghan, Neurotoxicol. Teratol., 1998, 20,
55–60.

191. B. Platt, G. Fiddler, G. Riedel and Z. Henderson, Brain Res. Bull., 2001,
55, 257–267.

192. C. Theiss and K. Meller, Cell Tissue Res., 2002, 310, 143–154.
193. D. A. Aremu and S. Meshitsuka, Brain Res. Rev., 2006, 52, 193–200.
194. X. B. Li, H. Zheng, Z. R. Zhang, M. Li, Z. Y. Huang, H. J. Schluesener,

Y. Y. Li and S. Q. Xu, Nanomedicine, 2009, 5, 473–479.
195. P. W. Baas, Int. Rev. Cytol., 2002, 212, 41–62.

Life-Long Exposure to Aluminium Compounds may Cause Alzheimer’s Disease 77



196. E. G. Gray, M. Paula-Barbosa and A. Roher, Neuropathol. Appl.
Neurobiol., 1987, 13, 91–110.

197. B. Hempen and J.-P. Brion, J. Neuropathol. Exp. Neurol., 1996, 55,
964–972.

198. M. E. Scheibel, R. D. Lindsay, U. Tomiyasu and A. B. Scheibel, Exp.
Neurol., 1976, 53, 420–430.

199. S. J. Buell and P. D. Coleman, Brain Res, 1981, 214, 33–41.
200. S. D. Hanks and D. G. Flood, Brain Res., 1991, 540, 63–82.
201. D. G. Flood, S. J. Buell, C. H. Defiore, G. J. Horwitz and P. D. Coleman,

Brain Res., 1985, 345, 366–368.
202. I. Adams, Brain Res., 1987, 424, 343–351.
203. D. G. Flood and P. D. Coleman, Can. J. Neurol. Sci., 1986, 13, 475–479.
204. J. W. Geddes, D. T. Monaghan, C. W. Cotman, I. T. Lott, R. C. Kim and

H.C., Science, 1985, 230, 1179–1181.
205. S. J. Buell and P. D. Coleman, Brain Res., 1981, 214, 23–41.
206. T. L. Petit, G. B. Biederman and P. A. McMullen, Exp. Neurol., 1980, 67,

152–162.
207. R. D. Terry, E. Masliah, D. P. Salmon, N. Butters, R. DeTeresa, R. Hill,

L. A. Hansen and R. Katzman, Ann. Neurol., 1991, 30, 572–580.
208. D. R. Crapper and A. J. Dalton, Physiol. Behav., 1973, 10, 935–945.
209. D. R. Crapper and A. J. Dalton, Physiol. Behav., 1973, 10, 925–933.
210. A. C. Miu, A. I. Olteanu and M. Miclea, J. Alzheimer’s Dis., 2004, 6,

315–328.
211. T. L. Petit, Soc. Neurosci. Abstr., 1977, 3, 351.
212. E. Uemura and W. P. Ireland, Exp. Neurol., 1985, 89, 530–542.
213. E. Uemura and W. P. Ireland, Exp. Neurol., 1984, 85, 1–9.
214. T. Simchowicz, in Histologische und histopathologische Arbeiten über die

Grosshirnrinde mit besonderer Berücksichtigung der pathologischen
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CHAPTER 3

Do Polychlorinated Biphenyls
and Associated Chemicals
Exacerbate Aging-Related
Declines in Brain Function?

R. F. SEEGALa,b

aWadsworth Center, New York State Department of Health,
Empire State Plaza, P.O. Box 509, Albany, NY, 12201, USA; bDepartments
of Environmental Health Sciences and Biomedical Sciences,
School of Public Health, University at Albany, Albany, NY, 12222, USA
E-mail: seegal@wadsworth.org

3.1 Introduction

Age-related declines in health, including increased incidence of neuro-
degenerative disorders (e.g., Parkinson’s disease, Alzheimer’s disease), reductions
in cognitive function, cardiac disease, diabetes and an increased incidence of
cancer are inevitable.1,2 Exacerbation of these changes (i.e., observation of
deleterious changes in younger populations or increased incidence and severity in
aging populations) following exposure to environmental contaminants, including
polychlorinated biphenyls (PCBs), however, should not be.

This review differs from previous ones I have written, because the primary
focus will be on the neurological (neurocognitive and neurodegenerative)
health consequences to aged individuals of adult human exposure to PCBs,
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rather than the much larger literature describing the developmental conse-
quences of exposure of infants, children or experimental animals to PCBs or
contaminated foods containing PCBs. Reference will be made to laboratory
studies only when deemed necessary to clarify findings from studies of adult
and aging human populations.

This review also differs in that I will discuss not only the ‘direct’ effects
of PCBs on the adult human nervous system, but also epidemiological and, to
a lesser extent, laboratory studies that describe the consequences of adult
human exposure to PCBs on non-nervous system disorders, particularly the
relationship between PCBs, diabetes and obesity that can negatively impact
the quality of life and lead to disabilities or death occurring at an age earlier
than might otherwise occur. This approach is justified not only because the
concept of the brain as a ‘privileged’ organ, insensitive to contaminant-induced
or age-related changes in other organ systems, is no longer valid, but also
because of accumulating evidence that adult human exposure to PCBs is
associated with increased obesity,3 diabetes and insulin resistance,4–6 cancer7,8

and cardiac disease.9 These contaminant-associated diseases not only decrease
quality of life in their own right, but also play important roles in reducing
cognitive function and increasing the incidence of neurodegenerative
disorders.10–13

As I questioned in a previous review,14 ‘Have we not devoted sufficient
resources and time to the study of the developmental consequences of these
toxicants (i.e., PCBs)? Aging ‘baby-boomers’ constitute a large and rapidly
growing portion of the adult population of the United States and many
European countries. The consequences of either current or prior exposure to
PCBs, and their putative interactions with aging processes, demand further
investigation’. I also wish to emphasize that the ‘obesity epidemic’ and
associated increases in Type 2 diabetes is a risk factor for central nervous
system (CNS) function/dysfunction that has only recently been recognized as a
risk factor for CNS dysfunction, particularly in adults and in the aged
(Figure 3.1).

3.2 What are PCBs?

PCBs are members of a large class of organic compounds known collectively as
halogenated aromatic hydrocarbons (HAHs).15This class includes not only PCBs,
but also structurally related compounds, including 2,3,7,8-tetrachlorodibenzo-
p-dioxin (TCDD) and 2,3,7,8-tetrachlorodibenzofuran (TCDF). PCBs were used
as non-flammable dielectric fluids in power capacitors and transformers, in die and
machine cutting oils, as heat exchange fluids in preparation of edible oils, in paints
and plastics, in fluorescent ballasts, in carbon-free copy paper and as weather
proof sealants in many buildings.16

The molecular structures of PCBs are illustrated in Figure 3.2. PCBs can
theoretically be chlorinated in any of ten positions on the biphenyl structure,
resulting in isomers or congeners ranging from mono- to decachlorinated
biphenyls. Thus there are a possible 209 congeners;17 commercial synthesis,
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however, yields approximately 135 congeners.18 In addition to the number of
chlorines, the location of the chlorines on the biphenyl moiety plays an
important role in influencing their potential toxicity. Based on the location of
chlorines on the biphenyl moiety, there are two major classes of PCB congeners.
One class, known as coplanar, has only laterally substituted chlorines and shares
many of its mechanisms of action (and toxicity)—including the ability to bind to
the aryl hydrocarbon (Ah) receptor—with TCDDs and TCDFs.19 In turn,
binding to the Ah receptor is associated with alterations in endocrine function20

and an increased risk of developing cancer.7,8 Coplanar PCB congeners, also
bind to the Ah receptor, albeit at significantly lower affinities than either TCDDs
or TCDFs.19,21 Because all coplanar halogenated aromatic hydrocarbons bind to
this receptor, it was possible to develop a means of summing the activities of
mixtures of coplanar contaminants known as toxic equivalent factors, or TEFs,
as first described by Safe.19,22

In contrast, the second major class of PCB congeners, ortho-substituted or
non-coplanar, have chlorine substitutions adjacent to the biphenyl bond, thus
inhibiting the planar confirmation required for binding to or activation of the
Ah receptor.15 Indeed, until the early 1990’s, it was thought that ortho-
substituted PCB congeners were not a significant health concern. Initial studies
conducted by Seegal and colleagues at the Wadsworth Center of the New York

Figure 3.1 Age and diabetes.
(Source: National Institutes of Health).
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State Department of Health, however, demonstrated that ortho-substituted
congeners were particularly active in reducing neurotransmitter [dopamine
(DA)] concentration in cells in culture23 and in experimental animals24,25 while,
in contrast, coplanar congeners and TCDD were inactive. An abbreviated table
(Table 3.1) describing this structure–activity relationship is presented below.
Nevertheless, despite what, at the time, were considered ‘revolutionary’
findings, I would, after presenting these findings at national and international
meetings, often listen to other speakers discussing the role(s) of the ‘toxic PCBs’
i.e., coplanar PCBs. Indeed it took many years, and confirmation by other
investigators of the nervous system activity of ortho-substituted congeners, for
the PCB community to accept the notion that ortho-substituted PCBs may pose

Figure 3.2 Chemical structures of representative compounds from different classes of
halogenated aromatic hydrocarbons.
(Reproduced with permission from ref. 15).
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a health risk. Important additional studies were conducted at the United States
Environmental Protection Agency by Kodavanti and colleagues, who demon-
strated that non-dioxin-like PCB congeners increased phorbol ester binding to
protein kinase C (PKC)26 and elevated cytosolic calcium concentration in rat
cerebellar granule cells.27 This SAR fully recapitulated the SAR for non-
dioxin-like reductions in neuronal DA concentrations, as seen by Seegal and
colleagues. Additional important work by Pessah and colleagues provided an
explanation for the observed elevations in cytosolic calcium by determining the
mechanism by which ortho-substituted PCBs elevated intra-cellular calcium
concentrations, i.e., ryanodine receptor activation and a resulting increase in
the open probability of its channel.28,29 Given the disparity in the measures
examined, it is surprising (and somewhat satisfying) that the SARs

Table 3.1 PCB Structure Activity Relationships: Three Approaches. EC50
values for PCB congeners determined by PC12 cellular dopamine
contenta, cerebellar granule cell [3H]phorbol ester bindingb and brain
or muscle sarcoplasmic/endoplasmic reticulum RyR/Ca21-Release
Channel [3H]ryanodine binding.c

EC50 (mM)

PCB Congener PC12 Cerebellar RyR/Ca21-Release Channel

BZ # Structure Cells Granule Cells Brain Skeletal

4 2,20 64 43 34.3
11 3,30 195 60
14 3,5 4201 74
15 4,4 NEOd NEOe

28 2,4,40 196 4100
47 2,4,20,40 115 89
50 2,4,6,20 71 41
52 2,5,20,50 86 28 52.1
54 2,6,20,60 NEOd NEOe

66 2,4,30,40 4201 Inactivef

70 2,5,30,40 166
77 3,4,30,40 NEOd NEOe

82 2,3,4,20,30 1.2
88 2,3,4,6,20 89.3
95 2,3,6,20,50 17.1 0.33
103 2,4,6,20,50 157 50.8
104 2,4,6,20,60 93 38 157 0.57
105 2,3,4,30,40 95 0.3
126 3,4,5,30,40 NEOd NEOe Inactivef Inactiveg

153 2,4,5,20,40,50 4100 178

aAdapted from ref. 23.
bAdapted from ref. 26.
cAdapted from refs. 28 and 29.
dNo effect observed up to 200 mM.
eNo effect observed up to 100 mM.
fInactive up to 200 mM.
gInactive up to 10 mM.
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demonstrating the activity of ortho-substituted PCB congeners are so
remarkably similar.

Although information on the toxicity of the two major classes of congeners
has increased our understanding of the potential mechanisms by which PCBs
alter brain, immune and endocrine function, the composition of PCB congeners
in the environment—and consequently both the body burdens of congeners and
their potential toxicity—are influenced by a number of factors that complicate
the ability, particularly in epidemiological studies, to determine which
congeners, or mixture of congeners and/or their metabolites, contribute to these
untoward changes.

Firstly, commercial mixtures of PCBs, known in the US as Aroclors, differ in
their congener composition,18 and differences in the physical properties of these
congeners (e.g., their partition coefficients and rates of degradation, including
photodegradation) make it unlikely that contaminated foodstuffs (the major
route of exposure of humans to PCBs) contain the same congener patterns
found in the original Aroclor mixtures. Hence laboratory studies (including
those of the author) using either Aroclor mixtures or individual PCB congeners
only partially recapitulate human non-occupational exposure due to
consumption of PCB-contaminated food products.

Secondly, PCB body burdens, most often measured in serum, contain a large
number of congeners, making it difficult to statistically determine which indi-
vidual congeners are causally associated with changes in nervous and endocrine
function.

Thirdly, because of genetic differences in ability to metabolize PCBs, as
well as coexposure to other halogenated aromatic hydrocarbons that may
enhance metabolism, PCB body burdens vary dramatically between exposed
individuals. Finally, despite the fact that serum PCB levels are often measured,
PCB-contaminated foods often contain additional contaminants, includ-
ing methyl mercury and pesticides,10,30 that we and others have shown31–33

enhance the toxicity associated with exposure to complex mixtures of
contaminants.

3.3 Why are PCBs Still of Concern in the 21
st
Century?

PCBs have, on occasion, been described as a toxicant most relevant to the 20th

Century (Wolff, personal communication), since manufacture and use of PCBs
ceased in the mid to late 1970’s.16 Hence it is necessary to explain why a review
of the health consequences of exposure of adults and aging individuals to PCBs
is still important in 2012. There are, however, several reasons for continued
interest in the roles of PCBs in altering CNS and endocrine changes in adults
and the elderly.

Firstly, there has been widespread use of PCBs. Indeed it has been estimated
that, in the period between 1930 and 1970, approximately 30 000 tons were
released into the air, 60 000 tons into fresh and coastal waters and more than
300 000 tons into dumps and landfills.34 Given their persistence and widespread
distribution, in both the environment and in foodstuffs including fish and dairy
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products, exposure to PCBs still remains a valid concern. Indeed levels of PCBs
in fish from contaminated sites, including the Hudson River in New York State,
still require fish consumption advisories.35

Secondly, since this review focuses on aging and vulnerability to environ-
mental chemicals, levels of PCBs in the environment were dramatically higher
in the past;36,37 hence the elderly were more likely than younger individuals of
today to have been exposed to higher levels of PCBs. In support of this
statement, it is widely recognized that body burdens of PCBs (as well as other
environmental contaminants) are positively associated with the age of the
individual.38 Furthermore, Seegal and colleagues recently described the half-
lives of individual PCB congeners in a subset of former capacitor workers who
had been exposed more than 28 years ago to extraordinarily high levels of
PCBs.39 Despite the passage of almost three decades, serum PCB levels in these
former workers were more than twice those seen in individuals of similar age
who were living in the same area but had not been occupationally-exposed to
PCBs. Half-lives of PCB congeners were dependent on two factors: the degree
of chlorination of the congener (more highly chlorinated congeners had longer
half-lives than did lightly chlorinated congeners) and the initial levels of PCBs
(the greater the initial PCB body burden, the shorter the half-lives of the
congeners). Thus, persistent, relatively low body burdens of PCBs may either
continue to contribute to dysfunctions of the nervous and endocrine systems in
elderly populations or provide a biomarker of prior exposure to much higher
PCB levels that may have contributed to the observed reductions in the health
of elderly individuals.

This latter point is supported by results from a study in which adult non-
human primates (NHPs) were exposed to either Aroclor 1016 (a mixture
consisting primarily of lightly chlorinated ortho-substituted congeners) or
Aroclor 1260 (a mixture of more highly chlorinated congeners) (0.8, 1.6 or 3.2
mg/kg/day) on a daily basis for 20 weeks. This exposure paradigm significantly
reduced basal ganglia (nigral and striatal) DA concentrations25 and resulted in
serum PCB concentration near the upper level reported in capacitor workers.40

In order to determine whether these reductions in central DA concentrations
were permanent, an additional cohort of NHP was exposed to the same
concentrations of Aroclors 1260 or 1016 for the same duration, but maintained
for an additional 20 weeks following PCB exposure prior to sacrifice.41 Despite
significant reductions in serum PCB concentrations during this ‘wash-out’
period, basal ganglia DA concentrations failed to return to levels seen in
control animals. Because the serum (and brain) concentrations of PCBs
following the wash-out were similar to those seen in animals exposed to lower
levels of PCBs for 20 weeks and then immediately sacrificed, but failed to show
significant reductions in basal ganglia DA concentrations, these findings
strongly suggest that the high levels of PCBs seen during exposure, rather than
residual levels following removal from PCBs, were responsible for the
reductions in central DA. Thus, although current PCB body burdens may
provide an estimate of prior exposure, it is most likely that any deleterious
consequences are the result of prior, higher level exposure, further supporting
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the hypothesis that any PCB-induced deficits in aged or elderly humans were
likely due to prior exposure.

3.4 Neurological Sequelae of High Level Occupational

Exposure to PCBs in Adults

I have chosen to first discuss the neurological consequences of occupational
exposure to PCBs for two reasons. Firstly, levels of exposure (and resulting
body burdens of PCBs) were dramatically higher those than seen in non-
occupationally exposed individuals. Secondly, exposures to other putative
neurotoxicants were either absent or at lower levels (on a percentage basis) than
environmental exposures.

Occupational exposure to PCBs, which occurred primarily in factories that
manufactured power capacitors that used PCBs as dielectric fluids, resulted in
extraordinarily high serum levels of PCBs measured shortly after the use of
PCBs was banned in the late 1970’s.16 Serum levels were approximately 100-
fold higher in the serum of these workers (approximate geometric mean of 363
ppb for lower PCBs and 30 ppb for higher PCBs)40 compared to those seen in
non-occupationally-exposed individuals in the same geographical region (3.6
ppb for total PCBs).13

Steenland et al.,42 in a retrospective mortality study of male and female
former capacitor workers whose average birth date was 1934, found an excess
mortality associated with amyotrophic lateral sclerosis and, in the most highly
exposed women, an excess mortality associated with Parkinson’s disease.
Although these findings were based on mortality, rather than incidence, the
authors suggest that, particularly for aging women, exposure to PCBs is
associated with increased mortality due to neurological disorders.

Seegal and colleagues, because of the previously mentioned studies in
NHPs—which demonstrated that exposure to PCBs resulted in long-term if not
permanent reductions in basal ganglia DA concentrations—undertook a study,
using a cohort nearly identical to that used by Steenland et al, to determine if
prior occupational exposure to PCBs would also result in a decrease in
measures of central DA. To test that hypothesis, we used single positron
emission computerized tomography (SPECT) imaging with the DA transporter
ligand, [123I] Beta CIT to determine changes in the density of DA terminals in
the striatum of male and female former capacitor workers whose median age at
the time these measures were collected was 63.5 years. Reductions in striatal
DA terminals are seen in PD, and these decreases become greater during
disease progression.43 Women, but not men, showed an inverse relationship
between lipid-adjusted total serum PCB concentrations and the density of DA
terminals, even though serum PCB concentrations did not differ significantly
between them. Most importantly, these findings were still significant after
controlling for a number of potential confounders that have been shown
to influence the rate and severity of PD progression. These include the age
of the individual, their body mass index, their level of education, the number
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of caffeinated beverages consumed and the number of cigarettes smoked
(Figure 3.3).

Although the Steenland et al. and the Seegal et al. studies were conducted at
different times—Steenland et al. published their findings in 2006 while Seegal
et al. published their findings in 2010—both studies reached similar
conclusions, i.e., only women who were highly exposed to PCBs demonstrated
increased PD associated mortality42 and a decrease in the number of striatal
DA terminals indicative of PD.11 It is tempting to conclude that the sex-specific
reductions in DA terminal densities serve as an early biomarker of PD.

3.5 Sequelae of High Level Non-Occupational Exposure

to PCBs on Cognitive Function

Unfortunately, high level exposure to PCBs and related HAHs, including
dibenzofurans, has not been limited to occupational settings. First in Japan,
noted in 1968 (Yusho),44 and then, approximately ten years later, in Taiwan
(YuCheng),45 adults, children, infants and fetuses were exposed to rice oil that
had been contaminated with PCBs and dibenzofurans. Existing literature46–48

describes the devastating neurological and morphological changes that resulted
in children and infants that had been exposed due to maternal consumption of
the contaminated rice oil. The effects of exposure to the contaminated rice oil
were, however, not limited to those individuals exposed during development.
Lin et al.12,49 describe the neurocognitive changes seen in adults who were more
than 60 years of age at the time of assessment. These changes included reduced
attention during performance of a digit span test, visual memory span and
verbal memory recall. Most importantly, these changes were significant only in
exposed women. In the later study, Lin et al. noted deficits in the Mini-Mental
Status examination that were negatively associated with the subjects’ body
burden of PCBs.

Figure 3.3 Dopamine transporter density, as measured by b-CIT SPECT imaging, as
a function of the log of current serum PCB concentrations (expressed on a
lipid-adjusted basis, ppm) by sex, prior to adjusting for potential
confounders, in former capacitor factory workers.
(Reproduced with permission from ref. 53).
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Thus in at least three epidemiological studies,11,12,42 associations were seen
between body burdens of PCBs and related HAHs and deficits in neurological
and neurocognitive performance in women but not in men, despite the fact that
the age of the men and women did not differ significantly. Why are aging
women more susceptible to the neurotoxic effects of PCBs than men?

We suggest that a highly relevant factor, common to these studies, is the age
of the subjects and their consequent reproductive status. For example, in the
Seegal et al. study, the median age of the subjects was 65 years, hence both men
and women had either segued into, or had begun the process of reproductive
senescence associated with, a decrease in gonadal hormones.50 We further
suggest that age-related decline in central gonadal hormones, either of ovarian
origin or conversion of testosterone to estrogen in the brain,51 has different
consequences in men and women following exposure to known DA neur-
otoxicants. This suggestion is supported by data from Murray et al.52 and
Tamas et al.,53 who have shown that, following administration of 6-OHDA, a
potent DA neurotoxicant, (1) ovariectomy increases the loss of basal ganglia
DA, compared to that seen in the intact female; (2) castration reduces the loss
of basal ganglia DA, compared to that seen in the intact male; (3) estrogen
supplementation in the ovariectomized rat restores DA to levels seen in the
intact female and (4) estrogen supplementation in the castrated male reduces
the protection following castration to levels seen in the intact male rat. These
findings strongly suggest that estrogen is neuroprotective in the female, while
estrogen (from aromatization of testosterone) may be a risk factor in the male
brain. Thus reductions in ovarian hormones following menopause (all women
in the above described epidemiological studies were postmenopausal) are
posited to result in the loss of known neuroprotective factor(s), while
reductions in circulating testosterone and central aromatase activity in the
aging male may result in the loss of a neuro-risk factor (i.e., central estrogen
due to enzymatic conversion of testosterone to estrogen).

In order to test that hypothesis in a laboratory setting, we recently conducted
studies using intact, gonadectomized and sham-gonadectomized adult male
and female mice exposed to PCBs and determined changes in striatal DA
concentrations. Although experimental gonadectomy only partially recap-
itulates the hormonal and neurological changes associated with natural
menopause, this approach best models the changes seen in reproductively
senescent women and men. As seen in Figure 3.4, PCBs significantly reduced
striatal DA concentrations in intact, reproductively competent male mice, but
not in intact reproductively competent female mice. These findings closely
approximate the observations reported by DiPaolo and colleagues,54,55 Murray
et al.52 and Gillies et al.56 following exposure of in intact male and female mice
or rats to either MPTP or 6-OHDA. Furthermore, in our study, ovariectomized
mice exposed to PCBs showed significant reductions in striatal DA following
exposure to PCBs compared to levels seen in intact PCB-exposed mice, findings
similar to those seen by Morissette et al.54 These findings further support the
hypothesis that ovarian hormones are neuroprotective and that the loss of
ovarian hormones (due to ovariectomy) increases susceptibility to DA
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neurotoxicants. However, unlike other studies that have used ovariectomized
rodents to examine the role of estrogen as a neuroprotective factor, we chose to
compare the neurochemical consequences of exposure to PCBs in gonadec-
tomized mice against those seen in sham-gonadectomized mice (i.e., mice that
were exposed to the same anesthetics and analgesics and who had been
surgically manipulated but did not have their gonads removed). Surprisingly,
PCB-exposed, sham-ovariectomized mice showed the same reductions in
striatal DA as seen in ovariectomized mice, despite no significant changes in
circulating ovarian hormones.

Why have I spent so much effort describing these results, particularly since
the focus of this review is concerned with aging and increased vulnerability to
environmental contaminants? Firstly, these unexpected findings suggest that
surgical trauma, and by analogy, significant psychological trauma, may interact
with environmental contaminants to induce changes in the CNS, thereby
increasing the likelihood of developing PD or associated movement disorders.
Thus trauma, including the death of a spouse or a loved one, in combination
with prior exposure to environmental contaminants, may trigger Parkinson’s
disease or other neurological or neurocognitive disorders. Obviously, this novel
hypothesis requires additional research. Furthermore, there is evidence, both
epidemiological57,58 and laboratory-based59,60 demonstrating that PCB exposure
leads to menopause at an earlier age.

3.6 Effects of Environmental Exposure to PCBs on

Motor and Cognitive Function in Adults

A number of studies have examined the behavioral consequences of devel-
opmental exposure to PCBs61–64 and have noted long-lasting deficits in
cognition and behavior in infants and children born to mothers who consumed
contaminated fish from the Great Lakes. A much smaller series of studies,
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Figure 3.4 Dopamine levels in the striatum of control and PCB exposed (70-day
subchronic exposure to food containing 500 ppm of Aroclor 1254) adult
intact male and female mice or mice that had undergone gonadectomy or
sham gonadectomy surgery.
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however, have examined the behavioral consequences of exposure of adults to
environmental levels of PCBs.

An early study by Schantz et al.65 examined the effects of exposure to PCBs
and DDE on motor function in 50–90 year old Michigan residents who
reported that they had eaten more than 24 pounds of contaminated fish per
year. Higher fish consumption, and by inference, elevations in PCB body
burdens, was associated with significantly poorer performance on tests of
motor function, including the Grooved Peg Board and the Static Motor
Steadiness Test. However, when statistically correcting for relevant
confounders, including age and gender, the associations between exposure to
PCBs and/or DDE became only marginally significant.

These largely negative results have been, in part, obviated by findings from
the same cohort when measures of neurocognitive were obtained. Schantz
et al.10 found significant associations between consumption of contaminated
fish and impairments of memory and learning. Furthermore, these authors
noted that PCBs, but not DDE, were statistically and negatively associated
with lower scores on several measures of memory and learning, including the
Weschler Memory Scale and the California Verbal Learning test (CVLT).

A similar study was more recently conducted by Fitzgerald et al.,13 who
determined the neuropsychological status among older residents of Upper
Hudson River communities. The subjects were of similar age to those examined
by Schantz et al. (55–74 years of age), although information on consumption of
contaminated fish was not included. Furthermore, serum PCB levels (lipid-
adjusted) were less than half the levels reported in the studies by Schantz et al.
(3.2 ppb versus 7.9 ppb). Nevertheless, negative associations between serum
PCB levels and decrements in the CVLT, as well as increased depression,
measured by the Beck Depression Index, were seen in the Fitzgerald study.
Thus even at lower PCB body burdens, residents of the upper Hudson River
demonstrated deficits in the CVLT, thereby partially recapitulating the earlier
findings of Schantz et al. The findings of both authors are of particular
importance because they suggest that either current or prior exposure to
contaminated fish (Schantz) or living adjacent to PCB contaminated sites
(Fitzgerald) is associated with decrements in neurocognitive function in adults,
even after controlling for age.

Somewhat similar findings were reported by Haase et al.,66 from a study
supported by the NIEHS Superfund. They examined the relationship between
exposure to PCBs and neuropsychological function in a Native American
population of Mohawk people who were residing in upstate New York and
who had been environmentally exposed to PCBs and pesticides. Interestingly,
the age of the subject significantly affected the relationships between PCBs, but
not pesticides, and cognitive function; only individuals who were more than 49
years of age demonstrated deficits on the Trail Making Test, the Stroop test, the
Wisconsin Card Sorting Test and Visual memory performance.

Finally, Kilburn et al. published a series of manuscripts describing the
behavioral consequences of adult exposure to PCBs and related contaminants.
In a 1989 publication,67 the author described neurobehavioral dysfunctions in
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firemen exposed to PCBs and their by-products in a transformer fire. Beha-
vioral deficits included memory impairments for story recalls, visual images and
number recall. Improvement in some of their behaviors following an experi-
mental detoxification program consisting of a medically supervised diet,
exercise and sauna, was also reported. There was, however, no relationship
between reported deficits in behavior and serum measures of PCBs raising
concerns since exposure to combustion products of PCBs, including dioxins,
may have contributed to the reported neurocognitive deficits. Furthermore,
McCaffrey and Westervelt68 criticized the purported improvements following
detoxification, since many of the tests were subject to practice effects, i.e.,
performance on these tests would have shown an increase regardless of inter-
vention simply because the tests were repeated. Kilburn69 also described visual
and neurobehavioral impairment in residents living near a natural gas pipeline
pumping station (the pumps were lubricated with a compound that consisted of
50–80% PCBs) that resulted in dispersion of PCBs from compressed air used to
start the pumps. Exposed subjects were reported to have slower simple and
choice reaction times, increased body sway and deficits in performance of the
grooved peg board test and the Trail Making Test. Concerns have been raised,
however, because many of the exposed subjects were involved in a lawsuit
against the gas pipeline company. Hence these subjects would, perhaps, be
motivated to show deficits in neurocognitive function. However, in a later
publication, Kilburn70 stated that being involved in a lawsuit against a company
that owned an electronic manufacturing plant that resulted in exposure of
residents to tricholoroethylene did not affect performance. These issues would
have been either partially or fully negated if the author had administered the
Test of Memory Malingering, which is designed to help psychologists and
psychiatrists distinguish between malingered and true memory deficits.71

Nevertheless, the concerns raised about the aforementioned studies illustrate
the complexity, and the necessity for extreme care, in conducting epidemi-
ological studies. These concerns include: controlling for potential confounders,
determining, using power analyses, whether the cohort is sufficiently large to
allow appropriate conclusions to be drawn, whether other known or putative
environmental agents may contribute to deficits in central function and if the
subjects have or have had a vested interest in the outcome of the neurocognitive
or neurological measures.

3.7 Are PCBs the only ‘Bad Actors’?

It is appropriate at this time to discuss concerns that I and others have
that environmental exposure to PCBs rarely, if ever, occurs in the absence
of coexposure to other neurotoxicants. This statement is particularly true
in the case of consumption of contaminated fish and other foodstuffs
(Figure 3.5).10,37,72 Indeed, in a 1999 publication entitled ‘Are PCBs the Major
Neurotoxicant in Great Lakes Salmon?’,30 I demonstrated that, in rats exposed
to diets adulterated with lyophilized salmon (from either Lake Huron or Lake
Ontario) that resulted in daily exposure of as little as 13.9 mg/kg/day of PCBs,
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reductions in striatal DA were similar to those seen following exposure to 10
mg/kg/day of an ortho-substituted congener (2,4,2 0,40-tetrachlorinated PCB).
However, the concentration of this congener required to yield changes in
striatal DA similar to those following consumption of diets containing
lyophilized Great Lakes salmon were approximately 100-fold higher!

What other contaminants found in salmon from the Great Lakes may
contribute to this much greater activity? As shown in Figure 3.6, contaminated
salmon from the Great Lakes contains many other known neurotoxicants,
including methyl mercury and pesticides.10,73,74 To reinforce this point, we later
examined, using an in vitro tissue model and measuring DA content, whether
PCBs would interact with methylmercury.31 This study clearly demonstrated
that coexposure to two recognized environmental neurotoxicants resulted
in greater decreases in DA than did exposure to either contaminant alone.

Figure 3.5 Relative contribution of food groups to the intake of total PCBs,
determined from a Swedish market basket in 2005.
(Reproduced with permission from ref. 38).

Figure 3.6 Relative proportion of the major organic contaminants found in Lake
Ontario salmon fillets.
(Reproduced with permission from ref. 78).
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These studies also serve as a caveat for epidemiological studies that examine the
relationships between consumption of contaminated foods and neurocognitive
deficits, since many studies examine only the statistical relationships between
serum PCB levels and behavioral deficits. This is because techniques for their
quantification are readily available and are used as a biomarker of exposure,
leading perhaps to the fallacious conclusion that it is only the PCBs that
contribute to the behavioral/cognitive deficits.

3.8 PCBs as Etiologic Factors in Diabetes/Insulin

Resistance

Major non-neurological health consequences of both occupational and envi-
ronmental exposure to PCBs include evidence for increased risk of cancer,8 as
well as diabetes/insulin resistance.75 Although the mechanisms responsible for
the relationship between obesity and cancer are not fully understood, there is
compelling evidence that elevations in circulating levels of insulin, and
associated increases in cellular insulin-like growth factor, are associated with
obesity and increase the availability of glucose to cells within the body.76 In
turn, because cancer cells require large amounts of glucose, the obesity/
diabetes-induced elevations in insulin are thought to play an important role in
tumorigenesis.

Because the major focus of this review is on the neurological/neurocognitive
effects of PCBs in adults and the elderly, I will focus, in this section, on the role
that PCB-induced diabetes/insulin resistance plays in altering CNS function,
including neurodegenerative disorders. Before that discussion, however, it is
necessary to review research that demonstrates that PCBs lead to an increase in
either diabetes or insulin resistance.

Persky et al.75 examined the associations between PCB exposure, determined
by measuring serum PCB levels, and diabetes in post-menopausal women who
had been previously employed at a capacitor manufacturing plant. All PCB-
exposed women demonstrated an increase in self-reported diabetes, but not in
insulin resistance, after controlling for relevant confounders, e.g., body mass
index, triglycerides and alcohol consumption. This relationship was seen only
for dioxin-like and not ortho-substituted PCB congeners. However, for those
women who did not report having diabetes, a measure of insulin resistance
(homeostatic model of insulin resistance) was significantly associated with total
PCB body burden. Potential mechanisms for the association between dioxin-
like PCB congeners and self-reports of diabetes may involve autoimmune
effects associated with increased glutamic acid decarboxylase, which is often
seen in individuals diagnosed with either Type I or Type II diabetes.77

Environmental exposure to PCBs has also been associated with an increase in
diabetes. A 2009 study from Persky’s group78 determined that organochlorine
exposure in Great Lakes sport fish consumers was associated with increased
risk of diabetes. However, in a cohort of individuals originally studied because
of widespread polybrominated biphenyl (PBB) exposure due to accidental
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contamination of feed for dairy cows, Vasiliu et al.3 demonstrated, for women,
but not men, that PCBs, but not PBBs, were associated with a 2.3-fold increased
risk for diabetes. In both the Persky and the Vasiliu et al. study, the concept of
‘reverse causation’ i.e., either increased body mass index or serum lipid levels,
that may have confounded the relationship between elevated halogenated
aromatic hydrocarbon levels and diabetes, was shown not to influence the
observed relationship between exposure and diabetes.

Finally, in a series of studies, Lee et al.4,5,79 demonstrated, using results
obtained from the National Health and Nutrition Examination Survey
(NHANES), an association between serum concentrations of persistent organic
pollutants and diabetes in non-diabetic adults. In the first publication,4 the
authors reported a strong dose–response relationship between serum concen-
trations of persistent organic pollutants, including an ortho-substituted PCB
congener (2,4,5,20,40,5-hexachlorobiphenyl), as well as hepta- and octa-
chlorodibenzo-p-dioxin, oxychlordane, p,p 0-dichlorodiphenyltrichloroethane,
trans-nonachlor) and incidence of diabetes. The authors caution, however,
that, particularly for cross-sectional studies, it is not possible to determine
whether those individuals who had diabetes metabolized the halogenated
aromatic hydrocarbons at a lower rate than individuals who did not have
diabetes, which could result in a confounding of the causal relationship between
these contaminants and diabetes. In a follow-up report, again using data from
NHANES, Lee et al.5 found that both ortho-substituted PCB congeners and
organochlorine pesticides were associated with increased incidence of diabetes.
Finally, the same authors79 concluded that dioxin-like and not ortho-
substituted PCB congeners were associated with increased risk of diabetes.

The lack of agreement between the aforementioned studies highlights the
difficulties in carrying out retrospective epidemiological studies, including
sample selection, measurement of body burdens of relevant contaminants and
determining the relationships between various classes of halogenated aromatic
hydrocarbons, including whether the dose responses for these contaminants are
linear. Nevertheless, in total, the studies suggest that halogenated aromatic
hydrocarbons, including PCBs, are associated with an increased risk of diabetes
and that this risk may initially be independent of the body mass index of the
subject.

Why have I spent so much of this chapter describing the relationships
between occupational and environmental exposures to PCBs and related
contaminants and diabetes/insulin resistance if the goal of this review is to
highlight the role of PCBs in the etiology of disorders of the central nervous
system in adults? The perhaps less than obvious reason is that diabetes is often
associated with elevated circulating levels of insulin resulting in a clinical
insulin resistance.80 Furthermore, these elevations can influence the CNS by
reducing the activity of growth factors essential for the maintenance of
neuronal viability and synaptic connectivity.81 These changes are associated
with decreased cognitive function,82 as well as an increased risk for developing
Parkinson’s and Alzheimer’s disease.83,84 Potential mechanisms by which
alterations in circulating (and brain) levels of insulin and increased cognitive
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dysfunctions are associated with age, as well as Alzheimer’ disease, have been
reviewed by Bosco et al.84 These authors suggest that hyperglycemia, associated
with diabetes, increases peripheral usage of insulin, resulting in decreased
insulin transport into the brain. In turn, alterations in central insulin and
insulin-like growth factors influence neuronal survival, longevity and learning
and memory. Hence reductions in brain insulin, combined with an age-related
decrease in central insulin receptor densities, may interact to increase the
likelihood of both mild cognitive deficits and Alzheimer’s disease, most likely
by increasing inflammation, oxidative stress and levels of b-amyloid and tau.

Similar to Alzheimer’s disease, clinical studies85,86 have demonstrated an
association between obesity, diabetes/insulin resistance and Parkinson’s
disease.83 Potential mechanisms include, as with Alzheimer’s disease, reduced
central energy balance, increased oxidative stress and—in an animal model of
diabetes, induced by placing rats on a high-fat diet—increased nigral iron
levels, which has been associated with a significant reduction in nigral
dopaminergic neurons87 due to Fenton reaction-induced increases in oxidative
stress.

I began this review by stating that declines in cognitive function, as well
as an increased risk for developing neurodegenerative disorders, including
Parkinson’s disease and Alzheimer’s disease, are an inevitable consequence of
aging. I have hopefully presented sufficient data to indicate that exposure to
ortho-substituted PCBs and related coplanar halogenated aromatic hydro-
carbons, including dioxin, may exacerbate these deficits in brain function,
particularly in adults and the elderly. I do not, however, wish to leave the reader
with the impression that prior or current exposure to these and other
contaminants represents a ‘death sentence’, resulting in contaminant-accelerated
decline in cognitive function and an increase in aging-related neurodegenerative
diseases. Because of the strong associations between obesity, diabetes/insulin
resistance and neurocognitive and neurodegenerative disorders, it has been
suggested—and seconded by this author—that regulating obesity at both the
national and personal level must be made an extremely high priority, since
reductions in Type 2 diabetes is likely to decrease diabetes-associated deficits in
CNS function in adults and the aged. Furthermore, as is well known, regular
exercise reduces body weight and diabetes, as well as increasing a process of cell
death known as apoptosis.88 Although this may appear to be ominous and
counter-intuitive, recent studies have suggested that the positive association
between exercise and health is likely to include death/removal of cells that have
been injured or damaged, for example by contaminants or the aging process
itself. Thus, as our mothers were wont to say (or at least mine was!), ‘eat
healthy and exercise (both your body and your brain)!’.
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CHAPTER 4

Parkinson Disease

G. NELSON AND B. A. RACETTE*

University of the Witwatersrand, Division of Biostatistics and
Epidemiology, School of Public Health, Faculty of Health Sciences,
7 York Rd, Parktown, 2193 South Africa

4.1 Introduction

Parkinsonism is a clinical syndrome characterized by bradykinesia, postural
instability, rest tremor, and rigidity. The most common degenerative parkin-
sonism is Parkinson disease (PD), a progressive condition that affects
approximately 2% of people over the age of 65.1 PD is associated with
degeneration of substantia nigra and intraneuronal deposition of alpha
synuclein (either Lewy bodies or Lewy neurites), and clinical improvement of
symptoms with the dopamine precursor, levodopa. Parkinsonism is also
commonly seen with aging.2 Age-related parkinsonism is associated with
functional disability3 and may serve as a marker for degenerative brain
pathologies.4

Patients with PD display resting tremor, bradykinesia, a paucity of spon-
taneous movement, rigidity, and postural instability. Disease progression is
gradual but relentless, and eventually leads to substantial disability for most of
those afflicted. Pathologically, there is selective neuronal loss in the substantia
nigra with the presence of cytoplasmic inclusions (Lewy bodies) in remaining
cells, reduced nigrostriatal neuronal projection, and subsequent striatal
dopamine deficiency.5 Although symptomatic treatment with levodopa focuses
on replacing striatal dopamine, the progression of the disease cannot be slowed
or halted.6,7
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PD is primarily viewed as a disease of aging. The average age of onset is
around 60 years, with only 5–10% of cases occurring before the age of 50.8

However, it is widely believed that PD develops from multiple risk factors,
including aging, genetic predisposition, and environmental exposure. Several
gene mutations have been identified as risk factors for PD, but these account
for only 5–10% of cases of PD.9 This suggests that exogenous or environmental
factors influence the risk of development of PD, either independently or in
conjunction with genetic predisposition.8

PD has been linked to exposure to a number of toxins, including metals,
such as manganese, lead, and copper; pesticides, often associated with farming
and gardening activities; and solvents, such as trichloroethylene. The source
of these exposures can be occupational or community/residential, including
rural pesticide application or urban industrial emissions. Although there
are numerous studies implicating specific occupations in the aetiology of PD,
the majority of PD cases do not have clear occupational exposure,
suggesting that residential/community exposures may be critical in PD
pathogenesis.

Many studies have compared PD incidence and/or prevalence amongst rural
and urban populations in attempts to compare the relative roles of residential
and industrial exposures in the aetiology of PD. Some have shown a higher risk
of PD in individuals living in rural areas of Europe and North America,10–13

which would potentially link PD to exposure to pesticides and herbicides used
in farming, in addition to well water; however, the results are inconsistent.14

The largest population-based study of the relationship between residence and
PD—which used Medicare ICD-9 diagnosed cases and the US Department of
Agriculture rural–urban continuum classification (United States Department
of Agriculture Economic Research Service, 2008) to classify ‘rurality’—found
no dose-dependent relationship between PD and rural living but a higher PD
prevalence and incidence in the most urban counties as compared to the most
rural counties.1 This study suggests that urban living may be an important risk
factor for PD. Most studies investigate only current residence, and not lifetime
residence, and risk of PD.

Studies suggesting that industrialization may increase the risk of PD include
a comparison between similar populations in the USA and Nigeria;15 a
population-based study in Michigan, USA, which showed higher mortality
rates in counties with higher concentrations of industries with potential heavy
metal emissions;16 and comparisons of urban and rural populations in Italy,17

Bulgaria,18 and Taiwan19 (Table 4.1). Although figures were not estimated, a
Swedish study suggested that there was an increased prevalence of PD in a
county where the economy was predominated by steel and wood manu-
facturing industries, in comparison to three other less-industrialized counties,
based on levodopa prescription records, a common method for identifying
cases given the almost universal treatment of patients with levodopa during the
course of their disease.20 A mortality study of World War II veterans found
higher PD death rates in the more industrialized Northern states than in the less
industrialized Southern states.21
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However, differences in rural–urban PD prevalence have not been found
consistently worldwide. Similar PD prevalence and incidence rates were found
amongst residents in urban and rural areas in Estonia,22,23 and in England,24

and an Australian study reported lower prevalence rates of PD in urban areas25

(Table 4.1). A case-control study in Serbia did not find any difference in the
odds ratio (OR) for PD between rural and urban areas,26 and a case-control
study in Quebec, Canada, reported a lower adjusted OR of 0.15 (95% CI
0.04–0.55) for PD associated with living in industrial or mining areas.14

Different study designs, case-finding methods, and definitions of PD, as well as
the difficulty in classifying rural and urban living, prevent direct comparison of the
above studies. In many of the studies, small sample size also affects the validity of
the findings. A recent study investigated rural–urban risk for PD using standard,
population density-based definitions for rural living.1 More than 500 000 prevalent
PD cases older than 65 years were identified from USA population-based
Medicare data. The authors found a significantly higher prevalence of PD in the
most urban USA counties compared to the most rural (Table 4.1 and Figure 4.1).

Studies analyzing PD incidence trends potentially test the hypothesis that
industrialization is a risk factor for PD. A study investigating the longitudinal
risk of PD in a small, relatively rural region in Minnesota, USA, from 1967 to
1979,27 found no change in the annual incidence of PD during that time period.

Table 4.1 Studies comparing PD in different populations.

Authors Measurement Country(ies)

PD prevalence (�10�5)

Industrialized
region

Non/less
industrialized
region

Schoenberg
et al., 198815

Age-adjusted
prevalence ratio

USA and
Nigeria
(439 years)

341 (rural USA) 67 (rural
Nigeria)

Rybicki et al.,
199316

Mortality rate USA 27 16

Taba and
Asser, 200222

Age-adjusted
prevalence rate

Estonia 159 (urban) 139 (rural)

Taba and
Asser, 200323

Age-adjusted
incidence rate

Estonia 19 (urban) 14 (rural)

Totaro et al.,
200517

Age- and
sex-adjusted
prevalence rate

Italy 245 (urban) 215 (rural)

Peters et al.,
200625

Prevalence rate
(unadjusted)

Australia 130 (urban) 164 (rural)

Chen et al.,
200919

Age-standardized
prevalence rate

Taiwan
(450 years)

939 (urban) 544 (rural)

Hristova et al.,
201018

Age-adjusted
incidence rate

Bulgaria 13 (urban) 10 (rural)

Walker et al.,
201024

Age-adjusted
prevalence rate

England 139 (urban) 142 (rural)

Willis et al.,
20101

Age-adjusted
prevalence rate

USA 1 706 (pop. 41 m) 1 371 (pop.
o2500)
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Figure 4.1 County level age- and race-standardized prevalence (per 100 000) of Parkinson disease among Medicare beneficiaries in the
USA (year¼ 2003).1
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It is also unlikely that there was a substantial change in industrialization in that
rural region of the USA over the 12-year period. Similarly, a more recent
population-based study of USAMedicare beneficiaries, reporting PD incidence
rates for a 4-year period from 2002 to 2005, also showed no change.1 This same
study also found a stable PD prevalence rate from 1995 to 2005. A population
prevalence study in the English Midlands did show an increase in PD from 1982
to 1992,28 but this may have been due to increased medical and public
awareness, rather than industrialization.

4.2 Environmental Toxins

Risk factors for PD include modifiable and non-modifiable factors. Non-
modifiable factors include increasing age, male gender, and White race.1,29,30

Modifiable risk factors, such as environment or occupation, have been
relatively under-studied, especially in urban areas where the overwhelming
majority of PD patients reside. Understanding community level exposures to
environmental toxins is critical in determining the causes of most cases of PD
and in developing strategies to reduce the burden of the disease in the future.

4.2.1 Metals

There are a number of studies that suggest that heavy metals are associated
with PD,16,31–34 and that exposure may accelerate some of the pathologic
findings characteristic of PD. The metal for which the most evidence exists for
an association with PD is manganese, but lead, copper, and mercury have also
been implicated.34–36 Most studies have been conducted on occupationally
exposed populations; very little research has been conducted on the effects of
community exposure.

4.2.1.1 Manganese

Manganese is a known neurotoxin that has been associated with damage to
some of the same structures in the brain that are affected in PD.37–39 Exposure
to acute, high levels of manganese is clearly associated with parkinsonism, and
lower-level exposure is associated with parkinsonian motor abnormalities.
Evidence implicating manganese in the aetiology of PD is contradictory.

There is strong evidence for an association of parkinsonism and occupational
exposure to manganese. In 1837, the first case series of parkinsonism in
manganese miners was published. The neurological effects of manganese
exposure in four ore crushers were described as lower extremity predominant
muscular weakness, festination, postural instability, facial masking, hypo-
phonia, and sialorrhea.40 More than 100 years later, in 1955, Rodier described
similar neurological symptoms in a group of 150 Moroccan underground
manganese miners,41 with latency from exposure ranging from one month to
more than 10 years. He described a syndrome characterized by typical park-
insonian findings (rigidity, bradykinesia, tremor, flexed posture, shuffling gait,
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postural instability) and atypical findings (psychosis, personality change,
dystonic ‘cock’ gait, emotional lability). In most cases, the disease progressed to
total disability, despite discontinuing exposure.

There are a number of clinical reports of atypical parkinsonism in similar and
other manganese-exposed workers. Two case series in the 1960s described
manganese poisoning: one in 13 Chilean miners,42 and the other in seven
workers from various industries in Pennsylvania, USA.43 Another report of
six men who developed manganese poisoning in a manganese ore crushing
plant where reported levels were as high as 21.9 mg m�3 was published
in 1974.44

Manganese is the primary exposure in the steel industry and there is some
evidence that workers with acute exposures to fumes present with an atypical
parkinsonian syndrome. In 1966, Whitlock et al. reported two cases of
manganese poisoning in a manganese steel plant.45 Both men were exposed to
manganese levels of 2.3–4.7 mg m�3 during the process of cleaning manganese
steel castings. In 1989, Wang et al. described parkinsonism in six of eight
workers, exposed to even higher concentrations of manganese (428.8 mg m�3)
in a Taiwanese ferromanganese smelter,46 one of whom later developed a ‘cock’
gait.47

While it is clear that manganese causes an atypical parkinsonian disorder,
evidence implicating manganese in the aetiology of PD is contradictory.
Although one population-based case-control study showed an OR of 10.6 for
PD with occupational exposure to manganese for more than 20 years, the
findings were based on three cases and one control.35,48 A Canadian study
found an increased risk of PD in a small case-control study of 42 PD patients
exposed to a combination of metals, including manganese, but did not calculate
risks for exposure to individual metals.14 Conversely, two other case-control
studies, in Germany and Canada, found no association between exposure to
heavy metals, including manganese, and PD.34,49 Contradictory findings were
likely due to differences in study design and study population exposures, and
small sample sizes.

There are many clinical reports on the effects of exposure to manganese
fumes in welders.45,50–52 Manganese is commonly found in welding fumes, and
many welders are regularly overexposed to the American Conference of
Governmental Industrial Hygienists threshold limit value of 0.2 mg m�3, which
was primarily set in regard to neurological effects.53,54 Although the
dose–response relationship between welding exposures and motor function
remain to be established, one small study suggested that performance on peg-
board and timed motor tasks might be slower in 12 manganese-exposed welders
when compared to a control group of 39 railway track welders who had welded
for less than 25 hours in total.52 A large study of 1 423 Alabama welders found
a substantially higher prevalence of parkinsonism compared with the general
population of Copiah County, Mississippi, USA. The estimated prevalence of
parkinsonism among active male welders aged 40–69 years was 977–1 336 per
100 000, and was higher among welders when compared to age-standardized
data for the general population (prevalence ratio 10.19; 95% CI 4.43–23.43).55
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This study specifically addressed parkinsonism, not PD. Several cross-sectional
studies have shown that occupational exposure to manganese at low levels, viz.
below the Occupational Safety and Health Administration’s permissible
exposure limit of 5mgm�3, may be associated with parkinsonian motor
abnormalities (Table 4.2), with the most consistent symptom being slowed
finger tapping. Such studies have been conducted primarily in workers
employed in the metal industry and in welders.

These findings are supported by a number of studies in manganese-exposed
communities (Table 4.3). One such study on 273 people in Quebec, Canada,
showed an association of raised blood manganese levels with slowing of motor
tasks and difficulty with pointing tasks consistent with tremor.56 Two more
recent Italian studies have also suggested that residential exposure to
manganese is associated with an increased prevalence of parkinsonian
disturbances.57,58

Although there is some evidence that welders may have a higher risk of
parkinsonism, findings of epidemiologic studies, including large welder cohorts,
provide contradictory results regarding the relationship between welding and
PD. A survey of three specialty-based practices found only three welders
among 2 249 consecutive patients with PD.59 However, it is possible that
welders were underrepresented in these relatively white collar communities. In a
death certificate study of neurodegenerative disease and PD, welding-related
occupations were not among the highest ranked occupations in PD-related
deaths.60

Table 4.2 Parkinsonian motor abnormalities in workers exposed to low levels
of manganese.

Authors Country Study population

Mean ambient
manganese level
(mgm�3) Clinical signs

Roels et al.,
1987115

Belgium 141 manganese
oxide and salt
producing plant
workers

0.94 (0.07–8.61) Slowed simple
reaction times,
increased hand
tremor

Iregren, 1990116

Wennberg et al.,
1991117

Wennberg et al.,
1992118

Sweden 30 steel smelting
workers; 60
controls

0.18–1.41 Slower reaction
times, reduced
finger tapping
speeds, reduced
tapping endurance,
diadochokinesis

Mergler et al.,
1994119

Canada 115 ferro-
manganese and
silicomanganese
alloy workers;
145 controls

0.89 Slower computerized
finger tapping
scores, less hand
steadiness

Lucchini et al.,
1999120

Italy 61 ferroalloy
plant workers;
87 controls

0.07 Tremor,
coordination,
bradykinesia
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Table 4.3 Studies of community manganese exposure and parkinsonism or PD.

Authors Country Study design Study population Findings

Mergler et al.,
199956

Canada Cross-sectional 273 residents exposed to
manganese

Slowing of motor tasks; difficulty with
pointing tasks consistent with tremor

Lucchini et al.,
200757

Italy Cross-sectional 903 997 residents in 206
municipalities

Prevalence in municipalities in vicinities of
ferromanganese plants 492/100 000 vs
321/100 000 in others

Lucchini et al.,
201258

Italy Cross-sectional 154 adolescents in vicinity
of ferroalloy plants

157 controls

Historical manganese exposure from
ferroalloy emission reflected by the
concentration in soil and biomarkers as
associated with sub-clinical deficits in
olfactory and motor function

Dick et al., 200766 Scotland, Italy,
Sweden,
Romania,
Malta

Case-control 767 PD patients
1 989 controls

No association of manganese exposure
with PD

Finkelstein and
Jerrett, 200767

Canada Nested case
control

509 PD patients
52 477 controls

OR 1.03 (95% CI 1.00–1.07)
per 10 ngm�3 increase in particulate
manganese; exposure to ambient
manganese advances the age of diagnosis
of PD

Willis et al., 201068 USA Cross-sectional 34 584 PD patients RR 1.78 (95% CI 1.54–2.07)
Willis et al., 201263 USA Cohort 138 000 Medicare

beneficiaries with PD
Adjusted HR 1.19 (95% CI 1.10–1.29)
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However, death certificates may underestimate the prevalence of parkin-
sonism or PD, given the long clinical course and rarity of death due to PD-
related morbidity. Two studies in Sweden and Denmark, using hospitalization
for PD to identify cases, found no increased risk of PD in welders.61,62

However, a recent survival study in PD patients found that only 1% of
patients with PD are ever hospitalized for PD, making this a very insensitive
method of case identification.63 Finally, there is some evidence that welding
exposure may accelerate the age of onset of,64 and death due to, PD.65

There is also a growing body of evidence implicating community level
exposures to manganese as a risk factor for PD (Table 4.3). Although a
European study did not demonstrate an association with manganese exposure,
based on occupation, hobbies, and water supply,66 three subsequent large
studies, using GIS (geographic information system) coding, did report
increased risks. The first, using markers of exposure to ambient manganese,
found no association with markers for traffic-generated air pollution, but
reported an increased OR for markers for industrial emissions containing
manganese.67 Using Medicare data for PD case identification and exposure
lagging, a second study reported a higher incidence of neurologist-diagnosed PD
in urban USA counties with high manganese release compared to those with
none68 (Figure 4.2). This was specific to manganese as there was no increased
incidence in counties with high industrial lead or zinc emissions. While these two
studies suggest that community manganese exposures may be a risk factor for
PD, the third, more recent GIS study suggests that manganese may modulate
PD progression. This large retrospective cohort study of Medicare beneficiaries
with incident PD demonstrated higher risk of death in patients living in urban
areas with high industrial manganese emissions than in those in areas with low
emissions.63 This finding was specific to manganese as PD patients living in
regions with high copper emissions had no elevated risk of PD.

The pathophysiology of manganese-associated neurotoxicity has been studied
using molecular imaging in manganese-exposed welders. The same technology
provides an opportunity to understand the relationship between manganese
exposure and PD. [18F]Fluorodopa ([18F]FDOPA) Positron Emission
Tomography imaging in twowelderswith PDdemonstrated reduced [18F]FDOPA
uptake to be more prominent in the posterior putamen contralateral to the most
affected side.64A recent study of asymptomatic, activewelders found reductions in
[18F]FDOPA uptake preferentially involving the caudate, with relative preser-
vation of the posterior putamen.69 Workers imaged in this study had only mild
abnormalities on a quantified motor exam for parkinsonism (Unified Parkinson
Disease Rating Scale motor scale). However, further work to investigate the
spectrumof dopaminergic dysfunction inmanganese-exposedworkers is needed in
order to understand the toxic effects of manganese on the substantia nigra.

4.2.1.2 Lead

Long-term exposure to lead has been suggested as a possible risk factor for PD.
Parkinsonism has been reported in workers exposed to lead-sulfate
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Figure 4.2 Map of USA showing heavy metal emitting facilities (manganese, copper, or lead).
Produced by A. Wright Willis, using Environmental Protection Agency Toxic Release Inventory Facility data, 1988–2005, using
ESRI ARC MAP, version 9 software.
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batteries.70–72 A USA case-control study, published in 2006, reported a two-
fold increase in the risk of PD with occupational lead exposure, measured as
cumulative lead in bone tissue.73 While lead in blood is a good biomarker for
recent exposure, cumulative exposure, which can be measured in bone where
the half-life for lead is decades, is more relevant when studying PD. A second,
much larger case-control study, carried out in the USA and published in 2010,
confirmed a role for lead in the development of PD.74 However, Willis et al.
found no relationship between industrial lead emissions and the incidence of
PD in the USA in a cross-sectional GIS study, using Medicare data.68 Resi-
dential lead exposure differs from manganese in that it has many potential
sources. The role of environmental lead exposure in PD thus needs to be
investigated more thoroughly.

4.2.1.3 Copper

As for lead, the evidence for an association between residential exposure to
copper and PD is tenuous. While occupational exposure to copper was
associated with a two-fold increased risk for PD in a population-based case-
control study in the USA,35 no association was found in a case-control study
conducted in Germany.34

An earlier population-based mortality study showed that USA counties with
a higher concentration of paper-, chemical-, iron- or copper-related industries
had statistically significantly higher PD death rates than counties without these
industries,16 suggesting a geographic association between PD mortality and the
industrial use of heavy metals. Using GIS, Willis et al. analyzed Medicare data
for the risk of PD in counties with high emissions of copper and found no
relationship between industrial copper emissions and the incidence of PD.68

4.2.1.4 Combinations of Metals

Studies suggest that exposures to combinations of metals present a higher risk
for PD than exposures to single metals. Gorell et al. calculated increased risks
for PD with occupational exposures to lead and copper (OR 5.24), lead and
iron (OR 2.83), and iron and copper (OR 3.69) over more than 20 years.35

Another study demonstrated an increased risk for PD in those occupationally
exposed to a combination of manganese, iron, and aluminium (OR 2.28), which
increased when exposure was longer than 30 years (OR 13.64).14 However, the
number of subjects was small in both studies.

4.2.1.5 Other Metals

Other metals that have been studied include iron, zinc, cadmium, aluminium,
and nickel. Although more central nervous system symptoms and decreased
motor function were reported in 38 aluminium exposed welders compared to 39
controls,52 a small case-control study of 130 patients with PD, compared to sex-
and age-matched community controls selected by random-digit dialing, showed
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no difference in work-related contact with aluminium.49 One case-control study
of only 54 patients in the 1980s demonstrated an association between blood
mercury levels and PD.36 All subsequent studies on mercury have shown no
association.34,35,75 There is no other evidence of an association of exposure to
any of these metals with PD76 (when not combined with exposure to other
metals, as discussed in Section 4.2.1.4).

4.2.2 Pesticides

Numerous studies have investigated the association between exposure to
pesticides and the risk of PD. Products most consistently implicated as risk
factors for PD are the widely-used broad-spectrum herbicide, paraquat
(1,10-dimethyl-4,40-bipyridylium dichloride), and the manganese-containing
fungicide, maneb (manganese ethylene bisdithiocarbamate), although neur-
ological effects of other pesticides have also been reported.

There are reports of the development of parkinsonism after acute exposure to
diquat,77 paraquat,78 and glyphosate.79 In addition, a study comparing 50
maneb-exposed, with 19 non-exposed, agricultural workers found that the
exposed group was significantly more likely to have rigidity than the non-
exposed group.80 A case-control study conducted in eight movement disorders
centers in North America compared lifelong occupational and job task histories
to determine associations with parkinsonism and certain clinical subtypes in
519 cases and 511 controls.81 Risk of parkinsonism increased with pesticide use
(OR 1.90; 95% CI 1.12–3.21), use of any of eight pesticides mechanistically
associated with experimental parkinsonism (OR 2.20; 95% CI 1.02–4.75), and
use of the herbicide 2,4-dichlorophenoxyacetic acid (OR 2.59; 95% CI
1.03–6.48).

Studies investigating risk of PD associated with pesticides are conflicting.
There are several case-control studies demonstrating increased risk of PD
associated with occupational exposure to pesticides, herbicides, fungicides,
and/or insecticides.11,82–87 Many of these studies were based on small numbers
of PD cases. On the other hand, a large cross-sectional study found a
dose–response relationship between self-reported incident, but not prevalent,
PD and pesticide use in more than 52 000 pesticide applicators.88 However,
there was no association with specific pesticides. In a cohort study, a relative
risk of 1.7 (95% CI 1.2–2.3) was calculated for PD and pesticide use.89

A recently published Finnish nested case-control study, using serum
biomarkers of organochlorine pesticides collected from 101 cases and 349
matched controls from 1968 to 1972, demonstrated weak evidence for an
association between PD and pesticide exposure.90 A dose-dependent increased
risk of PD was found for only one of the five pesticides tested (dieldrin) and
only among non-smokers.

Fewer studies have looked at associations of PD with community exposure
to pesticides. A case-control study in California, using death certificates to
identify PD cases, found that PD mortality was higher in counties using agri-
cultural pesticides than in those where pesticides were not used (ORs ranged
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from 1.19 to 1.45).91 However, studies that use GIS methodologies to estimate
exposure, rather than relying on subjective self-reported exposure data, provide
the most convincing evidence of the link between pesticides and PD. GIS
modeling was used in a second case-control study to calculate residential
exposure to maneb and paraquat in more than 300 cases and controls over 10
years.92,93 High residential exposures to these pesticides significantly increased
the risk of PD.

Other studies have attempted to estimate the risk of PD from community
exposure to pesticides by using well water consumption as a surrogate measure
of pesticide or herbicide exposure. Only one study, however, has measured
pesticide contamination of well water and attempted to correlate these levels
with PD risk. Gatto et al. used a case-control GIS model to investigate whether
drinking water from wells in areas with documented historical agricultural
pesticide use was associated with an increased risk of PD among residents in a
farming-intensive area of California.94 A comparison of 368 PD cases,
diagnosed by movement disorder specialists, with 341 non-PD controls, was
made. The risk of PD increased for consumption of well water contaminated
with methomyl (OR 1.67; 95% CI 1.00–2.78), chlorpyrifos (OR 1.87; 95% CI
1.05–3.31), and propargite (OR 1.92; 95% CI 1.15–3.20) and also increased as
the number of pesticides in the water increased. The authors concluded that
consuming well water, presumably contaminated with pesticides, may play a
role in the aetiology of PD.

4.2.3 Solvents

Parkinsonism has been reported in patients following exposure to solvents,
including lacquer thinner,95 n-hexane,96 carbon tetrachloride,97 and mixed
solvent exposures from petroleum waste.98 Parkinsonian features have also
been described in painters exposed to various solvents, including toluene,
xylene, carbon disulfide, thinner, methanol, and methylethylketone.99,100

Parkinsonism has been described in a number of case reports as a conse-
quence of a methanol poisoning,101–106 but no studies have shown an
association with PD for this or any other solvent, other than trichloroethylene.

Although a case-control study in Italy identified occupational exposure to
organic solvents as the only significant risk factor for PD among several
industrial chemicals investigated (OR 2.78; 95% CI 1.23–6.26),107 the numbers
of cases and controls were small (86 of each) and no specific solvents were
identified. Epidemiological studies have only been conducted to test
associations of parkinsonism and/or PD with trichloroethylene and carbon
disulfide. However, all studies have been performed in occupationally exposed
individuals, and no data are available for residential exposures.

4.2.3.1 Trichloroethylene

Trichloroethylene (TCE) is a chlorinated hydrocarbon commonly used as a
solvent in the industrial degreasing of metals. It is also used in adhesive paint
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and polyvinyl chloride production, in the textile industry, and in the manu-
facturing of pesticides and other chemicals. TCE is also the most common
organic contaminant of groundwater.108

There have been several case reports of PD associated with occupational
exposure to TCE. A 47-year old women developed PD after exposure to TCE,
first as a house cleaner, and then in the plastics industry.109 Three cases were
also reported by Kochen et al. in 2003.110 In a report published in 2008, Gash
et al. described three factory workers, using TCE as a degreasing agent, who
developed PD.111 An additional 24 workers demonstrated parkinsonian motor
features.

More recently, Goldman et al. tested the hypothesis that exposure to specific
solvents is associated with PD risk. They interviewed 99 twin pairs discordant
for PD and estimated exposures to six different solvents. Only exposure to TCE
was associated with a significantly increased risk of PD (OR 6.1; 95% CI
1.2–33).108However, the number of subjects was small and exposure assessments
were based on jobs that may have involved exposure to multiple agents.
Studies withmore detailed dose reconstruction and larger numbers are necessary
to confirm these findings, as solvents are common environmental toxins.

Hydrocarbon exposure has also been investigated as a risk factor for PD in
other epidemiological studies. A nested case-control study of 188 patients with
PD found that those occupationally exposed to hydrocarbons were significantly
younger at onset of disease (p¼ 0.014), suggesting that hydrocarbons may be
an environmental accelerant for PD.112

4.2.3.2 Carbon Disulfide

Carbon disulfide is used primarily in the manufacture of regenerated cellulose
rayon but is also used in many other industries. Atypical parkinsonism in 21
grain workers (grain inspectors, malt laboratory workers, and grain elevator
workers) was attributed to exposure to carbon disulfide in the 1980s.113

Symptoms included bradykinesia, rest tremor, cerebellar signs, and sensory
neuropathy. In a more recent cross-sectional study of 85 viscose rayon plant
workers and 66 unexposed controls, exposed workers performed more poorly
on finger tapping tests, and displayed postural tremor and peripheral poly-
neuropathy, even at exposure levels below the threshold limit value.114 No
associations with typical PD have been demonstrated.

4.3 Conclusion

This chapter identifies several common environmental chemicals as risk factors
for PD. The metals for which most evidence exists for an association with
parkinsonism and/or PD are manganese, lead, and copper. The products in the
agricultural industry that are most consistently implicated as risk factors for
PD and/or parkinsonism are paraquat and maneb. There is some evidence for
an association of parkinsonism with carbon disulfide, but TCE is the only
solvent for which there is modest evidence for a risk of PD. Future studies,

Parkinson Disease 117



providing converging evidence for the aetiologic role of these environmental
chemicals are needed in order to demonstrate dose–response and to establish
critical thresholds of exposure to inform environmental regulation. Despite
some contradictory findings, reducing environmental exposures may well result
in a substantial reduction in the number of new cases of PD.
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CHAPTER 5

Mercury

HIROSHI SATOH

Professor Emeritus, Tohoku University, Food Safety Commission, Akasaka
Park Bld. 22F 5-2-20 Akasaka, Minato-ku, Tokyo 107-6122
E-mail: h.satoh@med.tohoku.ac.jp

5.1 Mercury and its Compounds

5.1.1 Classification of Mercury Compounds

Mercury (Hg) is a metal that exists in liquid form at room temperature. Metallic
mercury easily evaporates in air to become mercury vapor (elemental mercury).
Mercury creates various compounds which are classified into two general groups:
inorganic mercury compounds and organic mercury compounds. Inorganic
mercury compounds include mercurous mercury (monovalent) and mercuric
mercury (divalent) compounds. Mercurous mercury compounds are easily
broken down into mercuric mercury and elemental mercury. Organic mercury
compounds are chemicals in which mercury is covalently bound to carbon, for
example R–Hg1 or R–Hg–R0, where R or R0 represent organic moieties. Three
major organic mercury compound groups are alkylmercury, arylmercury, and
alkoxyalkylmercury.

It is noteworthy that different mercury compounds have different toxico-
logical profiles, including routes of exposure, metabolism in the body, and
health effects. For metallic mercury, inhalation of mercury vapor is a significant
exposure route, while oral exposure via ingestion is not. A typical health effect
of mercuric mercury compounds is nephrotoxicity, while that of alkylmercury
compounds is neurotoxicity. It is also recognized that exposure at different
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stages of life causes different health effects. In the disasters of Minamata
Disease and Iraqi methyl mercury poisoning, infants born to mothers with
minimal signs and symptoms of methylmercury exposure showed severe
neurological damage and developmental delays. Therefore, fetuses are
considered to be more susceptible than their mothers.

5.2 Mercury Vapor (Elemental Mercury)

5.2.1 Physical and Chemical Properties

The physical and chemical properties of metallic mercury are as follows:1

atomic weight, 200.6; atomic number, 80; density, 13.6; melting point,
�38.90 1C; boiling point, 356.60 1C. Since the melting point of metallic mercury
is �38.90 1C, it exists in liquid form at room temperature. Metallic mercury
is highly volatile. A saturated atmosphere of mercury vapor contains
approximately 18mgHg/m3 at 24.0 1C.

5.2.2 Exposure and Metabolism

5.2.2.1 Route of Exposure and Absorption

Substantial exposure to mercury vapor occurs via inhalation. Mercury vapor is
readily absorbed through the alveolar membrane.2 Approximately 80% of
mercury will be absorbed through the alveolar membrane.

Metallic mercury (in liquid form) is poorly absorbed from the gastro-
intestinal tract. Therefore, metallic mercury ingested is of no toxicological
importance. Dermal absorption is low; uptake of mercury vapor by the forearm
skin of volunteers was calculated to be approximately 1% of the uptake from
inhalation.3

5.2.2.2 Metabolism in the Body

Absorbed mercury vapor is dissolved in the blood stream where it is oxidized
mainly in red blood cells.4,5 While being circulated, remaining elemental
mercury is able to penetrate into brain tissue through the blood–brain barrier6

and into fetal tissues through the placental barrier.7 The distribution of
mercury in neonatal guinea pigs after in utero exposure to mercury vapor was
found to be highest in the liver,8 while in adult animals the kidney has the
highest distribution. The distribution in the kidney, and other organs
accumulating mercury, after exposure to mercury vapor is similar to that seen
after exposure to mercuric compounds (see section 5.3.2.).

Following exposure to mercury vapor, mercuric mercury is the main
chemical form of eliminated mercury, although exhalation of small quantities of
mercury vapor has been demonstrated.9,10 The biological half-life of mercury in
the human body is considered to be approximately 60 days,10 though the data is
limited. The biological half-life of mercury accumulated in the brain is slow and
may exceed several years.11,12
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5.2.3 Health Effects of Mercury Vapor

5.2.3.1 Acute Poisoning

Acute accidental exposure to high concentrations of mercury vapor causes
erosive bronchitis and bronchiolitis with interstitial pneumonitis. The patient
may develop severe respiratory insufficiency. Sometimes signs caused by effects
on the central nervous system (CNS), such as tremor or increased excitability,
are observed.13

5.2.3.2 Chronic Poisoning

Repeated and long-term exposure to toxic levels of mercury vapor causes signs
and symptoms of the CNS. Relatively low dose exposure produces asthenic-
vegetative syndrome, involving weakness, fatigue, anorexia, loss of weight, and
disturbance of gastrointestinal functions. This syndrome has been called
micromercurialism.14

At higher dose exposure, the characteristic tremor appears as fine trembling of
the muscles interrupted by coarse shaking movements. This tremor is observed in
fingers, eyelids and lips. Mercurial erethism also develops; this is characterized by
behavioral and personality changes and increased excitability. Loss of memory
and insomnia are also observed. In addition to the effects on the CNS, inflam-
matory changes of the gums with ptyalism (excessive salivation) may develop.

The toxic effects of mercury vapor exposure on organs other than the CNS,
such as the kidneys, the immune system15 and the endocrine glands, have been
reported. It is, however, difficult to differentiate these from the effects of inorganic
mercury, because after inhalation, mercury vapor is oxidized in the body.

5.3 Inorganic Mercury Compounds

5.3.1 Mercuric and Mercurous Mercury Compounds

Inorganic mercury compounds consist of two classes; mercuric mercury (divalent)
compounds and mercurous (monovalent) mercury compounds. Mercuric
compounds include mercury(II) chloride, mercury(II) nitrate, mercury(II) oxide
and mercury(II) sulfide. Mercurous compounds include mercury(I) chloride,
mercury(I) iodide and mercury(I) sulfate. Mercurous mercury compounds are
unstable, especially in the presence of biological molecules; they decompose into
elemental mercury and the ion of mercuric mercury. Therefore, mercuric mercury
is of toxicological significance.

5.3.2 Exposure and Metabolism

5.3.2.1 Route of Exposure and Absorption

Since mercuric mercury compounds are generally stable, inhalation exposure is not
important; ingestion (exposure via the gastrointestinal tract) is the most significant.
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Acute poisoning after accidental or intentional ingestion of mercuric
compounds has been observed, indicating absorption of such compounds by
ingestion. From experimental studies,16 approximately 2% of ingested mercuric
chloride is absorbed. It is considered that the corrosive action of mercuric
chloride may alter the permeability of the gastrointestinal tract, enhancing
absorption. In newborn rats, increased absorption of mercury has been
reported.17

As for the skin (dermal absorption), it has been demonstrated that if
mercuric mercury applied to the human skin, penetration of mercury occurs.
In animal studies,18 up to 8% of the mercuric chloride applied to the skin was
absorbed within 5 hours.

5.3.2.2 Metabolism in the Body

After exposure to mercuric mercury, the kidneys accumulate the largest amount
of mercury, followed by the liver. Mercuric mercury does not readily cross the
blood–brain barrier or the placental barrier. However, mercuric mercury does
accumulate in the placenta.19 In placental tissue, mercury coexists with
metallothionein (MT), suggesting a defense mechanism by MT.20

Twenty-four hours after injection of mercuric chloride (1.5 or 15.0mmol kg�1

BW) to pregnant mice on day 16 of gestation, only 0.03% of the dose was
detected in an individual fetus.19 Whereas when methylmercury chloride was
injected, 1.3% of the dose was detected.21

Mercuric mercury is excreted by the kidney and the fecal route, with small
amounts being excreted from sweat glands, lacrimal glands, mammary glands,
and salivary glands.1 Small amounts of mercuric mercury is exhaled after
reduction to mercury vapor.22 Alcohol enhances exhalation by changing redox
status, which involves the inhibition of catalase activity.23

5.3.3 Health Effects of Mercuric Mercury Compounds

5.3.3.1 Acute Poisoning

Accidental or suicidal ingestion of mercuric chloride or other mercuric salts
induces dysfunction of the kidneys and the intestinal tract.1 A solution of
concentrated mercuric salt produces corrosion on the mucous membranes of
the gastrointestinal tract; gastric pain and vomiting may follow. Abdominal
pain and bloody diarrhea with necrosis of the intestinal mucosa will occur when
the solution of mercuric salts reaches the intestine. Circulatory collapse (shock)
and even death are possible. Survivors develop renal failure caused by necrosis
of proximal tubular epithelium, and accompanying anuria and uremia.

5.3.3.2 Chronic Poisoning

Chronic poisoning caused by mercuric mercury salts is not considered to exist.
Chronic exposure to a mixture of mercury vapor and mercuric mercury actually
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occurs in an occupational setting. In this case, the kidneys and CNS are target
organs. Intake of mercurous chloride (calomel) as a purgative was reported to
produce symptoms similar to those of poisoning by exposure to a mixture of
mercury vapor and mercuric mercury.24

5.4 Organic Mercury Compounds (Methylmercury)

5.4.1 Organic Mercury Described in this Section

Among the organic mercury compounds, including alkylmercury, arylmercury,
and alkoxyalkylmercury, methylmercury compounds have toxicological
significance. Arylmercury and alkoxyalkylmercury compounds are generally
unstable in the environment and in the body of organisms. They easily break
down into mercuric mercury. Short-chain alkyl mercury compounds, such as
methyl- and ethylmercury compounds, are stable. Ethylmercury compounds
have toxicological properties similar to those of the methylmercury compounds
but are more rapidly degraded in the body.

Since methylmercury occurs naturally in the environment and is biocon-
centrated through the food web, the carnivore fish and sea mammals located at
the center of the food web contain methylmercury concentration, therefore
there may be health concerns associated with consuming these fish. Methyl-
mercury compounds are the subject of section 5.4.

5.4.2 Exposure and Metabolism

5.4.2.1 Route of Exposure and Absorption

In the occupational setting, the vapor of methylmercury can be absorbed by
inhalation. It is also possible that methylmercury salts in the form of fine
particles are inhalable. In olden times, methylmercury-related poisoning of
workers was reported.25 Dimethylmercury is liquid at room temperature and
easily evaporates. Substantial amounts of vaporized dimethylmercury can be
inhaled resulting in poisoning.26

Although exposure through inhalation has occurred as described, ingestion
of methylmercury in food is an important route of exposure among the general
population.

Ingested methylmercury is almost completely (more than 95%) absorbed
through the intestinal tract. Absorption of alkylmercury compounds through
the skin is also likely to occur, and cases of poisoning caused by local appli-
cation of ointment containing methylmercury to the skin have been described.27

5.4.2.2 Metabolism

Methylmercury absorbed into the body is distributed to tissues and organs via
the blood stream. In the blood, a large proprotion (490%) of methylmercury
exists in red blood cells. Methylmercury crosses the blood–brain barrier and
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placental barrier. This was thought to be due to lipid solubility of methyl-
mercury, but was later attributed to formation of a methylmercury–cystine
complex that structurally resembles methionine, an essential amino acid.
The methylmercury–cystine complex is transported through the barriers.28,29

After administration of tracer doses of radioactive methylmercury in man,
10% of the body burden of radioactive mercury was found in the head.30

A substantial amount of methylmercury is found in the liver and the kidneys.
Methylmercury is rather evenly distributed in the rest of the body.

Methylmercury transported through the placenta to the fetus accumulates
and concentrates, especially in the brain. Higher mercury concentrations in
fetal blood than in maternal blood are probably due to the different chemical
structures of fetal and adult hemoglobin.

Methylmercury is decomposed to inorganic mercury by demethylation
in the body. In the organs of sea mammals, extremely high concentrations
of mercury have been detected in the form of inorganic mercury.31 The
demethylation process and formation of mercury selenide is considered a defense
mechanism against methylmercury toxicity, though apparent accumulation is
extremely large.

Methylmercury is excreted mainly (approximately 90%) through the liver
into the bile, and partly through the kidney into urine. Thus fecal excretion is
the main route, though methylmercury excreted in the bile is reabsorbed in the
intestine (an enterohepatic circulation). Methylmercury can be decomposed to
inorganic mercury by the microflora in the intestine.32 Since inorganic mercury
is far less absorbed than methylmercury, the decomposition contributes to
increase fecal excretion. Methylmercury is also excreted into breast milk, the
concentration being approximately 5% of the concentration in the maternal
blood.33 A recent study analyzed, using Electron Capture Detector Gas
Chromatography, methylmercury in the breast milk of Japanese mothers living
in the ordinary environment.34 An average of 54% (with the range of 17–83%)
of total mercury in the milk was identified as methylmercury. Since without
specific exposure most mercury in the human blood exists as methylmercury, it
is considered that methylmercury is excreted into breast milk less than
inorganic mercury is.

Hair has been known as a good indicator of methylmercury exposure,
because the tissue of a hair strand takes in methylmercury during hair
formation. Thus hair is a route of excretion of methylmercury. The amount
taken up is proportional to the blood concentration of mercury at the time of
incorporation. The ratio of mercury concentration between blood and hair in
man is considered to be 1/250 under steady-state conditions, although the
quotient may vary with age35 and pregnancy. In fact, 1/340 on average was
reported among Japanese adults.36

The biological half-life of methylmercury is approximately 70 days on
average. However, analyses of consecutive hair segments from the populations
in Iraq who ingested wheat contaminated with methylmercury37 suggest that a
part of the population has longer biological half-lives, 110–190 days. An
intervention study where subjects ingested fish with high methylmercury
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concentrations revealed biological half-lives of approximately 90 days, from
analyses of both hair and blood mercury.36

5.4.3 Health Effects of Methyl Mercury Compounds

5.4.3.1 Acute and Chronic Poisoning

In the case of methylmercury poisoning, there is no sharp difference between
acute and chronic poisoning. Once a toxic dose has been absorbed in the body,
it is retained for a long time, causing functional disturbances and damage.
A single toxic dose does not produce signs or symptoms until after a latency
period.

The CNS is the critical organ and there are two types of poisoning
depending upon timing of exposure: fetal (pre- or perinatal) exposure and adult
exposure.

5.4.3.2 Poisoning by Fetal Exposure

As was shown in the Minamata Disease disaster and Iraqi methylmercury
poisoning cases, the newborns from the mothers who ingested methylmercury
developed signs or symptoms. Severe cases showed an unspecific infantile
cerebral palsy accompanied by ataxic motor disturbances and mental retar-
dation. In mild cases, psychomotor retardation has been observed; in Iraqi
cases, delayed walking and talking and an increased incidence of seizures38 were
reported. In fish-consuming populations with increased mercury exposure,
such as 10 ppm in hair-mercury levels during pregnancy, impaired
psychomotor test performance of the child at 7 years of age39 was reported.
Poor performances associated with prenatal methylmercury exposure have
been reported among infants whose mothers were living in ordinary
environment.40,41 These reports indicate vulnerability of the fetus to methyl-
mercury. Since methylmercury is excreted through breast milk, postnatal
infants can be exposed to methylmercury. It is, however, difficult to differ-
entiate the effects of postnatal exposure from the effects of prenatal exposure.
Because mothers exposed to methylmercury during pregnancy had elevated
mercury concentrations in breast milk, fetal exposure occurred. A mouse
experiment employing a cross-fostering procedure revealed effects of prenatal
exposure were larger than those of postnatal exposure.42

5.4.3.3 Poisoning by Adult Exposure

In severe and typical poisoning cases, ataxia, concentric constriction of the
visual field, impairment of hearing, and extrapyramidal tract symptoms appear.
Clonic seizures may be observed and some patients develop encephalitis and
can die. Less severe cases show sensitivity disturbances with paresthesia in the
distal extremities, in the tongue, and around the lips. These are early signs of
Minamata Disease.
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5.5 Developmental Toxicity of Mercury

5.5.1 Fetal Minamata Disease Patients

5.5.1.1 Discovery of Fetal Minamata Disease

Fetal Minamata Disease is caused by intrauterine exposure to methylmercury
through the ingestion of contaminated seafood by pregnant mothers. It was
first detected in 1958 in the Minamata Bay area.43 Nine infants manifested a
severe disease resembling cerebral palsy during the epidemiologic investigation
by Kumamoto university. The incidence of the cerebral palsy-like disease was
extremely high among infants who were born in or after 1955. By 1974, 40 cases
were confirmed as fetal Minamata Disease.

Examination of these children revealed a high incidence of signs and
symptoms such as mental retardation, cerebellar ataxia, primitive reflex,
dysarthria, seizure, and pyramidal signs. Sensory disturbance, constriction of
the visual fields, and hearing impairment could not be examined because of the
serious conditions of the patients. It is noteworthy that the mothers of these
children manifested minimal signs and symptoms of Minamata Disease, such as
paresthesia of the lip and extremities. Therefore, fetuses are much more
vulnerable than mothers.

5.5.1.2 Activities of Daily Living (ADL) Scores of Fetal
Minamata Disease Patients at Middle Age

Doi44 suggested an urgent follow-up study for the victims of fetal Minamata
Disease, because of his impression of rapid exacerbation of the several fetal
Minamata Disease patients of his acquaintance. In 2001, the 6th International
Conference on Mercury as a Global Pollutant was held in Minamata, Japan. At
the conference, Doi saw a fetal Minamata Disease patient in a wheelchair. Five
years previously, at the occasion of the opening of the Minamata exhibition in
Tokyo, the patient gave remarks on the stage without any help, though motion
did not appear completely smooth. Since he was still 46 years old, Doi noted the
rapid exacerbation. People who had cared for the patients told Doi that rapid
exacerbation of fetal Minamata Disease patients was observed among several
patients, but not all.

In 2002, a survey of 31 fetal Minamata Disease patients was conducted; the
survey concerned family structure, present status of care, their demand for care,
communication status, and ADL scores.45 Changes in ADL scores during the
past 15 years were also studied among the 22 patients. Their mean ages were
45.5� 3.5 (n¼ 20) for males, and 46.1� 1.9 (n¼ 11) for females.

Eighteen patients lived in their home and 13 patients lived in a welfare
institute. Analysis of ADL showed that around 50% of the patients could not
walk or take a bath, and 30 to 40% of the patients could not eat, excrete,
change their clothes, or wash their face unaided. Approximately 80% of the
patients could understand daily conversation to some degree. Their ability to
express their demands and thoughts, put an idea into action, remember events,
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and live like ordinary people were significantly worse than their ability to
understand daily conversation.

The changes in the ADL scores of the 22 patients over the 15 year period
were not significant, although two patients showed a rapid decrease for ADL of
movement and two other patients died after an interview, before they reached
50 years of age.

This investigation did not involve neurological examination. But these results
indicate that the disturbances among the fetal Minamata Disease patients are
long lasting, with rapidly deteriorating ADL in some cases. Increased risk of
early death is also suggested, although the number of patients who experience
this is small.

5.5.1.3 Cardiovascular Autonomic Nervous Functions
in Fetal Minamata Disease Patients and Other
Populations

Cardiovascular autonomic nervous functions in nine fetal Minamata Disease
patients (aged 44.3� 1.0 years) were compared with age matched healthy
subjects.46 Electrocardiographic data were collected for 3 min. In the time
domain analyses, average R-R interval was significantly shorter for Minamata
Disease patients than healthy subjects, while standard deviation of R-R
intervals or coefficient of variation were not. Frequency domain analysis by
fast Fourier transformation revealed the high frequency component of
Minamata Disease patients was significantly lower than that of the healthy
subjects.

In contrast, a birth cohort study on 1000 children from the Faroe Islands
revealed that prenatal exposure to methylmercury decreased heart rate varia-
bility only in boys at age 7 years. Both diastolic and systolic blood pressure
elevated with increase of cord blood mercury level. At age 14 years, it was
found that prenatal methylmercury exposure was associated with a decrease in
low frequency and high frequency powers and the coefficient of variation of the
electrocardiographic R-R interval.

Although the study subjects were healthy adults, an intervention study was
recently conducted to examine effects of methylmercury on heart rate varia-
bility;47 in the study, healthy adults ate meat of tuna and marline with a high
concentration of methylmercury at a dose of the tolerable weekly intake
recommended by the government of Japan. After 14 weeks of ingestion, heart
rate variability was evaluated. Compared with the baseline data, increases in
‘‘low frequency’’/‘‘high frequency’’ ratio and %‘‘low frequency’’ were observed
after fast Fourier transformation of collected electrocardiograms. This change
was not detected 15 weeks after stopping the ingestion.

Although details are varying among the reports above described, all the
results are involved with cardiovascular autonomic nervous functions. In the
case of fetal exposure, the changes in frequency have been long-lasting, while
adult exposure, the changes were temporary. Affected parameters were also
different.
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5.6 Behavioral Teratology Studies of Methylmercury

5.6.1 Behavioral Teratology

Behavioral teratology is a field of science that examines postnatal effects of
prenatal exposure to any foreign agent, such as chemical substances and
physical stimulants. The concept of behavioral teratology was established by
Werboff in the 1960s.48 Behavioral effects on the offspring of maternal rats
given tranquillizer during pregnancy were observed. ‘‘The behavior, functional
adaptation of offspring to its environment, is susceptible to teratogenic effects
of drugs’’ was described.

The concept of behavioral teratology was expanded so that effects of
prenatal exposure to environmental pollutants have been included. Spyker and
her colleagues conducted the pioneering study on the postnatal effects of
prenatal methylmercury exposure. They revealed impaired swimming ability in
offspring mice exposed to methylmercury in utero.49 The offspring mice showed
behavioral changes in the open field test. It is important to note that the
offspring mice developed apparently normally until being examined under a
stressful environment, such as being immersed in a cold water or released in a
open space with bright light.

Spyker and colleagues defined ‘‘behavioral teratology’’ as the overlapping
area between behavioral toxicology and teratology. The cause of this abnor-
mality occurs during pregnancy, and the effects become overt after birth and
persist over the lifetime of an individual.50

5.6.2 Postnatal Effects of Prenatal Exposure to Methylmercury

in Experimental Animals

A number of investigations on the postnatal effects of prenatal exposure to
methylmercury in experimental animals have been conducted (See reviews by
Shimai and Satoh, 1985,51 Watanabe and Satoh, 1996.52 and Satoh, 2003.)48 As
the framework of behavioral teratology has been developing, postnatal effects
have been grouped into ‘‘eight Ds’’. Spyker originally showed that postnatal
effects could be categorized into: ‘‘birth Defects, abnormal Development,
behavioral Deviation, neurological Disorder, immunological Deficiency,
generalized Debilitation, and premature Death.’’ These were known as the
‘‘seven Ds’’ in behavioral teratology. Later, Tanimura added reproductive
Debility and emphasized birth Defects.48 Currently, eight Ds are accepted in
behavioral teratology.It was emphasized that each D appears in sequence as the
individual ages from neonate to senescence.

Findings reported from investigations include: reflexive behavior (such as
righting reflex and walking ability) in the neonatal period, ultrasonic vocal-
ization during the lactational period, swimming ability, maze avoidance, and
operant learning at in adulthood.48 The doses administered are varying; in
some experiments, the dose corresponded to LD50, but in the other experiments
much smaller doses were administered.51,52 The lowest dose to cause postnatal
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effects on operant learning was 0.008mgHg kg�1 body weight (of maternal
rats), repeatedly administered during gestational days 6–9.

5.6.3 Effects of Fetal Methylmercury Exposure among Humans

Under General Environment

5.6.3.1 Risk Assessment by WHO

As mentioned previously, in the Iraqi outbreak, fetal cases were examined
closely.53–55A group of mother and infant pairs were examined for the delay in
developmental milestones such as walking and talking, and the mothers’ exposure
to mercury. The mercury content of a hair strand of each mother was longi-
tudinally analyzed to determine the peakmercury concentration during pregnancy.
A dose–response relationship was established between the peak mercury concen-
tration during pregnancy and whether first walking or talking was delayed.56

Based on this dose–response relationship, theWorld Health Organization (WHO)57

claimed that ‘‘A prudent interpretation of the Iraqi data implies that a 5% risk
may be associated with the peak mercury level of 10–20mgg�1 of maternal hair’’.

5.6.3.2 Fish (or Seafood) Eating Population

Since exposure levels among the fish eating population reach the above
mentioned level, effects of fetal methylmercury exposure among this population
is of great concern. Thus epidemiological prospective studies with more
sophisticated examination methods than simple observation of developmental
milestones have been carried out since the mid 1980s.

5.6.3.3 New Zealand

In New Zealand, the development of children prenatally exposed to methyl-
mercury via their mothers’ consumption of fish meals during pregnancy was
investigated.58,59 The children were tested at the age of four, using the Denver
Developmental Screening Test (DDST), which encompasses four major function
sectors: gross motor, fine motor, language, and personal-social. The prevalence
of developmental delay was 52% in children whose mothers had been exposed to
high levels of mercury, compared to 17% in the reference group.

In a follow-up study, at the age of 6, each child was tested using the Test of
Language Development, the Wechsler Intelligence Scale for Children, and the
McCarthy Scale of Children’s Abilities.59 Although high prenatal methylmercury
exposure decreased performance in these tests, it contributed little to the variation
in test results, because ethnic background and social class showed greater influence.

5.6.3.4 The Seychelles

In the Seychelles Islands, the developmental effects of in utero methylmercury
exposure from consumption of marine fish by mothers have been studied (the
pilot study).60 An association between in uteromethylmercury exposurewas found
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for when abnormal plus questionable scores were combined.61 Maternal hair
mercury concentration during pregnancy was negatively associated with four
endpoints: The McCarthy General Cognitive Index, Perceptual Performance
subscale, Preschool Language Scale Total Language, and Auditory Compre-
hension subscale. When statistically determined outliers and points considered to
be influential were removed from the analyses, statistical significance of the
association remained only for Auditory Comprehension.

The main study, which was designed to be prospective and involved 779
mother–child pairs, followed the above mentioned study.62 In this study,
children were evaluated at 6.5, 19, 26, and 66 months of age. No association
between the maternal hair mercury level and the test results were found in the
children tested at 6.5 months. No effects of mercury exposure were seen at 19
months. Investigation at 66 months did not reveal the deviation typically
associated with prenatal methylmercury exposure for the following tests:
McCarthy Scales of Children’s Abilities in General Cognitive Index, Preschool
Language Scale, Letter-Word Recognition of Woodcock- Johnson (W-J) Tests
of Achievement, Applied Problems of W-J Tests of Achievement, Bender
Gestalt test, and Total T score from the Child Behavior Checklist. The analysis
was adjusted for possible confounding factors, including birth weight, the rank
of birth, sex, medical records of the infants, age of the mother, alcohol
consumption and smoking habits during pregnancy, and socioeconomic status.

The overall conclusion of the studies in the Seychelles Islands is that it is
currently unclear whether an association exists between low level prenatal
methylmercury exposure and neurologic deficits in the child.

The study in the Seychelles Islands was continued when the cohort subjects
reached 9 years old.63 Two of 21 endpoints were associated with prenatal
methylmercury exposure; one association involved diminished performance
(grooved pegboard non-dominant hand in males only), and the other an
enhancement (hyperactivity index of the Connors teacher rating scale). The
conclusion is, however, that both these outcomes are probably due to chance.

In a review of the studies in the Seychelles Islands,64 the authors concluded
that ‘‘Our primary analyses have so far identified only one adverse association
with prenatal exposure’’. They also pointed out consideration of the potential
for adverse effects of prenatal methylmercury exposure at maternal hair levels
above 10–12 ppm, although the numbers of observations in that exposure range
are limited. They planned continuing longitudinal data collection in the
Seychelles Islands cohort to determine whether late effects of prenatal exposure
would appear. Evaluation at age 16 years has been conducted under the
hypothesis that if prenatal exposure to low methylmercury concentrations (o12
ppm in maternal hair) does incur adverse effects, they may be apparent only in
higher order cognitive functions that develop with maturity.

5.6.3.5 The Faroe Islands

Another large study has been conducted in the Faroe Islands since 1986.39

Increased methylmercury exposure was largely attributed to the eating of pilot
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whale.65 The subjects consisted of a group of approximately 1000 children.
They were evaluated for their neurophysiological and neuropsychological
performances at 7 years of age. Mercury in maternal hair and cord blood was
analyzed, and a subset of cords was analyzed for PCBs.39Although the neuro-
physiological tests showed no indication of mercury-associated dysfunction,
significant negative associations were observed in several neuropsychological
tests. Even with inclusion of covariates with uncertain influence, multiple
regression analysis indicated that 9 out of 20 measurements showed mercury
related decrements. The authors concluded that in utero exposure to methyl-
mercury affects several domains of cerebral function.

At the age of 14 years, investigations were repeated. As described in Section
5.5.1.3, a change in cardiovascular autonomic nervous functions was reported.

Brainstem auditory evoked potentials were measured. Latencies of brainstem
resulted in an increase of around 0.012 ms in peaks II and V when the cord
blood mercury concentration doubled.66 As seen at age 7 years, this effect
appeared mainly within the I–III interpeak interval. Despite lower postnatal
exposures, the child’s hair mercury level at age 14 years was associated with
prolonged III–V interpeak latencies. The authors concluded that a change in
vulnerability to methylmercury toxicity is suggested by the apparent sensitivity
of the peak III–V component to recent methylmercury exposure.

At age 14 years, indicators of prenatal methylmercury exposure were
significantly associated with deficits in finger tapping speed, reaction time on a
continued performance task, and cued naming.67 Postnatal methylmercury
exposure had no discernible effect. An analysis of the test score difference
between results at 7 and 14 years suggested that mercury-associated deficits had
not changed between the two examinations. The authors concluded that the
effects of prenatal methylmercury exposure on brain function appear to be
permanent.

The results of these studies are controversial, especially when comparing
those of the Seychelles and Faroe Islands. In both studies, doses were
principally indicated by the mothers’ hair mercury concentration and the
difference between the dose in each case is small. The study designs and test-
batteries were similar but not identical. The main difference between the two
studies was the source of methylmercury exposure, in the Seychelles by
consumption of ocean fish, and in the Faroe Islands, meat and blubber (fat) of
pilot whales. One possible explanation is that contamination by PCBs may
confound the results of the Faroe island study.

5.6.3.6 Japan

A recent study simultaneously evaluated exposures to both methylmercury and
PCBs and their early postnatal effects.41 In a total of 498 mother-neonate pairs,
the total mercury level (median, 1.96 mg g�1) in maternal hair at parturition
and the PCB level (45.5 ng g�1 lipid) in cord blood were analyzed, and maternal
seafood intake was estimated using a semi-quantitative food frequency
questionnaire. The Neonatal Behavioral Assessment Scale examination
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was conducted 3 days after birth. A negative relationship between hair mercury
level and motor cluster was observed, even after adjusting for PCBs, maternal
seafood intake, and possible confounders. The PCB level was negatively
correlated with the motor cluster, but this association was attenuated after
adjusting for mercury and the confounders. A positive association was
observed between maternal seafood intake and the motor cluster when
considering the effects of mercury and PCBs. The authors concluded that the
data suggests prenatal exposure to methylmercury adversely affects neonatal
neurobehavioral function; in contrast, maternal seafood intake appears to be
beneficial. The neurobehavioral effect of prenatal exposure to PCBs remains
unclear, perhaps because the concentration of PCBs is too low to produce
substantial effects.

It is considered that seafood intake appears to be beneficial, because fish
consumption during gestation can provide the fetus with long-chain poly-
unsaturated fatty acids (LCPUFAs) and other nutrients essential for growth
and development of the brain.68 However, fish consumption also brings about
methyl mercury exposure. In the Seychelles Child Development Nutrition
Study, Psychomotor Developmental Index (PDI) of Bayley Scales of Infant
Development II at ages 9 months was positively associated with total omega-3
LCPUFA and negatively associated with the ratio of omega-6/omega-3
LCPUFA. These associations were stronger in models adjusted for prenatal
methylmercury exposure. There were significant adverse associations between
prenatal methylmercury and the 30 month PDI when the LCPUFA measures
were included in the regression analysis. These data support the potential
importance to child development of prenatal availability of omega-3 LCPUFA
present in fish. Furthermore, they indicate that the beneficial effects of
LCPUFA can obscure the determination of adverse effects of prenatal
methylmercury exposure in longitudinal observational studies.

5.7 Aging and Toxicity of Mercury

5.7.1 Minamata Disease Patients

Kinjo et al. (1993)69 surveyed 1144 Minamata Disease patients aged 40 or over,
living in the Minamata area. Fetal Minamata Disease patients were not
included. Together with the same number of neighbor(hood) controls matched
for age and sex, they were investigated by questionnaire with regard to
subjective complaints and activities of daily living (ADL). It was found that
Minamata Disease patients had significantly higher response rates of all 18
complaints than controls did. The odds ratio of weakness was highest at 29.0
(19.4–43.9; 95% confidence interval). The odds ratios of difficulty of speaking,
tremor, hypoesthesia, dysesthesia etc. were 10–20. These complaints were
related to neurological signs and symptoms of Minamata Disease. The age-
specific differences in prevalence of the complaints between Minamata Disease
patients and the control group were large in younger (40–50 years) groups and
relatively small in older (70–80 years) groups. ADL analysis revealed that the

138 Chapter 5



difference in the ADL disability between Minamata Disease patients and
controls significantly increased with age and that ADL disability in Minamata
Disease patients was aggravated by aging.

The conclusion was different to that of Liu et al., mentioned previously
(section 5.5.1.2). It is noteworthy that the subjects of the study by Liu et al. was
fetal Minamata Disease patients with the average age of approximately 45 years
old and the range of the subject age was narrow. Their age might not be great
enough for aggravate ADL.

5.7.2 Residual or Remote Effects Among Workers Exposed to

Mercury Vapor

5.7.2.1 Mercury Miners

Residual effects due to previous exposure to mercury vapor have become a
concern. Among ex-mercury miners in Japan, neurobehavioral disorders
related to previous exposure that ceased more than 17 years ago have been
reported.70

Neurobehavioral tests were carried out on ex-mercury miners around
18 years after the end of mercury exposure. Seventy-six male ex-mercury
miners who had been exposed to high concentrations of mercury vapor (over
1.0mgm�3) and with a history of mercury intoxication were compared with
controls matched for age (within 3 years), sex, and education. The extent of the
symptoms, caused by mercury poisoning (erethismus merculialis) decreased
considerably after the end of exposure. But matched paired comparison showed
significantly deteriorated performances of motor coordination, simple reaction
time, and short term memory in the exposed group. The duration of exposure
correlated with poorer performance in hand-eye coordination, tapping, and a
color card reading test. Those in job categories classified as having exposure to
mercury also exhibited deteriorated performances. The length of time (years)
after the end of exposure had a significant correlation with better performance
of reaction time and digit span. On the other hand, the history of intoxication
itself had no significant association with any of the current neurobehavioral
performances. In multiple linear regression analysis, the interaction term of
age� history of mercury intoxication showed a significant correlation with
deteriorating performance of hand eye coordination (aiming), pegboard, and
block design test. The subjects 65 years of age and older showed a larger
differences between those with histories of mercury poisoning and control
subjects than younger age groups.

5.7.2.2 Mercury Workers

To identify potential exposure-related neurological abnormalities in workers,
aged 20 to 35 years, previously exposed to mercury vapor, workers completed
occupational and medical questionnaires, with the assistance of a trained
interviewer, and underwent neurological examination.71 They were exposed to
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mercury vapor in the production of the isotope lithium-6. Few significant
differences existed between exposed (n¼ 247) and unexposed (n¼ 255) subjects.
However, multiple linear regression analysis demonstrated several significant
correlations between declining neurological function and increasing exposure
as determined by urine mercury measurements. Subjects who showed urine
mercury peak levels above 0.6mgL�1 during the work that involved exposure
demonstrated significantly decreased strength, decreased coordination, increased
tremor, decreased sensation, and increased prevalence of Babinski and snout
reflexes when compared with those with mercury levels below 0.6mgL�1.
Although exposure was not age dependent, several neurological measures
showed significant age–mercury level interaction. Subjects 70 years of age and
older demonstrated the most significant differences in several neurological
impairments between high- and low-exposure, compared to control subjects.

5.7.2.3 Aging and Mercury Vapor Exposure

These results suggest that there are slight but persistent effects on neuro-
behavioral function, especially motor coordination, among mercury miners,
even more than 20 years after the end of exposure. At the same time age x
exposure interaction was also observed, although it is not known whether the
mercury exposure accelerated aging or the natural neuronal attrition unmasked
prior exposure-related subclinical abnormalities.

5.7.3 Age-Related Increase in Auditory Impairment

Age-related increase in auditory impairment in monkeys exposed in utero and
postnatally to methylmercury has been reported.72 Monkeys (Macaca
fascicularis) were exposed, throughout gestation and postnatally until 4 years of
age, to 0, 10, 25, or 50 mg kg�1 per day mercury as methylmercuric chloride.
Pure-tone detection thresholds were determined when the subjects were 11 and
19 years of age. At 19 years of age, all five methylmercury-exposed monkeys
exhibited elevated pure-tone thresholds compared with controls. Impairment
was generally observed across the full range of frequencies. Comparisons of
performance at 11 and 19 years revealed relatively greater deterioration in
function in the treated monkeys compared with the control monkeys. Although
these results provide evidence for acceleration of impairment of auditory
function during aging as a consequence of developmental methylmercury
exposure, it is not clear from this experiment whether in utero or postnatal
exposure has a greater effect on the acceleration of impairment.

5.8 Effects of Mercury Vapor Exposure During the

Perinatal Period

Compared with methylmercury, studies concerning effects of mercury vapor
exposure during the prenatal period have been extremely scarce in both human
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cases and animal experiments.73 Since little mercury is transfered to the fetus
via the placenta after maternal exposure to mercury vapor, it is plausible that
fetuses should not been readily affected. But recently, postnatal behavioral
effects have been reported. Furthermore, effects of coexposure to mercury
vapor and methylmercury during gestation have been investigated.

5.8.1 Effects of Prenatal Mercury Vapor Exposure

Danielsson et al. (1993)74 reported the effects of inhalation of metallic mercury
vapor (Hg0)— approximately at 1.8mgm�3 for 1 or 3 hours during days 11–14
and 17–20 of gestation—on pregnant rats. The developmental and behavioral
effects on the offspring were studied. Maturation milestones, such as surface
righting, negative geotaxis, pinna unfolding, and tooth eruption, revealed no
differences between Hg0-treated offspring and controls. Spontaneous motor
activity showed that the Hg0-treated offspring were hypoactive at 3 months of
age but hyperactive at 14 months. The exposed offspring showed retarded
acquisition in the radial arm maze but no differences in the circular swim maze.
A simple test of habituation to a novel environment (habituation ratios were
calculated as the quotient of the second 30-min period to the first 30-min period
for locomotion, rearing, rearing time, and total activity parameters) indicated,
for the exposed offspring, a reduced ability to adapt. Mercury concentration in
the brains of offspring exposed for 1 or 3 hours was 0.005 or 0.012mgHgkg�1

respectively at day 2–3 postpartum. Whereas in non-exposed offspring,
0.001mgHgkg�1 was reported.

Since sample collection was carried out after the cessation of exposure,
and the brain, in terms of weight, rapidly develops, it is expected that
mercury concentration might decrease drastically. But considerably low
concentrations of mercury in the brain of fetuses could cause postnatal
behavioral changes.

Behavioral consequences of in utero exposure to mercury vapor were studied
in the offspring of pregnant squirrel monkeys exposed to 0.5 or 1.0mgm�3 of
mercury vapor during the last 2–3 month of gestation or later.75 The estimated
cumulative doses were 1304 to 4305 mg. The monkeys’ lever pressing was
maintained under various Concurrent Random-Interval Random-Interval
schedules of reinforcement. No difference in sensitivity to reinforcer ratios was
identified in the steady state, but there was much more variability in the steady-
state performance of exposed monkeys, as indicated by the standard deviation
of the regression, than in controls. Exposed monkeys were found to produce
smaller or slower transitions than controls. One monkey’s exposure began
during the third week of gestation (earlier than any of the others), and the
behavior of this monkey was so erratic that some of the analyses could not be
accomplished. No data on mercury concentration in the brain was available.

Evaluation of sensory evoked potentials in Long Evans rats gestationally
exposed to 4mgm�3 mercury vapor revealed no changes in responses evoked
from peripheral nerves, or the somatosensory, auditory, or visual modalities
(Herr et al., 2004).76 Dams were placed in cylindrical holding tubes during
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nose-only exposure to either conditioned air or 4mgm�3 mercury vapor for
2 h/day for 10 consecutive days from gestational day (GD) 6 through to GD15.
No data on mercury concentration in the offspring’s brains was available in this
report. A previous report employing the same exposure protocol described
mercury concentration in the fetal brain.77 The mercury concentration in the
fetal brain on GD15 was 49� 5 ng g�1, while in the maternal brain was
approximately 7 mg g�1 (by visual inspection of the figure). The observed
maternal toxicity was decrease of body weight gain during late pregnancy at
this dose.

Yoshida et al. (2005)78 compared postnatal neurobehavioral toxicity of
prenatal mercury vapor exposure between metallothionein-null (MT-null) and
wild-type mice. Pregnant mice of both strains were repeatedly exposed at
0.50mgm�3 for 6 h/day until GD18. Locomotor activity in the open field,
learning ability in the passive avoidance response, and spatial learning ability in
the Morris water maze were evaluated at 12 weeks of age. The exposed MT-null
mice showed a significant decrease in total locomotor activity in males, and a
learning disability in the passive avoidance response and a retarded acquisition
in the Morris water maze in females, as compared with non-exposed controls.
In contrast, the exposed wild-type mice did not differ from controls in the three
behavioral measurements. The results indicate that MT-null mice were more
susceptible than wild-type mice to the behavioral neurotoxicity of prenatal
mercury exposure. Mercury concentrations in the brains of both strains were
slightly higher (8–11 ng g�1) in the exposed group than in the control group
(5–7 ng g�1) 12 weeks after the cessation of the exposure. Lack of MT in the
brain may increase vulnerability to mercury vapor exposure.

5.8.2 Effects of Neonatal Mercury Vapor Exposure

Fredriksson et al. (1992)79 examined the effect of neonatal exposure of rats to
mercury vapor, at the concentration of 0.05mgm�3 for 1 h (low dose) or 4 h
(high dose), on their behavior in adulthood. Exposure occurred on days 11–17
(the period of rapid brain growth). Tests for spontaneous motor activity were
performed at the ages of 2 and 4 months. Rats exposed to the high dose
mercury vapor showed a marked increase in locomotion and total activity but a
decrease for rearing when tested at 2 months of age. At 4 months of age, these
rats showed a marked hypoactivity with respect to all 3 variables. Rats exposed
to the low dose showed no significant differences at 2 months compared to
controls. However, at the age of 4 months, increase in locomotion and total
activity, but a decrease for rearing, already observed at 2 months in the high
dose group, was observed. In the radial arm maze and circular swim maze,
neonatally exposed pups showed a retarded acquisition to the radial arm
maze,while therewas nodifference compared to controls in the circular swimmaze.
These data indicate that neonatal exposure to mercury vapor results in similar
behavior changes to those reported in offspring prenatally exposed to mercury
vapor or methylmercury. Brain mercury concentrations were reported as 0.017
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and 0.063mgkg�1 for the low and high dose group respectively, at 25 days of age.
Whereas in the non-exposed control group, 0.002mg kg�1 was reported.

5.8.3 Effects of Coexposure to Mercury Vapor and

Methylmercury During Gestation

The predominant species of mercury exposure among the general population is
methylmercury from consumption of fish and seafood. In addition, mercury
vapor generated from dental amalgam is also considered to be a significant
source in the countries where the mercury amalgam is still in use. Therefore,
animal studies to simulate coexposure to methylmercury and mercury vapor
have been conducted.

Fredriksson et al. (1996)80 conducted the following experiment: Pregnant
rats were 1) administered methylmercury (MeHg) by gavage (2mg kg�1 per day
during GDs 6–9; 2) exposed by inhalation to mercury vapor (Hg0, 1.8mgm�3

in air for 1.5 h per day) during GDs 14–19; and 3) exposed to both MeHg by
gavage and mercury vapor by inhalation (MeHgþHg0); or 4) were given
combined vehicle administration for each of the two treatments (control).
Clinical observations and developmental markers up to weaning showed no
differences among any of the groups. Behavioral function was examined
between 4 and 5 months of age and included spontaneous motor activity,
spatial learning in a circular bath, and instrumental maze learning for food
reward. Offspring of dams exposed to Hg0 showed hyperactivity in the motor
activity test chambers over all three parameters: locomotion, rearing, and total
activity; this effect was potentiated in the animals of the MeHgþHg0 group. In
the swim maze test, the MeHgþHg0 and Hg0 groups evidenced longer latencies
before reaching a submerged platform compared to either the control or MeHg
groups. In the modified, enclosed radial arm maze, both the MeHgþHg0 and
Hg0 groups showed longer latencies and made more errors in acquiring all eight
pellets. The results indicate that prenatal exposure to Hg0 causes alterations to
both spontaneous and learned behaviors, suggesting some deficit in adaptive
functions. Coexposure to MeHg, which by itself did not alter these functions
at the dose given in this study, served to significantly aggravate the changes.
The mercury concentration in the brain of offspring 2–3 days post parturition
was 4, 5, and 12 ng g�1 for MeHg, Hg0 and MeHgþHg0 respectively.

More recently, mercury vapor of a much lower concentration was applied in
a coexposure experiment. Yoshida et al. (2011)81 exposed pregnant mice to Hg0

at a mean concentration of 0.030mgm�3 for 6 h/day during gestation period.
The methylmercury was supplied with food containing 5 ppm of MeHg from
GD1 to postnatal day 10. The coexposure group was exposed to both Hg0

vapor and MeHg, according to the procedure described. The offspring reached
the age of 8 weeks and then underwent behavioral analyses. Open field tests
showed an increase and decrease in voluntary activity in male and female mice
respectively in the MeHg exposure group. The results of open field test in the
Hg0þMeHg exposure group were similar to those in the MeHg exposure
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group in both males and females. The results in the Hg0 exposure group did not
significantly differ from those in the control group. Passive avoidance tests
revealed no significant differences in avoidance latency in the retention trial
between the Hg0, MeHg, or Hg0þMeHg exposure group and the control
group in males or females. Morris water maze tests showed a delay to reach the
platform in the MeHg and Hg0þMeHg exposure groups compared with the
control group in males but no significant differences between the Hg0, MeHg,
or Hg0þMeHg exposure group and the control group in females.

Apparently, effects of mercury vapor exposure were not observed due to the
low concentration. The brain mercury concentration at 10 days postpartum
was 3.0� 0.3, 340� 91, and 652� 33 ng g�1 for the male Hg0, MeHg, and
MeHgþHg0 group respectively, and 3.2� 0.6, 380� 89, and 341� 69 ng g�1

for the female Hg0, MeHg or MeHgþHg0 group respectively. The control
group showed 1.7� 0.4 or 2.1� 0.4 ng g�1 for males and females respectively.
Although the exposure to mercury vapor ceased at parturition, and the
exposure to methylmercury continued until 10 days after birth, the difference in
concentrations between the two species of mercury is two orders of magnitude.
Mercury concentration in the brain of offspring with mercury vapor exposure
was similar to that of the control group.

Animal experiments to elucidate the toxicokinetics of mercury after prenatal
mercury vapor exposure support the fact described previously (low concen-
tration of mercury in the offspring’s brain).

Morgan et al. (2006)82 exposed pregnant rats to 1, 2, or 4mgHg0m�3 or air
(controls) for 2 h/day from GD6 through to GD15. On the day of birth, the
brain mercury concentration, by visual inspection of the figure, was
approximately 20, 10, 8, and 1 ng g�1 in the groups of 4, 2, and1mgHg0m�3,
and air, respectively. The concentration decreased from postnatal day 1 to
postnatal day14; thereafter the decrease was slow. The amount of mercury in
the whole brain however, was rather stable between birth and weaning, indi-
cating no elimination of mercury. After weaning, the amount of mercury in the
brain of the control group abruptly increased to the levels of the mercury vapor
exposure group. This elevation was attributed to consumption of a diet
containing trace levels of mercury.

Female Long Evans hooded rats were exposed to methylmercury (0, 3, 6, or
9 ppm as a drinking solution), mercury vapor (0, 300, or 1,000 mgm�3 for
2 h/day), or a combination of these, from 30 days before breeding through to
GD18.83 On postnatal day 4, organic and inorganic mercury concentrations
in the offspring brain were analyzed by cold vapor atomic absorption
spectrometry. Statistical analysis using linear mixed effects models showed
that dose was the primary determinant of both organic and inorganic brain
mercury levels. Mercury concentration in the offspring brains was 20–30 ng g�1

for non-exposed controls and 30–50 ng g�1 for the 300 or 1000 mgm�3

exposed group.
These data indicate that after prenatal mercury vapor exposure, the brain

mercury concentration increase by up to tens of ng g�1 at most. One
experiment76 described corresponding maternal brain mercury concentration
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of 7 mg g�1. Therefore, it is concluded that a small amount of mercury is
transfered to the fetal brain after prenatal mercury vapor exposure. It is
surprising that behavioral effects were observed in the animal with such a low
concentration of mercury in the brain.

On the contrary, methylmercury exposure employed in animal experiments
to date has caused substantial elevation of offspring brain mercury concen-
tration (of the order of mg g�1), with the exception of the study by Fredriksson
et al. (1996).80 In their experiment, methylmercury was given by gavage during
GDs 6–9, and the brain was sampled for chemical analysis at 2–3 days after
birth. Therefore, elimination of methylmercury from the brain and dilution of
methylmercury concentration due to rapid growth in brain volume during late
gestational and early postnatal periods possibly lowered mercury concentration
in the offspring’s brain. It is surprising however, in the experiment by
Fredriksson et al. (1996),80 that the brain mercury concentration after prenatal
methylmercury exposure showed extremely low mercury concentration, such as
4 or 12 ng g�1 for MeHg and MeHg þ Hg0, respectively. This needs to be
confirmed.

5.9 Conclusions

5.9.1 Prenatal Methylmercury Exposure in Humans

It is evident that prenatal mercury exposure causes postnatal neurobehavioral
effects in offspring. Human cases have been typically represented by fetal
Minamata Disease patients. They developed neurological disorders after birth
and the disorders have persisted until today, at their middle age. Observations
of their ADL over a 15 year period did not reveal exacerbation among fetal
Minamata Disease patients. Minamata Disease patients with adult exposure
however, showed that the difference in ADL disability between Minamata
Disease patients and controls significantly increased with age and that ADL
disability in Minamata Disease patients was aggravated by aging. It should be
considered that the ages of the two populations are different; fetal Minamata
Disease patients were at middle age when studied, but the adult Minamata
Disease patients were middle aged to elderly.

Cardiac autonomic nervous function was affected by methylmercury
exposure, during both fetal and adult periods. It seems that this consequence
has been permanent for fetal exposure, whereas the effect caused by exposure in
adulthood was temporary. It is plausible that perturbation during fetal (and/or
early postnatal) development may result in permanent (or long lasting at least)
changes, indicating vulnerability of fetuses.

5.9.2 Prenatal Methylmercury Exposure in Animal Experiments

In animal experiments studies, neurobehavioral effects of fetal methylmercury
exposure have been reported in mice, rats, and non-human primates. Maternal
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animals were not affected by methylmercury exposure; it is considered that fetal
animals are much more sensitive than maternal animals. It is also evident that
neurobehavioral effects are still observed after substantial time has passed,
indicating long-lasting effects of prenatal exposure.

It is, however, not known whether prenatal exposure to methylmercury
results in acceleration of aging. One experiment employing monkeys only
showed age-related increase in auditory impairment.

5.9.3 Mercury Vapor Exposure and Aging in Exposed Miners

and Workers

Mercury miners who experienced mercury poisoning 18 years previously
exhibited deteriorated performances of motor coordination, simple reaction
time, and short term memory compared with age matched controls. Moreover,
subjects 65 years of age and older showed larger differences between those with
histories of mercury poisoning and control subjects than did the younger age
groups. Among the workers who were exposed to mercury vapor in plants 20 to
35 years previously, subjects 70 years of age and older demonstrated the most
significant differences in several neurological impairments between high- (peak
urinary mercury concentration 40.6mgL�1) and low-exposure or control
subjects. From these results, effects of mercury vapor exposure persists for a
long time, and previous exposure substantially exacerbates neurobehavioral
performance in the elderly, though such exacerbation was not obvious in
younger age. Therefore, it is possible that mercury vapor exposure
accelerates aging.

5.9.4 Prenatal Mercury Vapor Exposure in Animal Experiments

Not only methylmercury, but also mercury vapor exposures resulted in
postnatal effects without overt toxic signs and symptoms in either maternal or
offspring animals. The postnatal neurobehavioral changes last for a long time
(months or years, depending on the life span of the animals).

Of interest is the concentration of mercury in the brain of fetuses or offspring
that causes such neurobehavioral changes. In the case of methylmercury
exposure, concentration of the order of mg g�1 in the brain was reported from
animal experiments. In contrast, the concentration was tens of ng g�1 or ng g�1,
smaller by 2 or 3 orders of the magnitude, of methylmercury. Since in these
experiments the offspring brain was sampled after parturition on various days,
depending on each experimental protocol, the peak concentration could not be
detected. Only one toxicokinetic study77 revealed mercury concentration in
fetal brain samples collected on the same day of the last exposure. The
concentration was 49� 5 ng g�1 after 10 consecutive exposures from GD6 to
GD15 at 4mgHgm�3 for 2 h/day. Maternal brain mercury concentration was
approximately 7mg g�1 on GD15. Therefore, it is not likely that mercury
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concentration in fetal brain is elevated drastically by maternal mercury
exposure to mercury vapor.

It is surprising that such low concentrations of mercury from mercury
vapor exposures during gestation or neonatal period, presumably in the
mercuric form in the brain after oxidation in the tissue, cause neurobehavioral
changes. Is mercuric mercury derived from mercury vapor so toxic to fetal or
neonatal brain tissue? Or does mercury vapor exposure have an unknown
action that causes a disturbance in brain development? It is also possible that
the toxic species of mercury is not methylmercury but inorganic mercury
derived from decomposition of methylmercury. This hypothesis should be
examined.
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CHAPTER 6

Manganese
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6.1 Introduction

It is clear that the aged are at greater risk of and more susceptible to the
deleterious effects from exposure to environmental agents compared to younger
adults.60,13 Moreover, there is emerging evidence that early life exposure to
environmental agents increases risk of neurologic disease and toxicity late in
life.18,71 In particular, there is clear evidence of health impacts of occupational
and environmental manganese (Mn) exposure in adults, with implications in
the elderly,31,95,106 and evidence from animal studies that exposure to
manganese during early life stages may contribute to disease risk later in
life.87,123 These studies build upon evidence linking transition metal
dyshomeostasis and the accumulation of transition metals, most notably
iron, in brain regions most commonly affected in neurodegenerative
diseases.12,31,81,96 Notably, the well-described interactions between manganese
and cellular iron regulation and dyshomeostasis,35,92,139,168,169 suggest that
manganese may contribute to neurological dysfunction in the aged via multiple

Issues in Toxicology No. 16

Aging and Vulnerability to Environmental Chemicals: Age-related Disorders and their Origins in

Environmental Exposures

Edited by Bernard Weiss

r The Royal Society of Chemistry 2013

Published by the Royal Society of Chemistry, www.rsc.org

151



direct and indirect mechanisms. Here, we briefly review the physiologic
and toxicologic properties of manganese, exposure sources, and evidence—
molecular, animal model, and clinical—supporting a likely role of manganese
in neurologic disease in the aged.

6.2 Environmental Occurrence of Manganese and

Exposure Sources

Manganese is the 5th most abundant metal and 12th most abundant element,
accounting for 0.1% of the earth’s crust. Natural weathering processes result in
the ubiquitous presence of manganese in soil, dust, and water, and in ambient
air containing suspended particles. Overall enrichment of manganese in soil in
developed regions is gradually increasing due to industrial emission.76 Current
estimates of world manganese reserves, including high grade ores (defined as
having more than 44%manganese content), are in the range of 680million tons
of ore, situated in the southern hemisphere, with Australia, Brazil, Gabon, and
South Africa, supplying over 90% of the international market. Ghana and
India, both large suppliers in the past, are now exporting only limited quantities
of low or medium grade ore. The ore mined in Mexico is mostly for use within
that country. The CIS, which as the USSR was the largest supplier of
manganese ore at the beginning of the century, is now left with low grade ore
reserves. Low or medium grade manganese ore deposits are widely distributed
in China.

Anthropogenic uses of manganese are largely in metallurgical processes.
About 90% of industrially processed manganese is used in steel manufacture as
a deoxidizing and desulfurizing additive, and as an alloying constituent. Most
manganese ore is smelted in electric furnaces to produce ferromanganese,
widely used in the production of steel. Metallic manganese (ferromanganese) is
used principally in steel production to improve hardness, stiffness, and strength.
It is used in carbon steel, stainless steel, high-temperature steel, and tool steel,
along with cast iron and super alloys.79 Manganese is also a minor but indis-
pensable component of welding consumables. Most welding consumables
contain less than 6%manganese. The chemical forms in which it is used include
ferromanganese, silico-manganese and manganese carbonate.

The most important non-metallurgical application of manganese is in the
form of manganese dioxide, which is used as a depolarizer in dry-cell batteries.
Manganese dioxide is also used in the manufacture of matches, fireworks,
porcelain, glass-bonding materials, and amethyst glass, and as the starting
material for production of many other manganese compounds. Manganese
sulfate is used primarily as a fertilizer and as a livestock supplement where soils
are deficient in manganese, as well as in some glazes, varnishes, ceramics, and
fungicides. Potassium permanganate, due to its oxidizing power, is used as a
disinfectant, an anti-algal agent, for metal cleaning, tanning and bleaching, and
as a preservative for fresh flowers and fruits, as well as in water and waste-
treatment plants for water purification purposes.79 Other uses of manganese
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compounds are in textile bleaching, for linseed oil driers, in dyeing, in tanning
of leather, and as an oxidizing agent for electrode coating in welding roads.
Another important material is manganese ferrite, a soft ferrite widely used in
electronics. Large amounts are consumed in the manufacture of television
circuit boards.

Manganese is also used as a constituent in a number of organometallic
compounds. Perhaps most notable is the organic manganese compound
MMT (methylcyclo-pentadienyl manganese tricarbonyl), which has received
considerable attention as a potential airborne exposure source of manganese.162

MMT is an octane booster or anti-knock additive in gasoline. It was introduced
in Canada in 1976 and had completely replaced tetraethyl lead in gasoline by
1990. In 1977, MMT was banned by the Environmental Protection Agency
(EPA) as an additive in unleaded gasoline in the US.42 In 1995, the ban was
lifted, and a court decision ordered the EPA to register the product for use as a
fuel additive again, although testing for health effects continues. The Afton
(former Ethyl) Corporation, the manufacturer of MMT, has been marketing
MMT since late 1995. Nevertheless, MMT is currently used only sparsely in the
developed world.162 The major refiners in Canada have voluntarily stopped
using MMT, out of concern for the impact of MMT on advanced vehicles, and
as a result, as much as 95% of Canadian gasoline is now MMT-free.83 In
Europe, MMT is used in Greece,59,160 in a couple of the Eastern countries, and
perhaps by one small refiner in Belgium.11 The EU Fuel Quality legislation in
April 2012 set a limit of 6 mg L�1 manganese in gasoline, falling to 2 mg L�1

from 2014, based on a risk assessment that is due to the EU Commission by the
end of 2012. China is following the same requirements as Europe (Michael
Walsh, personal communication).

Another potentially important class of organomanganese compounds is the
fungicides, including maneb (ethylene-bisdithiocarbonate) and mancozeb
(a polymeric mixture of maneb and a zinc salt); both containB20%manganese
by weight.79 There is limited evidence that use of these fungicides contributes to
increased environmental manganese loading, though a recent study in the
agricultural Salinas Valley (California, USA), where maneb and mancozeb are
regularly applied, reported an association between manganese floor dust
loadings in the homes of agricultural workers and manganese levels in shed
deciduous teeth in resident children4 (see section 6.3).

6.3 Essential and Toxicological Roles of Manganese in

Humans

Manganese is an essential element for humans and animals and is needed for
normal prenatal and neonatal bone mineralization, protein and energy meta-
bolism, metabolic regulation, cellular protection from damaging free radical
species, and the formation of glycosaminoglycans, among other things. Mito-
chondrial superoxide-dismutase (Mn-SOD), pyruvate carboxylase, and liver
arginase are some of the known manganese metalloenzymes. In astrocytes, a
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large portion of intracellular manganese occurs as a cofactor in the enzyme
glutamine synthetase.8 Manganese has also been shown to stimulate the
synthesis of chondroitin sulfate, an important constituent of the cartilage and
connective tissue.100

As an essential element, manganese exhibits a classic inverted ‘U’ shaped
dose–optimum heath response curve, with deleterious health impacts from
physiologic deficiency as well as over exposure when the homeostatic range is
exceeded. Oral intake via the normal diet is the physiological absorption route
for manganese, and inhalation is the typical route for occupational and envi-
ronmental exposure. In healthy adults, tight homeostatic control regulates
gastrointestinal absorption and systemic uptake to about 3% of ingested
manganese. The US Food and Nutrition Board of the National Research
Council established Estimated Safe and Adequate Daily Dietary Intake
(ESADDI) levels as follows: 0.3–0.6 mg per day for infants from birth to
6 months; 0.6–1.0 mg per day for infants from 6 months to 1 year; 1.0–1.5 mg per
day for children from 1 to 3 years; 1.0–2.0 mg per day for children from 4 to
10 years; and 2.0–5.0 mg per day for adolescents (411 years) and adults.130

We are not aware of any comparable estimates specific to the elderly, though it
is reasonable to consider that ESADDI values would differ from those of
younger adults.

Emerging literature shows neurotoxic effects from airborne particles,
especially of ultrafine dimension, carried through the olfactory tract. Therefore
the role of olfactory transport and brain deposition of manganese mandates
further research to assess the impacts on brain functions like olfaction.170 Once
absorbed in the body, manganese is rapidly distributed to various organs and
tissues, including the bone and the brain.151 In the circulation, manganese
binding to blood proteins, such as a2-macroglobulin and transferrin, is
important in mediating the distribution within the body and target organs such
as the brain.34,38,84,119 In the brain, manganese accumulates in the caudate-
putamen, globus pallidus, substantia nigra, and subthalamic nuclei,5 though
recent studies have suggested that following occupational exposures, manganese
may accumulate more broadly across the brain than previously believed.32

6.4 Manganese Toxicity in Adults and the Elderly

Studies have shown clear health impacts of elevated manganese in occupa-
tionally exposed adults.33,145 Prolonged occupational exposure to manganese,
such as may occur in welders, miners, smelters, and other industrial workers
that are exposed to high levels of manganese in fumes, may lead to irreversible
neurological damage resulting in the disorder of manganism. Initially,
manganism presents with psychiatric disturbances that are later followed by
ataxia and an extrapyramidal syndrome. These symptoms resemble somewhat
the progression of Parkinson’s disease.8 However, recent studies have indicated
important differences in the signatures of brain dysfunction in occupational
manganese neurotoxicity versus Parkinson’s disease. For example, in asymp-
tomatic welders at risk for developing manganism, positron emission
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tomography (PET) imaging has shown reduced FDOPA uptake in the
nigrostriatal pathway, with the pattern of affected brain areas as the
caudate4anterior putamen4posterior putamen, which is the exact opposite
brain regional pattern of dysfunction in symptomatic idiopathic Parkinson’s
disease.33

Neuromotor, neurosensory and cognitive effects have been observed in
welders with relatively low manganese exposures.15,41 These findings are similar
to those observed in other manganese-exposed populations, such as workers in
battery production,145,146 ferroalloy production,106,117 and ore-processing.127,132

Early evidence of pre-clinical neuropsychological alteration includes reduced
performance on neuropsychological testing, poor eye-hand coordination
and hand steadiness, reduced reaction time, reduced cognitive flexibility,
and poor postural stability.97 Other symptoms commonly reported include:
headache, weakness, memory loss, sleep disturbance, irritability, anxiety
disorders, and gait disturbance. These effects have been associated with
manganese deposition in the brain, as measured with magnetic resonance
imaging in otherwise normal (i.e., asymptomatic) occupational populations.90

Recent literature also indicates the impairment of cognitive abilities in
adults with occupational and environmental exposure to manganese.147

Chronic manganese exposure in non-human primates has been shown to
produce neurodegenerative changes, diffuse A-beta plaques and alpha-
synuclein aggregation in the frontal cortex. These changes support the
observation of cognitive and working memory deficits observed in these
animals.62

While there is compelling justification for special consideration of the
elderly as a population particularly susceptible to the deleterious effects
of environmental exposures,142 few studies have investigated manganese
pathophysiology in the elderly as a specific sensitive population. Elevated
environmental manganese exposure may also affect non-occupational
populations living in the vicinities of elevated manganese emissions. Studies
have shown increased risk for Parkinson disease or parkinsonian disturbances
in older adults living in areas with elevated environmental manganese.106,107,164

Indeed, manganese exposure may play a role in the development of
idiopathic Parkinson’s disease by acting as an environmental trigger, able to
accelerate the onset of neurodegenerative damage.112 Welders have been
studied for a possible increase of Parkinsonism due to manganese exposure.
An increased frequency of parkinsonian disturbances has been shown in case
control studies on large groups of welders in the US. The parkinsonian
features in welders do not appear to be different from idiopathic Parkinson’s
disease (PD), except for a younger age of onset and a tendency to familiarity.
Epidemiological studies conducted in Norway, Italy, and Canada have
shown increased prevalence of Parkinson’s disease and Parkinsonism in the
vicinity of industrial sites causing emission of manganese dust.108 The
differences between manganism and manganese-induced parkinsonism may
be interpreted. Relatively short term exposure to high concentrations of
manganese appear to target the globus pallidus, sparing the substantia nigra
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pars compacta and resulting in the typical features of classical manganism,
as described by Couper in 1837,30 only 20 years after sir James Parkinson’s
description of the ‘‘shaking palsy’’. Prolonged and lifetime exposure to
much lower levels of manganese, that may still exceed the homeostatic
range, can target the entire area of the basal ganglia. This may explain the
increased frequency of parkinsonism among elderly people with prolonged
environmental exposure to manganese.109,164 Welders may represent a
particular at-risk group, where a combination of both manganism and
manganese-induced parkinsonism takes place, according to the
different levels of interaction between intensity and duration of manganese
exposure.

6.5 Early Life Exposure to Manganese and Adult

Disease

There is a compelling need to understand the extent to which early life exposure
to elevated manganese may contribute to increased risk of disease in the elderly.
Emerging evidence from studies of other environmental agents, such as air
pollution and lead, support the concept of health effects in adults who suffered
exposures as children.18,71 However, currently, there are no comparable human
data we are aware of linking early life manganese exposure with adult disease.
Notably, the developing brain is more sensitive to manganese than the adult
brain, due to enhanced absorption of the metal, relatively lower biliary
excretion, and the continued development of synapses throughout childhood
until adolescence, particularly in the prefrontal cortex. All of these factors
increase the potential for neurological injury from excessive exposures.6,136

During development, manganese readily crosses the placenta and can
accumulate in the brain, and neonates receiving total parental nutrition (TPN)
can accumulate over 200% more manganese in the brain compared to children
not receiving TPN.50 However, information addressing toxicity from oral
exposure in children has only recently emerged. Except for recent reports of
impairment in motor skills and odor identification,110 health effects associated
with elevated manganese exposure in children have been impairment of
cognitive functions, with decrements in memory, verbal learning, and
intelligence.14,115,141,157,163,165

These studies reported that neurotoxicity occurs in children drinking water
with high (41000 mg L�1) concentrations of manganese,70,88 and a potential
association has been reported between ingestion of elevated levels of
manganese and learning problems, based upon data indicating that manganese
levels in hair are higher in learning-disabled and hyperactive children than in
normal functioning children.29,135 Several epidemiological studies have
examined the relationship between elevated manganese levels in water and toxic
effects in children. A study conducted in the Chinese province of Shanxi
compared 92 children aged 11 to 13 whose drinking water was contaminated
with elevated levels of manganese (241–346 mg L�1) to children whose drinking

156 Chapter 6



water had low levels of manganese (30–40 mg L�1).73 The exposed children
performed more poorly in school and on neurobehavioral exams than
control students (po0.01), with deficits noted in manual dexterity and rapidity,
short-term memory, and visual identification. A second study, conducted in
Bangladesh, showed that manganese may affect intellectual function, resulting
in lower IQ.163 This study examined a cross-section of 142 10-year old children
whose well water supply was contaminated with a mean concentration of
793 mg Mn L�1. The data indicated that manganese exposure was significantly
associated with reduced Full-Scale, Performance and Verbal raw scores on
the Wechsler Intelligence Scale for Children in a dose-response fashion.
Additionally, a study conducted in Quebec, Canada, examined the relationship
between exposure to chronic levels of manganese and hyperactive behavior in
children.13 Hair manganese concentration was correlated with hyperactive and
oppositional behaviors, with the high exposure group having significantly
greater levels of manganese in hair and a stronger association with hyperactive
behaviors. Likewise, inhaled manganese was negatively associated with intel-
lectual function in school aged children living near a manganese mining and
processing facility.141 Collectively, these data suggest that high levels of
manganese in drinking water directly affect neurobehavioral function in
children. Considered alongside recent findings that mice exposed to manganese
during juvenile development experience greater neuroinflammatory injury and
behavioral dysfunction upon exposure to manganese as adults than mice
without juvenile exposure,122,123 a background of manganese exposure,
particularly during critical developmental years, could render individuals more
susceptible, later in life, to neurotoxic insults which may predispose them to
neurological disease.

6.6 Biological Markers of Manganese Exposure in

Humans

While elevated manganese exposures are clearly associated with neurological
deficits in humans, details of the exposure–effect relationships across occupa-
tional and environmental exposures are still being .82,118,152 In part, this may be
due to the challenges of accurately characterizing exposure over the lifetime or
life stage of susceptibility, and to the fact that there are no well-recognized and
validated biological markers of manganese exposure to better define dose–effect
relationships, as there are for some other well-studied metal toxicants such as
lead.131 The identification and validation of exposure biomarkers is funda-
mental to human toxicology and risk assessment, and the assessment of a
dose–response relationship is essential for the demonstration of cause and effect
relationships, according to Hill’s criteria of causation.77

Ideally, biological markers of exposure should reflect an integration of the
internalized dose over time. Studies in occupationally-exposed adults have
reported that blood manganese was associated with exposure and neurotoxic
outcomes,2,15,104,105,116,117,127,128,144 while studies in environmentally-exposed
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children have reported that hair manganese,13,165 manganese in the exposure
medium (e.g., water163), or tooth manganese levels,4,43 but not blood manganese,
were predictors of exposure and/or neurotoxic outcomes. The reasons for these
discrepancies in the predictive value of various manganese exposure biomarkers
across pediatric environmental and adult occupational exposure studies are not
known. The toxicokinetics of manganese suggests that exposure biomarkers such
as blood and urine may best at best reflect recent exposure (i.e., days), while hair
and teeth may integrate or reflect longer-term exposure (e.g., weeks –months or
longer).82,118,152

These studies evidence the challenges associated with the identification and
validation of biomarkers for manganese exposure and effect. Contributing to
this challenge is the fact that manganese is an essential element; normally,
concentrations in the body are controlled by homeostatic mechanisms regu-
lating absorption, disposition, and excretion. These processes also play an
important role in manganese toxicokinetics, different from many other non-
essential toxic metals like mercury and lead. In the latter case, the relationship
between lead exposures from environmental and occupational sources and
biological indicators of exposure and effect, such as the significant associations
between blood lead levels and toxic outcomes, have been well established over
years of study.93,131

Analytical challenges associated with the accurate and precise measurement
of manganese concentrations in various biological media (e.g., blood, plasma,
hair, urine) may confound assessment of suitable biomarkers of exposure.
The existing literature suggests substantial variability in blood and hair
manganese levels in environmentally or occupationally exposed
subjects,14,15,104,115,117,128,144 but the role of analytical variability in these
differences has not been addressed. Unlike the significant efforts devoted to
improving blood lead measurements,53,131 there has been little recognition of
potential sample contamination during collection, processing, and analyses of
biological samples for manganese concentrations, even though manganese is a
relatively common constituent of environmental media, such as soil and
dust.143

To date, only a few studies have measured manganese in cross sections of
shed deciduous teeth as a means of assessing prenatal and early postnatal
exposure.4,43 Ericson and colleagues reported a significant association between
tooth manganese and hyperactivity/behavioral outcomes.43 Arora and
colleagues found a significant association between manganese in prenatally
formed tooth dentine and floor dust manganese loadings in the homes of
agricultural workers in regions where the manganese-containing fungicides
maneb and mancozeb are routinely applied.4 Measurement of manganese in
teeth may offer several strengths as an exposure biomarker and predictor of
adverse health effects. As a biologic analog to calcium, manganese [as Mn(II)] is
incorporated directly into developing dentine. And, modern analytical
methods, such as laser ablation ICP-mass spectrometry, allow detailed
manganese measurements along histological transects contemporaneous with
fetal and neonatal development.
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6.7 Animal Studies - Dosimetry

Animal model studies have been crucial for elucidating the relationship
between manganese dose, resultant target tissue manganese levels, and the
resultant functional, cellular and sub-cellular effects of elevated exposure.6,8

As an essential element, manganese homeostasis is physiologically regulated
in adults, though regulatory processes may be overwhelmed with excessive
exposure, depending on the exposure magnitude and frequency. This is well
illustrated with data from a rodent study we conducted to determine whether
manganese exposure and resultant toxic outcomes are a function of the
magnitude of the nominal dose, the duration of the treatment, or a combi-
nation of both. Adult female Sprague-Dawley rats (age 9 months) were
treated with nominal manganese doses of 0, 1.6, 4.8 and 9.6 mg kg�1 via
intraperitoneal (IP) injection three times per week for either 5 weeks or
15 weeks (the latter dose for only 5 weeks; n¼ 10–14 per treatment). Blood,
plasma, and brain manganese concentrations were significantly associated
with the nominal dose, but not the cumulative dose of exposure (Figure 6.1),
indicating there was no substantial accumulation of manganese with time in
the circulation or the brain beyond the 5 week exposure duration, within a
nominal dose treatment. This is best illustrated by the essentially identical
blood manganese levels in animals who received the relatively modest nominal
dose of 1.6 mg kg�1 for 5 weeks (blood Mn¼ 53.0 ng mL�1) or 15 weeks
(blood Mn¼ 53.2 ng mL�1), even though the total cumulative manganese
doses for these two groups differed by three-fold (24 and 72 mg kg�1

respectively). In contrast, animals who received the same cumulative dose of
72 mg kg�1 over a total exposure duration of either 5 weeks (4.8 mg kg�1

nominal dose) or 15 weeks (1.6 mg kg�1 nominal dose) exhibited blood
manganese levels that differed by more than four-fold [i.e., 236 ng mL�1 versus
53.2 ng mL�1, Figure 6.1(a)], consistent with the difference in nominal dose
between these treatment groups.

More recently, a study by Schroeter et al.151 reported the use of a multi-
route physiologically-based pharmacokinetic model for manganese to
evaluate dose-dependent neurological effects, drawing exclusively on data
from non-human primate studies. Applying the model across studies that used
a variety of exposure routes (inhalation, oral, intravenous, intraperitoneal,
and subcutaneous) and exposure durations (several weeks to over two years),
their results support the hypothesis that the dose–response relationship for
the neurotoxic effects of manganese is independent of exposure route. Their
results also support the use of target tissue manganese concentration or
cumulative target tissue manganese levels as an internal exposure measure
predictive of neurological effects. This is consistent with the suggestion of
Gwiazda et al. 68 that cumulative manganese dose is a predictor of significant
health effects. This underscores the importance of understanding both the
frequency and magnitude of exposure relative to the rate of body manganese
elimination, a suggestion that has clear implications for human exposures as
well.6
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Figure 6.1 (a) Blood, (b) plasma, and (c) brain manganese concentrations in adult
Sprague-Dawley rats (mean� SE, n¼ 8� 14/bar) exposed to manganese
via IP injection (3 injections/week) for 5 weeks (grey) or 15 weeks (black).
The x-axis shows nominal dose for each IP injection in mg Kg�1 body
weight, or the total cumulative dose of manganese administered over the
entire 5 or 15 week exposure period. Within a tissue, bars with different
superscript letters were statistically different (po0.05), based on Tukey
post hoc analyses.
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6.8 Animal Studies - Early Life Manganese Exposure as

a Determinant of Late Onset Disease

Animal model studies have also proven invaluable in specifically evaluating the
impacts of exposure to agents suffered during discrete life stages, including the
extent that insults suffered during early life may increase the risk of dysfunction
and disease late in life. While studies have shown that increased iron intake in
neonatal mice resulted in a Parkinson-like neurodegeneration as aged adults,85

few studies have specifically evaluated the persistence of functional defects into
adulthood as a result of early life exposure to manganese.87,113,122,123,140 In one
study, Kern and Smith87 showed that rats exposed to manganese in early
life showed an increased spontaneous motor activity response as adults
(postnatal day, PND B100) to a D-amphetamine challenge (D-amphetamine is
a catacholamine agonist that produces increased levels of dopamine in the
synaptic cleft). Consistent with this, dopamine D2 receptor levels were
increased to a significant B500–800% of controls in the prefrontal cortex,
while D1 receptor levels were increased to B160% of control in the nucleus
accumbens of these adult rats exposed to manganese in early life. These data
provide evidence of lasting alteration of the dopamine synaptic environment in
adults following early life manganese exposure. Moreover, Moreno and
colleagues recently reported that mice exposed to manganese during juvenile
development experienced greater neuroinflammatory injury and behavioral
dysfunction upon exposure to manganese as adults than mice without juvenile
exposure.122,123 Collectively, these animal studies further support the
hypothesis that early life manganese exposures in humans may increase
susceptibility to dysfunction in aged individuals.

6.9 Mechanisms of Manganese Toxicity

The dominant mechanisms of manganese toxicity are believed to include:
mitochondrial dysfunction,56–58 free radical production and oxidative stress,39

disruption of cellular antioxidant defense mechanisms (such as glutathione,
catalase, and glutathione peroxidase), manganese-mediated disruptions to
intracellular calcium and Fe metabolism,35,91,92,167,169 and activation of
proinflammatory pathways.51,124,159

Manganese is a redox-active transition metal and a biologic analogue to
iron(III), as Mn(III), and Ca(II), as Mn(II).37 Within eukaryotic cells,
manganese is predominantly in the Mn(II) oxidation state.66,67,137 though is
believed to undergo rapid redox activity in oxidizing environments or if not
suitably stabilized by coordination with molecular ligands.37,66 As such,
manganese may exhibit both prooxidant and antioxidant properties, depending
upon the local environment. Manganese is taken up into cells via a number of
mechanisms, including the divalent metal transporter 1 (DMT1), transferrin
receptor, and Ca21 uniporter.5,8,55 In contrast, comparatively little is known
about cellular manganese efflux mechanisms, though recent studies have
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suggested that the golgi transmembrane proteins SPCA-1 and golgi phospho-
protein IV play important roles in cellular manganese homeostatsis and
efflux.125 DMT1 is highly expressed in the basal ganglia, which is a target area
for both Parkinsonism and manganese toxicity,80 and certain DMT1 poly-
morphisms have been related to Parkinson’s disease74 and neurodegeneration
in animals models.150 Additionally, rats exposed to manganese welding fumes
mimicking occupational exposure have shown increased DMT1 mRNA
expression related to neurodegeneration.155 A role for DMT-1 in enhanced
manganese olfactory transport, especially in anemic animals,158 has also been
observed.

6.9.1 Manganese Induces Oxidative Stress and Mitochondrial

Dysfunction

Manganese is widely regarded as a prooxidant that contributes to heightened
oxidative stress within cells.1,5,91,138,139 Experimental evidence suggests that
prooxidant activity of Mn21 is dependent on trace amounts of Mn31.
Superoxide produced in the mitochondrial electron transport chain may
catalyze this transition through a set of reactions similar to those mediated by
superoxide dismutase and thus lead to the increased oxidant capacity of the
metal. Manganese may enhance the auto oxidation or turnover of various
intracellular catecholamines, such as dopamine, leading to an increased
production of free radicals, reactive oxygen species, and other cytotoxic
metabolites.3,39,103 It has also been shown to impair cellular antioxidant defense
mechanisms. Oxidative stress generated through mitochondrial dysfunction
due to manganese may be a key event in the injury of targeted central nervous
system cells.

The mitochondrion is an important intracellular target of elevated
manganese, with numerous studies demonstrating impaired function of the
mitochondria or mitochondrial components with elevated exposures.
Numerous studies have shown that elevated manganese exposure impairs
mitochondrial function and energy production,56–58,171,172 and specifically
targets mitochondrial enzymes, including aconitase,34,167 and components of
the electron transport chain.54 As manganese alters ATP production and
glutamate uptake in astrocytes, basal ganglia neurons could be susceptible to
excitotoxic damage. Changes in glutamic acid decarboxylase (GAD) and
GABA content can be found as a consequence of manganese exposure.52,69 It
has been proposed that loss of GAD-positive cells in the striatum and globus
pallidus of manganese-treated rats may be caused by the loss of chemical,
electrical, or physical support because of neurite dysfunction encountered in
mesencephalic cultures exposed to manganese (resulting in profound changes in
the cytoskeleton and neurite length), or may be an independent neurotoxic
event. Long-term manganese-intoxication effects are similar to those produced
by other substances that also affect the mitochondria in the same brain
structures, for instance carbon monoxide (CO) and cyanide. Parkinsonism and
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dystonia are common sequelae of manganese, cyanide, and carbon monoxide
intoxications. Why manganese is able to produce the same effects as these
substances is not known, but there may be common mechanisms of injury; for
example, all of them are able to produce alterations in oxidative phos-
phorylation, and both manganese and CO induce mPT and ROS production.8

6.9.2 Manganese Causes Dysregulation of Cellular Iron

Homeostasis

There is compelling in vitro, in vivo, and epidemiological evidence supporting
the hypothesis that elevated manganese exposures lead to alteration of cellular
iron metabolism.35,40,91,92,120,139,148,167,168,169 and that polymorphisms of iron
metabolism genes are associated with blood manganese levels in humans.75 In
mammalian cells, cellular iron metabolism is controlled primarily post-
transcriptionally by the coordinated translation of proteins critical to iron
uptake (transferrin receptor, TfR and divalent metal transporter-1, DMT-1),
storage (ferritins), and utilization (m-aconitase and erythroid 5-aminolevulinate
synhetase).133 Translation of these proteins is controlled by iron regulatory
proteins (IRPs), which interact with stem-loop structures (iron responsive
elements, IREs) located in mRNAs coding for the above proteins. Two distinct
IRPs have been identified: IRP-1 and IRP-2. IRP-1 is a bifunctional protein,
exhibiting (cytosolic) aconitase activity in its holo form (containing a [4Fe-4S]
cluster), and IRE binding activity in its apo-form (i.e., loss of the [4Fe-4S]
cluster). Because of its aconitase activity, IRP-1 in its holo from is also known
as cytosolic aconitase (c-aconitase). In contrast, IRP-2, which does not contain
an Fe–S cluster and lacks aconitase activity, regulates IRE binding activity
through changes in its intracellular abundance.

Recent evidence suggests that manganese exposure produces an iron
response akin to iron deficiency, leading to increased iron uptake, reduced
storage of cellular iron, and increased labile cellular iron
levels.35,91,92,98,138,139,169 Since manganese can inhibit the enzymatic activity of
aconitase,26,35,161,167 it has been suggested that manganese may alter iron
homeostasis via a direct interaction with c-aconitase/IRP1. However, there is
compelling evidence that IRP-2 binding activity in cells is also strongly altered
by manganese and in fact may be the predominant IRP mediating the
manganese effect on iron dysregulation.35,91,92 In light of (i) laboratory data
indicating that misregulation of iron leads to increased redox cycling of
iron complexes, increased oxidative stress, reduced antioxidant capabilities,
and lipid and protein oxidation in the basal ganglia and other affected
brain regions; (ii) suggestions that these effects are likely both cell type and
brain region-specific, and also likely exacerbated with ageing; and (iii) the
growing body of evidence indicating that iron toxicity may play an important
role in many neurodegenerative diseases, including Alzheimer’s, Parkinson’s,
and Huntington’s disease,96 it is quite likely that manganese-induced
dysregulation of cellular iron homeostasis is an important mechanism of
cellular toxicity.
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6.9.3 Manganese Targets Dopaminergic and Glutamatergic

Systems

There is clear evidence that manganese exposure in animal models, at levels
below those that produce overt toxicity or neurodegeneration, alters dopamine
system function, including reduced striatal dopamine release, reduced striatal
dopamine transporter protein expression, and enhanced D2 receptor.86,87,113,140

Similarly, in one of the few studies to report D2 receptor activity/expression,
Calabresi et al.19 showed that exposure of post-weanling rats to manganese
significantly enhanced striatal D2 receptor activity compared to controls, based
on electrophysiological measurements in brain slices treated with the D2
receptor agonist quinpirole. Comparable studies in adult non-human primates
have similarly shown that elevated manganese exposure alters DA function.
Guilarte et al.64 used PET imaging in adult primates exposed to weekly IV.
injections of manganese (3.3–4.9 mg kg�1 weekly injection for B40 weeks) to
show that manganese exposure resulted in reduced amphetamine-stimulated
dopamine release in the striatum. Eriksson et al.44,45 used PET imaging and
quantitative autoradiography in adult non-human primates to show that
chronic adult manganese exposure (200 mg SC injection every 2 months for
16–26 months) produced a 60–75% reduction in dopamine transporter levels in
the striatum. Earlier studies in adult primates have shown that chronic
manganese exposure also decreased tissue dopamine levels in the striatum.10,46

Changes in olfactory perception may be caused by a dopaminergic
dysregulation, possibly related to changes at the level of dopamine receptors.
Being actively transported through the olfactory tract, manganese can cause
impairment of olfactory function and motor coordination. Odor and motor
changes are interrelated and may be caused by a manganese-induced
dopaminergic dysregulation affecting both functions. The interconnection
between manganese and dopaminergic toxicity through changes in DMT1
expression warrant further research on the possible role of manganese exposure
as a pathogenetic factor for Parkinsonism. Manganese exposure has shown to
both increase and decrease serum prolactin levels in rats111,139 and humans,
including children,121 as further support of changes in the dopaminergic
system.

There is similar though less complete evidence from adult animal and cellular
studies showing that manganese exposure disrupts glutamate (Glu)
function.24,36,47,65,126 For example, Erikson et al. showed that chronic
respiratory MnSO4 exposure in juvenile monkeys (Z0.3 mg m�3 for 65 days)
decreased levels of GLT-1 and GLAST protein in the caudate, globus pallidus,
olfactory cortex, and cerebellum, though total tissue Glu levels were unchanged
compared to controls.47 Centonze et al. found that manganese exposure in
post-weanling rats (20 mg mL�1 in drinking water for 10 weeks) increased the
frequency and amplitude of spontaneous striatal excitatory postsynaptic
potentials, but did not change the sensitivity of striatal neurons to Glu AMPA
and NMDA receptor stimulation, suggesting that the abnormal excitation of
striatal neurons in this manganese dose range was due to hyperactivity of
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corticostriatal neurons.24 These findings in animal models are accompanied by
findings in cell model studies. Collectively, these support the theory that
manganese exposure may disrupt Glu function through altered Glu release
and/or activity, or decreased astrocytic Glu uptake, possibly potentiating the
effects of increased cortical excitatory input.17,27,36,48,49,52,72,153

6.9.4 Glial Activation and Nitrosative Stress in Manganese

Neurotoxicity

Inducible expression of multiple inflammatory genes in glia is regulated by the
transcription factor NF-kB, which is under intense study as a therapeutic target
for blocking neuroinflammation in neurodegenerative disease.21 Multiple stress
and inflammatory signals activate NF-kB through the IkB Kinase (IKK)
complex.129 Mitogen activated protein (MAP) kinase cascades are one of the
pathways central to activation of IKK, and recent studies reported that
manganese directly stimulates cGMP-dependent activation of NF-kB in
astrocytes via MAPK signaling that potentiates the effects of inflammatory
cytokines on expression of nitric oxide synthase (NOS2).124 These data help to
explain how low levels of manganese can potentiate inflammatory signaling in
glial cells and suggest a mechanism by which manganese may act on NF-kB in
concert with factors such as TNFa and IL-1b to promote a neuroinflammatory
phenotype in glia.

The broader functional significance of NF-kB-dependent regulation of
inflammatory genes in the basal ganglia was highlighted in recent studies
demonstrating that the orphan nuclear receptor, Nurr1 normally inhibits
NF-kB-regulated neuroinflammatory genes in astrocytes, and its deficiency
causes loss of dopaminergic neurons.149 Active Nurr1, as well as selected other
nuclear receptors, stabilizes constitutively bound nuclear corepressor proteins
and prevents NF-kB-induced NOS2 expression in astrocytes and microglia.
Interestingly, deficiency in expression of Nurr1 is also associated with a late-onset
form of Parkinson’s disease,61,94 suggesting that nuclear regulators of NF-kB are
linked to glial inflammatory activation and neuronal injury within the basal
ganglia. Supporting the importance of these nuclear regulatory mechanisms to
neuroinflammatory injury, transgenic animals containing microglial- and
astroglial-specific gene deletion of NF-kB are protected in diverse models of
inflammatory neurodegeneration.16,28 Thus, the capacity of manganese to
stimulate a damaging inflammatory phenotype in glia may not only promote
neuronal injury during exposure, but may also render selected populations of
neurons more vulnerable to secondary neurotoxic insult later in life.

6.9.5 Neuroinflammation may Link Between Early Life

Exposure to Manganese and Susceptibility to Late Onset

Neurological Disease

The most prominent neuropathologic findings in human manganism are
neuronal loss and reactive gliosis in the globus pallidus and substantia nigra
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pars reticulata (SNpr).166 Gliosis in the striatum (caudate nucleus and
putamen) and subthalamic nucleus has also been reported and, less frequently,
the substantia nigra pars compacta (SNpc).20 A key feature of the reactive
gliosis observed in human and experimental manganism is the presence of

Figure 6.2 Manganese potentiates NF-kB signaling in astrocytes, leading to increased
expression of neuroinflammatory genes. Until recently, it was unclear how
manganese could potentiate inflammatory signaling in astrocytes through
multiple pro-inflammatory pathways. The studies of Tjalkens and
colleagues revealed that manganese uptake into astrocytes (1) results in
rapid increases in cGMP through soluble guanylate cyclase (2), which
activates MEKK/ERK signaling (likely through Rho/Rac family kinases)
and the IKK/NF-kB signaling complex. (3) Diverse inflammatory signals
such as TNFa and LPS activate IKK/NF-kB signaling through intra-
cellular receptor-associated protein (MEK) complexes and the
NF-kB-interacting kinase (NIK), resulting in a convergence of stimuli that
magnifies otherwise low-level inflammatory activation (4). Activated
NF-kB translocates to the nucleus, where chromatin remodeling occurs by
removal of transcriptional co-repressors such as NCoR2 and (likely) other
factors such as histone deacetylase (HDAC) proteins, permitting binding
of p65 to NF-kB enhancer elements (5). Increased expression of NOS2
elevates levels of NO, which may further increase intracellular cGMP
levels, as well as magnify neuronal protein nitration and injury.
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Alzheimer type II astrocytosis, although ultrastructural studies also report
reactive microglia surrounding degenerating neurons that contain increased
numbers of large secondary lysosomes, indicative of an active phagocytic
process.9,63,134 Additionally, it has been reported that manganese induces
astrogliosis in the pre-frontal cortex of exposed Cynomolgus macaques, with
activated astrocytes in this model occurring proximal to degenerating neurons
that express Amyloid-b precursor-like protein 1.63 Previous studies in juvenile
and adult mice indicate that adult mice pre-exposed to manganese as juveniles
have a more severe neuroinflammatory phenotype and greater neurological
dysfunction when re-exposed to manganese as adults, compared to mice
without prior exposure.122,123 This suggests that glial activation may represent
a type of ‘memory’ within the CNS that sensitizes affected brain regions to

Figure 6.3 Microglial-astrocyte interactions promote a neuroinflammatory
phenotype following exposure to manganese during development.
Developmental exposure to manganese stimulates intercellular signaling
between microglia and astrocytes, which results in a persistent inflam-
matory phenotype that can enhance neurological dysfunction during
aging. (1) Manganese directly affects both microglia and astrocytes,
stimulating NF-kB-dependent gene expression in microglia (2), which
enhances production of pro-inflammatory factors such as TNFa and
IL-1b, leading to inflammatory priming of astrocytes. Manganese
accumulation in astrocytesstimulates cGMP/MAPK/IKK-mediated acti-
vation of NF-kB, potentiating expression of neuroinflammatory genes (3),
which further stimulate microglial cells and cause neuronal protein
nitration and injury through release of inflammatory mediators including
NO and TNFa (4).
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neurological dysfunction from manganese and that might also promote a more
severe neuroinflammatory phenotype later in life upon exposure to manganese
or other environmental or endogenous neurotoxicants.

Less is known regarding the role of microglial activation in manganese
neurotoxicity, or about interactions between microglia and astrocytes that may
promote persistent astrogliosis. Microglia are not uniformly distributed in the
brain and are enriched in several regions, including the basal ganglia.89

Activated microglia and astrocytes produce pro-inflammatory mediators such
as nitric oxide (NO), prostaglandins, TNFa, and IL-1b, that are associated with
neuronal injury in multiple neurodegenerative disorders.22,78,114 Increased
expression of inducible NOS2 and overproduction of NO is also associated
with neuroinflammatory injury in manganism,7,154 but the relative
contributions of microglia and astrocytes to NOS2 expression in glia and
subsequent induction of nitrosative stress in neurons following exposure to
manganese in vivo are not well understood. Manganese enhances the release of
the inflammatory cytokines interleukin-6 and TNFa from microglial cells,23,51

which can promote activation of astrocytes and subsequent release of pros-
taglandin E2 and NO.25,99 Manganese increases neuronal protein nitration in
developing123 and adult101 mice, and inhibition of NOS2 in astrocytes protects
co-cultured neurons from manganese toxicity.102,159 This supports a causative
role for NO in manganese-induced neuronal injury, as do recent studies indi-
cating that NOS2 knockout mice are protected against manganese neur-
otoxicity during juvenile development.156 Thus a complex interplay between
microglia and astrocytes mediates the neuroinflammatory phenotype observed
in manganese toxicity, and a better understanding of the underlying signaling
pathways is necessary to identify critical interactions between glial cells that
determine neuronal injury.

6.10 Conclusion

Manganese is an essential element and also a potentially hazardous element, in
full accordance with Paracelsus’ motto ‘‘dosis facit venenum’’ (the dose makes
the poison). For manganese, the dose per se is not the only important factor;
the integration between dose and exposure frequency and duration can
determine different types of toxicity. ‘‘Dosis et tempus faciunt venerum’’ would
have been Paracelsus’ definition for manganese. The time variable entails
‘‘when’’ and ‘‘how long’’ exposure takes place, pointing out the most vulnerable
windows of pre and post-natal life. Time is also important in terms of exposure
duration. Short time exposure to high doses can cause the classical features of
manganism, whereas lifetime exposure to very low doses can result in neur-
odegenerative changes identifiable as parkinsonism.

Long term neurotoxicity of manganese has been extensively studied for the
impact on motor coordination, but cognitive functions are also impacted and
further studies are required to elucidate the mechanisms of toxicity. The elderly
may be particularly susceptible to manganese as a product of long term
exposure, impacting both motor and cognitive functionality. This suggestion
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builds upon evidence linking transitional metal dyshomeostasis and the
accumulation of transition metals like iron in brain regions most commonly
affected in neurodegenerative diseases. Manganese-induced dysregulation of
cellular iron homeostasis appears to be a key factor of neuronal damage.

Glial activation induced by pre-exposure to manganese in juvenile animals
may represent a ‘‘memory’’ able to promote neuroinflammation and neur-
ological dysfunction in older age, especially upon further exposure to
manganese or other neurotoxic agents. Neuroinflammation is also based on the
interaction between microglia and astrocytes, which needs further study to
better elucidate the role of glial cells in neuronal injury. Persistent neuroin-
flammation may be one of the reasons neurological symptoms worsen over time
in individuals with high level exposure to manganese, and why damage to
multiple brain regions and cell types is triggered by long term exposure to lower
doses. Future research that integrates these diverse mechanisms of injury will be
important both for development of better therapeutic interventions and for
identifying populations that are most at risk from exposure to manganese.
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CHAPTER 7

The Role of Persistent Organic
Pollutants and Plastic-Associated
Chemicals in Cardiovascular
Disease and Metabolic Syndrome
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7.1 Introduction

Cardiovascular (CV) diseases are the main cause of death in high-income
countries. As previously low-income countries like China and India become
industrialized, the incidence rates of CV diseases are rising. Among CV
diseases, the major killers are myocardial infarction, stroke, and heart failure.
All of these diseases are mainly encountered in the elderly.

The incidence rate for myocardial infarction peaked in the 1970s, and
thereafter a decline has been noted in high-income countries.1,2 This has been
attributed to a reduction in LDL-cholesterol levels and a drop in smoking
prevalence in the last few decades. A reduction in stroke incidence has also been
seen in the high-income countries,3,4 although this is less than the decline seen
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for myocardial infarction. The major risk factor for stroke is hypertension,
which is more recognized today than some decades ago.

Regarding heart failure, community-based cohorts have presented
conflicting results. Data from the Framingham study suggests that the
incidence of heart failure may be declining among women, but not men.5 In
contrast, an analysis of data from Olmsted County, Minnesota, implied that
the incidence of heart failure has remained stable during the past 20 years in
both men and women and that men and patients aged 70 years or younger have
experienced disproportionate gains in survival.6 More recently, even an
increase in incidence was observed in an elderly, community-based, managed-
care population followed from the early 1970s to the early 1990s.7 Previous
myocardial infarction and hypertension are the major risk factors for heart
failure.

Clustering of several CV risk factors in the same individual is nowadays
generally denoted metabolic syndrome (MetS). Although described in general
terms as early as the 1930s, the MetS was described in its present form by
separate groups, including us, in 1988.8,9 Several definitions of the MetS exist,
but in epidemiology, the NCEP/ATP III-criteria are the most commonly
used.10 By this definition, a subject with the MetS should show at least three
deviations out of five in visceral obesity, blood pressure, high triglyceride levels,
low HDL, and impaired glucose tolerance. This is generally seen in 15–30% of
populations in Europe and the US.11 Although the role of insulin resistance as
the underlying pathophysiological driver of metabolic syndrome was
emphasized in the past,9 it is today generally believed that visceral accumu-
lation of adipose tissue is the main driver of metabolic syndrome. The
usefulness of metabolic syndrome as a separate entity has been questioned. This
is because it has been shown that the magnitude of risk of future cardiovascular
events associated with having metabolic syndrome is not greater than the sum
of the risks associated with the individual components of the syndrome.12,13

Thus, although metabolic syndrome does not include any unique information
in terms of risk prediction, it is useful as a descriptive term for patients with
multiple risk factors.

As the prevalence of the MetS is increasing in both high and low-income
countries, it is anticipated that the incidence rates of myocardial infarction and
heart failure will start to increase again due to the higher burden of risk factors
that will accompany the obesity epidemic seen worldwide.

The number of man-made chemicals used in our environment has increased
dramatically during recent decades. More than 100 000 chemical substances are
registered in the EU (http://www.echa.europa.eu/). Although the toxicity of
certain pollutants, like lead and arsenic, has been known for years, potential
deleterious health effects of most other substances are largely unknown.

One area of major concern is that several of the high-volume produced
chemicals could interfere with the basal hormonal systems governing funda-
mental homeostatic systems in our bodies. Therefore, the term, ‘‘endocrine
disruption’’ has been coined to describe this general action of some environmental
contaminants. Actions of environmental contaminants on the reproductive
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system, the glucocorticoid hormones and thyroid hormones have been described,
and have resulted in the ban of dichlorodiphenyltrichloroethane (DDT) and
polychlorinated biphenyls (PCBs) in many parts of the world during the 1970s
and 1980s.

Many of the compounds regarded as endocrine disruptors are highly lipo-
philic chemicals that accumulate in adipose tissues, resulting in a long half-life.
They are collectively named persistent organic pollutants (POPs), and a
number of these chemicals have been identified as deleterious to health and
have been listed at the Stockholm convention. Amongst those listed are
organochlorine pesticides, such as hexachlorobenzene (HCB) and DDT,
various chlordanes, PCBs, dioxins, brominated flame retardants, and fluor-
inated compounds.

A group of less persistent organic chemicals that has received attention in
recent years is plastic associated compounds (PACs). Amongst these, the health
effects of bisphenol A (BPA) have been highlighted, as well as that of different
phthalates. These chemicals have a considerably shorter half-life than the
POPs, but could nevertheless act as endocrine disrupters. Since humans are
exposed to these chemicals on a daily basis, measurable circulating levels
of BPA, as well as phthalate metabolites, are seen in most individuals.14

However, since analytic capacity for large-scale measurements of PACs has
only been available for a few years, data on PACs are limited compared to data
on POPs.

The present review will focus on evidences in humans of a relationship
between POP and PAC exposure and metabolic syndrome and cardiovascular
disease. We will mainly consider data from cross-sectional and longitudinal
studies and population-based studies, but will also consider evidences from
occupational studies, geographical studies, and accidents, if appropriate.
A more extensive review on this topic has recently been published.15

7.2 Metabolic Syndrome

The term, ‘metabolic syndrome’ is a descriptive term regarding subjects with a
clustering of cardio-metabolic risk factors. Although described by a couple of
groups in 1988,8,9 the first uniform definition of the syndrome came in a WHO
report in 1998.16 This definition of the syndrome was much governed by the
thought that insulin resistance is the driver of the syndrome. Consequently,
insulin resistance was amongst the major criteria of that definition. Since
insulin resistance is very seldom evaluated in clinical practice, this definition of
the syndrome has never been frequently used.

In 2001, the NCEP/ATPIII panel suggested a different definition of the
syndrome, based on the idea that visceral obesity is the main driver of the
syndrome10 (See Table 7.1).

This definition uses five criteria commonly used in clinical practice: blood
pressure, fasting blood glucose, serum triglycerides, HDL-cholesterol, and
waist circumference; metabolic syndrome is considered to be present if a subject
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shows deviations in three or more of these five criteria (see Table 7.1 for details
regarding cut-off limits). This definition of metabolic syndrome has been used
extensively in clinical research. Although other definitions have been proposed,
the so-called NCEP-definition was widely accepted following some minor
modifications.

Only a couple of studies have evaluated whetehr POPs or PACs are related to
metabolic syndrome. Both of these studies used the US-based National Health
and Nutrition Examination Survey (NHANES) study as the evaluated sample.
The NHANES is a program of studies designed to assess the health and
nutritional status of adults and children in the US. For more than a decade, the
survey has examined a nationally representative sample of about 5000 persons
each year. These persons are located in counties across the country, 15 of which
are visited each year. NHANES is a cross-sectional survey and does not include
follow-up data on future diseases.

Lee and co-workers studied the relationships between POPs and the
prevalence of metabolic syndrome in the NHANES 1999–2002 examination
cycles.17 They used data on 19 different POPs in 721 subjects who were free
from diabetes in a cross-sectional fashion. The POPs were divided into 5
classes: polychlorinated dibenzo-p-dioxins (PCDDs), polychlorinated diben-
zofurans (PCDFs), dioxin-like PCBs, non-dioxin-like PCBs, and OC pesticides.
Almost a quarter (24%) of the population showed metabolic syndrome. The
most striking association between POPs and metabolic syndrome was seen for
the OC pesticides. In this case, subjects in the fourth quartile of OC pesticide
levels showed more than a five-fold increased risk of having metabolic
syndrome compared to subjects with the lowest levels [OR 5.3 (95% CI
2.5–11.3), po0.01] following adjustment for multiple confounding variables
(age, sex, race, poverty index, cigarette smoking, serum cotinine, alcohol
consumption, and exercise). Additional adjustment for BMI only marginally
affected the risk. Associations between metabolic syndrome and dioxin-like
PCBs and non-dioxin-like PCBs were also observed, although the increased
risk was lower for these POPs (OR 2.0–2.2). One striking finding for the PCBs
was that the maximal risk was generally not found in the highest quartile but
rather in the 3rd quartile. Especially for the non-dioxin PCBs, the risk was not
increased in those with the highest levels, suggesting non-monotonic
relationships.

Table 7.1 Definition of the metabolic syndrome using the NECP/ATP III
criteria (NECP 2001). The metabolic syndrome is considered to be
present if 3 or more of the 5 criteria presented in the table are
present.

Blood pressure 4130/85 mm Hg or antihypertensive treatment
Fasting blood glucose 45.6 mmol L�1

Serum triglycerides 41.7 mmol L�1

Waist circumference 4102 cm in men and 488 cm in women
HDL-cholesterol o1.0 mmol L�1 in men and o1.3 L�1 in women
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The authors also investigated how the five different components of the
syndrome were related to the POP levels. An increased waist circumference was
mainly related to non-dioxin PCBs and OC pesticides. Increased serum trig-
lyceride levels were mainly related to dioxin-like PCBs and OC pesticides, while
only OC pesticide levels were related to low HDL-cholesterol. Elevated blood
pressure was only related to PCDFs, while increased fasting glucose was mainly
related to non-dioxin PCBs and OC pesticides.

Thus this important study disclosed that POPs are related to metabolic
syndrome, that different components of metabolic syndrome might be
associated with different types of POPs, and that the relationships might not
always be linear, suggesting that low-dose effects of POPs might be present.

The same research team also conducted a case-control study of 50 subjects
with metabolic syndrome and 50 age and sex-matched healthy controls
randomly selected from a health survey conducted in South Korea.18 Eight
OC pesticides were evaluated. Significantly higher levels of beta-
hexachlorocyclohexane and heptachlor epoxide were found in the subjects with
metabolic syndrome compared to the controls (po0.01). Also, trans-nonachlor
tended to be elevated amongst the subjects with metabolic syndrome, while no
major differences were seen for DDT, DDE or hexachlorobenzene. Beta-
hexachlorocyclohexane was mainly related to elevated blood pressure, while
heptachlor epoxide levels were related to all of the five components of
metabolic syndrome. In this case, the associations were no longer significant
when adjusted for BMI.

Originating from the same research group, a report regarding the
associations between brominated flame retardants and metabolic syndrome
using data from the NHANES 2003–2004 examination cycle has also been
published.19 They used 637 subjects in this cross-sectional analysis, and studied
six different brominated flame retardants: polybrominated biphenyl 153 (PBB
153) and the polybrominated diphenyl ethers 28 (PBDE 28), 47, 99, 100, and
153. In the sample, 37% showed metabolic syndrome and mean age was 50
years. PBB 153 levels were associated with an increased risk of having
metabolic syndrome (OR 3.1 (95% CI 1.4–6.5), po0.01) following adjustment
for age, sex, race, poverty index, cigarette smoking, serum cotinine, alcohol
consumption, and exercise. Also, PBDE 153 levels showed a similar rela-
tionship, although not as powerful (OR 2.5). Just as observed for some of the
POPs, non-monotonic relationships were seen for both of these brominated
compounds, with increased risk already at very modest increased levels,
suggesting low-dose effects.

When PBB 153 and PBDE 153 levels were related to the different components
of metabolic syndrome, relationships were found mainly in relation to elevated
serum triglyceride levels. However, when related to prevalent diabetes, both
increased PBB 153 and PBDE 153 levels were associated with an increased risk
of prevalent diabetes with ORs in the range of 1.9–2.7.

The only other research group that has paid attention to the relationship
between metabolic syndrome and environmental contaminants is a Japanese
team.20 In a health survey conducted in different parts of Japan, 1374 subjects
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not occupationally exposed to dioxins and related compounds were inves-
tigated. It was found that 12% of the population showed metabolic syndrome
using a modified version of the NCEP criteria. The investigators calculated the
toxic equivalents (TEQs) for a total of 29 PCDDs, PCDFs, and dioxin-like
PCBs. Belonging to the upper quartile of total TEQ was associated with a 5.3
increased risk of having metabolic syndrome (95% CI 2.3–13, po0.01),
following adjustment for age, sex, smoking, alcohol habits, regional area, and
survey year. Also, when TEQ was calculated separately for the three different
groups of compounds (PCDDs, PCDFs, and dioxin-like PCBs), the TEQs for
each of these groups were all related to the risk of metabolic syndrome (OR
3.2–4.8). Similar results were obtained if diabetics were excluded from the
analysis.

When the five components of metabolic syndrome were related to TEQ
values, all components of metabolic syndrome, except the modified obesity
criteria using BMI instead of waist circumference (p¼ 0.07), were significantly
related to total TEQ. Only for dioxin-like PCBs was TEQ related to the obesity
criteria. In general, for all three groups of compounds (PCDDs, PCDFs, and
dioxin-like PCBs), TEQ was related to the four other components of metabolic
syndrome ( with the exception of TEQ for PCDFs and low HDL-cholesterol).
In most cases, monotonic relationships between TEQ values and prevalent
metabolic syndrome were observed.

While most of the PCDDs and PCDFs investigated were related to the risk of
having metabolic syndrome, a striking difference was seen between different
PCB congeners. PCB 126, 105, 114, 118, 123, and 167 were all significantly
related to prevalent metabolic syndrome, with ORs in the 4.1 to 9.1 range for
the highest versus lowest quartile. The PCBs 156, 157, 169, and 189 were far
from being related to metabolic syndrome. Thus, although the TEQs for the
dioxin-like PCBs were related to the risk of metabolic syndrome, it is evident
that not all PCBs are similar in this respect.

As previously discussed, metabolic syndrome is a combination of the
common cardiovascular risk factors, dyslipidemia, diabetes, hypertension, and
abdominal obesity. Of those risk factors, diabetes is the condition most
frequently studied. Five prospective studies have uniformly shown that high
levels of the OC pesticide, p,p0-DDE are related to future diabetes.21–25 Most,
but not all, of these studies also show that high levels of PCBs increase the risk
of incident diabetes.21,24,25 The five studies are very different with respect to the
age at inclusion of the samples, the duration of the follow-up, and the calendar
time when the measurements were performed. These discrepancies make them
hard to compare. In our own cohort study, the Prospective Investigation of the
Vasculature in Uppsala Seniors (PIVUS) study, we measured 19 POPs in
almost 1000 subjects, all aged 70 years, and followed the development of
diabetes in 5 years.25 During this period, 36 incident diabetes cases emerged.
Subjects in the highest quintile of a summary measure of the 16 evaluated PCBs
showed a 7.5-fold increase in the risk of future diabetes (95% CI 1.4–38.8,
po0.01), following adjustment for sex, BMI, cigarette smoking, exercise,
alcohol consumption, triglycerides, and total cholesterol. The corresponding
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OR for those with the highest levels of a summary measure of three
OC pesticides were 3.4 (1.0–11.7, p¼ 0.03). A point of note is that PCB levels
were a more powerful predictor of future diabetes than BMI (or waist
circumference), even following adjustment for BMI. This is quite remarkable
since obesity is regarded to be the major predictor of diabetes development in
the elderly.

Several cross-sectional or case-control studies support the view that PCBs
and OC pesticides are related to diabetes.26–36 Furthermore, other types of
studies—such as investigations of US Vietnam veterans who had been spraying
the dioxin-containing compound, ‘‘Agent Orange’’,37–42 victims from a PCB
accident in Taiwan,43 and a geographical study of individuals living close to
POP-contaminated waste sites in New York44—also support the view that
POPs could be involved in the development of diabetes.

Regarding hypertension, data are scarce compared to diabetes. There is
however, an investigation using NHANES-data,45 and a study from a POP
contaminated in Aniston in the US, showing relationships between POPs and
hypertension.46 Furthermore, the Vietnam veterans studies41 and the
geographical study from New York47 also support the view that POP exposure
is related to hypertension.

Lipid disturbances and obesity are harder to study in terms of POP exposure
than hypertension and diabetes, since POPs are highly lipid soluble, being
transported by lipoproteins, and accumulate in the adipose tissue. Thus, if lipid
parameters or obesity measures are used as outcomes, it is not evident whether
or not the circulating levels used to determine exposure are affected by the
outcome in a major way, and how this will affect the analysis of the relationship
between the POP levels and lipids or obesity. A large fat mass will ‘‘protect’’ the
circulation from POPs by binding the compounds to the adipose tissue for a
certain period in relation to the metabolism of the individual compounds. Thus,
if a population is exposed to a certain amount of a POP at a certain time-point,
a lean subject will initially have higher circulating levels of that POP than an
obese subject, due to the lipid soluble character of the POP. During this initial
phase, a negative relationship between the POP levels and BMI would be seen.
However, due to the more rapid metabolism of the POP in the lean subjects, the
circulating levels (and also the adipose tissue levels) will decline faster in the
lean subjects and at some time point, estimated to be 2–3 times half-lives of
the POP, the former negative relationship between BMI and the POP will turn
into a positive relationship, as nicely illustrated by Wolff and co-workers.48

This change in the sign of the relationship between POP levels and obesity will
take place earlier for compounds with a shorter half-life compared with
substances with a long half-life. This toxicokinetic pattern does, however,
presume no further exposure of the POP and a constant fat mass, two
prerequisites that are hard to achieve in real life.

Despite these problems with the evaluation of relationships between POP
levels and lipid disturbances and obesity, several papers have been published on
these topics. Using occupational exposure to high levels of dioxins and other
POPs, some studies have been able to show increased levels of lipids, like
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cholesterol and triglycerides, in exposed subjects.6,49–51 Furthermore, a
geographical study comparing subjects living in contaminated areas with
matched non-contaminated areas have pointed in the same direction.52

Also, a number of studies have investigated relationships between POP levels
and obesity in adults. Some of these studies have found positive relationships
between POP levels and various obesity measurements,24,53 but in the PIVUS
study, we found that PCBs with a short half-life showed positive relations in
relation to waist circumference or fat mass, while PCBs with a long half-life
showed negative relationships.54 The same pattern was seen regardless of
whether we used a cross-sectional approach to analyze the data,54 or we
evaluated incident cases of abdominal obesity during a five year follow-up
period.55 It is likely that the toxicokinetic problems discussed contributed to
these discrepancies between different PCBs. It is therefore likely that study of
environmental ‘‘obesogens’’ is better carried out in mother–child cohorts than in
adult and elderly cohorts if the compounds to be studied are highly lipid-soluble.

Amongst the POPs, the perfluorinated compounds are not highly lipid-
soluble and are therefore not subject to the same problems as the majority of
POPs. In a large US cross-sectional population-based study, an association was
found between PFOS/PFOA levels and serum cholesterol.56 Also, in a cross-
sectional study of 1025 active workers with potential exposure to PFOA,
circulating levels of this compound were associated with LDL-cholesterol.57

No studies on the relationships between plastic associated chemicals (PACs)
and metabolic syndrome exist. However, some studies exist on the associations
in relation to different components of the syndrome. Using data on 1455
subjects included in the 2003–2004 examination cycle of the NHANES study,
Lang and co-workers showed that urinary levels of BPA were increased in
relation both to diabetes prevalence and to BMI.58 One increase in standard
deviation of measured BPA levels was associated with a 1.39 times increased
risk of prevalent diabetes, following adjustment for age, sex , race, education,
income, smoking, BMI, and waist circumference (95% CI 1.21–1.60, po0.001).
They also showed that obese subjects excreted almost double the amount of
BPA compared to lean subjects. BPA has a half-life of only a few hours and
almost all BPA is excreted within 24h following a single dose. However, in a
similar analysis of the NHANES 2005–2006 cycle, the associations between
urinary BPA and diabetes was less evident.59

We have also recently shown that circulating levels of BPA is related to LDL-
cholesterol in the PIVUS study.60

Due to the very high abundance of phthalates in the environment, including
the laboratory, it is hardly possible to measure the parent phthalate
compounds. Instead, the mono- metabolites not present in the environment are
measured.

Urinary levels of several phthalate metabolites were determined in the
NHANES 2003–2004 examination cycle. Several of these metabolites were
significantly related to measures of obesity, such as BMI and waist circum-
ference.61,62 A similar pattern was seen in the PIVUS study, where especially
the serum levels of the phthalate metabolite mono-isobutyl phthalate (MiBP)
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was positively related to fat accumulation, measured by both dual-energy X-ray
absorptiometry (DXA)-scan and abdominal magnetic resonance imaging
(MRI), but in women only.63

In a small study carried out in Mexican women, high levels of some phthalate
metabolites in the urine were related to prevalent diabetes.64 In the PIVUS
study, we have recently shown that circulating levels of especially the phthalate
metabolites monomethyl phthalate (MMP), MiBP, and monoethyl phthalate
were related to prevalent diabetes.65 Moreover, we found that some of the
phthalate metabolites were related to measures of insulin resistance and insulin
secretion, the two cornerstones in glucose control. We have also recently shown
that the phthalate MMP is related to LDL-cholesterol levels.60

Thus a picture is starting to emerge; plastic-associated compounds are
related to different cardiovascular risk factors, although the number of studies
are small compared to the literature on POPs and prospective studies are
lacking.

7.3 Cardiovascular Disease

Some of the first evidences that POPs could be involved in cardiovascular
disease came from occupational studies. When those studies pooled their data
into the IARC international cohort, consisting of 36 cohorts from 13 countries,
including 21 863 workers followed for 420 years, it was a very consistent
finding that exposure to dioxin was related to future coronary heart disease
(RR 1.67, 95% CI 1.23–2.26).66 Also, studies in Vietnam veterans spraying the
dioxin-contaminated Agent Orange showed the same pattern with a 52%
increased risk of future cardiovascular risk during 30 years follow-up.41

Also, a couple of accidents might also support the idea that exposure to
POPs could induce cardiovascular disease. In 1979, an industrial plant in
Seveso in northern Italy exploded and contaminated the surrounding area with
dioxins. In a follow-up some 25 years later, an increased mortality rate in
cardiovascular diseases was found in the population living in the contaminated
area compared to a non-contaminated neighborhood. It is of interest to note
that it was only during the first 10 years of follow-up that an increased
mortality rate due to cardiovascular diseases could be noted. The peak in risk
was seen in the 5–10 year follow-up interval (RR 1.84, 95% CI 1.09–3.12).67

In an accident with PCB-contaminated rice in Yucheng, a non-significant
tendency for a higher incidence rate of cardiovascular diseases was observed
during a 24 year follow-up period (OR 1.50, 95% CI 0.8–2.7).43

Also, geographical studies support the idea of a role of environmental
contaminants in cardiovascular diseases. Individuals living close to a POP
contaminated waste site in New York showed an increased risk for both
myocardial infarction (RR 1.20, 95% CI 1.03–1.39)47 and stroke (RR 1.15,
95% CI, 1.05–1.26)68 compared to those not living close to a contaminated
waste site.

The first report using measured concentrations of POPs in a population-
based study and investigated the relationship between POP levels and
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cardiovascular diseases used the NHANES 1999–2002 examination cycle.69

The sample consisted of 889 individuals, 108 of which reported a history of
cardiovascular disease (coronary heart disease or stroke). A total of 21 POPs
were evaluated, divided into 5 classes: PCDDs, PCDFs, dioxin-like PCBs, non-
dioxin-like PCBs and OC pesticides. When the POPs were divided into
quartiles, high levels of dioxin-like PCBs were associated with an increased risk
of cardiovascular diseases (OR 5.0, 95% CI 1.2–20.4, po0.01 for highest versus
lowest quartile). Also, the non dioxin-like PCBs and the OC pesticides showed
similar associations, although not as strong (OR 3.8, 95%CI 1. 1–12.8, p¼ 0.02
for non dioxin-like PCBs and OR 4.0, 95% CI 1.0–17.1, p¼ 0.03 for the OC
pesticides). One point to note is that these significant associations between POP
exposure and prevalent cardiovascular diseases were seen in women only. In
men, the corresponding ORs were in the 1.7–2.2 range and far from significant.

When the individual contaminants were analyzed, PCB 74, PCB 118, PCB
138, PCB 153, PCB 156, PCB 170, oxychlordane, and trans-Nonachlor were all
significantly related to prevalent cardiovascular diseases in women. For PCB
138, PCB 153, and PCB 156, subjects in the highest quartile showed a more
than 10-fold increased risk for prevalent cardiovascular diseases in women
following adjustment for age, race, poverty index, BMI, cigarette smoking,
serum cotinine, alcohol consumption, exercise, HDL-cholesterol, total
cholesterol, triglycerides, hypertension, and C-reactive protein.

In an analysis of NHANES data from 1999–2004, Min and co-workers
analyzed associations between OC pesticide exposure and peripheral artery
disease, defined as an ankle-brachial index o0.9.70 Amongst the 2032
participants, 143 were considered to have peripheral artery disease. Five OC
pesticides were investigated: p,p0-DDE, trans-nonachlor, oxychlordane,
dieldrin and beta-HCH. When the sum of these five OC pesticides was
evaluated, an interaction in relation to obesity was found in that the sum of
these five OC pesticides was only related to peripheral artery disease in the
obese subjects (OR 1.28, 95% CI 1.04–1.57 in the obese group and 0.95, 95%
CI 0.70–1.28 in the non-obese group) following adjustment for age, sex, race,
education, income, cigarette smoking, serum cotinine, alcohol consumption,
total cholesterol, triglycerides, and diabetes. When the five OC pesticides were
analyzed individually, p,p0-DDE, trans-nonachlor, and oxychlordane were
significantly related to prevalent peripheral artery disease in the obese only.

Thus, despite the fact that some evidence from these cross-sectional
evaluations of NHANES data points towards an association between some
POPs and cardiovascular disease prospective data on POP exposure and
cardiovascular disease are still lacking in the population-based setting.

Using data on 1455 subjects included in the 2003–2004 examination cycle of
the NHANES study, Lang and co-workers showed that urinary levels of BPA
were increased in relation to prevalent cardiovascular disease (n¼ 79).58 One
SD increase in BPA levels was associated with a 1.39 times increased risk of
prevalent cardiovascular disease following adjustment for age, sex, race,
education, income, smoking, BMI, and waist circumference (95% CI 118–1.63,
po0.001). A similar risk was seen when only cases with heart attack were
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considered. On the other hand, no association between BPA and stroke (n¼ 40)
was found (OR 0.97, 95% CI 0.74–1.27, po0.001).

When the same research group performed a similar analysis using data from
the 2005–2006 NHANES cycle, the relationships between urinary BPA levels
and cardiovascular disease were generally weaker and no longer significant for
the combined end-point cardiovascular disease (OR 1.21, 95% CI 0.92–1.59,
p¼ 0.16).59 However, heart attack was still significantly associated with urinary
BPA levels in 2005–2006 (OR 1.31, 95% CI 1.03–1.68, p¼ 0.036), and when
pooling data from the two examination cycles, the combined end-point
cardiovascular disease was related to BPA levels in a highly significant fashion
(OR 1.26, 95% CI 1.11–1.43, p¼ 0.001).

The same research group has recently published the first prospective study on
environmental contaminants and future coronary heart disease.71 They used a
nested case-control design to study 758 incident cases of coronary heart disease
and 861 controls from a 410 year long follow-up of the European Prospective
Investigation of Cancer, Norfolk, UK. It was found that one standard
deviation increase in urinary bisphenol levels was associated with an 11%
increased risk of coronary heart disease (95% CI 1.02–1.24, p¼ 0.017).
Following adjustment for age, sex, education, social class, BMI, blood
pressure, lipids and exercise, the OR was not affected.

7.4 Atherosclerosis

The major underlying cause of cardiovascular diseases like coronary heart
disease, stroke, and peripheral artery disease is atherosclerosis. Regarding
coronary heart disease and stroke, the most likely mechanism is rupture of a
lipid-rich atherosclerotic plaque, which will trigger a thrombus formation that
will occlude the vessel and thereby create an ischemic damage. Only a couple of
studies originated from the PIVUS cohort have investigated whether POPs or
PACs are linked to atherosclerosis. We used ultrasound to quantify whether
plaques were present in the carotid arteries and examined the grey scale
intensity of the vascular wall and plaques to determine the degree of lipid
infiltration. We have previously shown that subjects with an echolucent (dark)
vascular wall have an increased risk of future cardiovascular death.72

We found that subjects with elevated levels of PCBs had an increased risk of
having carotid artery atherosclerotic plaques,73 even following adjustment for
sex, blood pressure, lipids, diabetes, smoking, and BMI (OR 1.03, 95% CI
1.01–1.05, p¼ 0.002). Several of the PCBs evaluated were significantly related
to plaque occurrence in the carotid arteries. Some of the highly chlorinated
PCBs and PCB126 were also related to an echolucent vascular wall, suggesting
not only an effect on plaque formation, but also on the lipid infiltration in the
vascular wall, an early step in the atherosclerotic process.

In another report from the PIVUS study, we investigated the role of plastic
associated chemicals.74 We found MMP to be related to carotid plaques in
an inverted U-shaped manner. This pattern was significant after adjustment
for gender, body mass index, blood glucose, blood pressure, HDL and
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LDL-cholesterol, serum triglycerides, smoking, antihypertensive treatment,
and statin use (p¼ 0.004). High levels of BPA, MiBP and MMP were
associated with an echogenic (white) vascular wall, while high levels of mono-
2-ethylhexylphthalat were associated with an echolucent (dark) vascular wall
(po0.0001after adjustment).

Thus both PCBs and plastic associated chemicals are related to plaque
occurrence in the carotid artery, as well as to lipid infiltration in the vascular
wall, independently of traditional cardiovascular risk factors, suggesting the
these compounds might have a direct vascular effect.

7.5 Mechanisms of Action

For the POPs, the basic mechanism discovered for some of the compounds,
such as dioxin and dioxin-like PCBs, is an activation of the aryl hydrocarbon
(Ah)-receptor (AHR). This activation leads to up-regulation of some enzymes
known to be involved in the detoxification process (CYP1A1, CYP 1A2, and
CYP 1B1). Activation of these P450-enzymes has also been associated with
formation of reactive oxygen spices and inflammation as two of the major
results.75,76 Also, alterations in apoptosis rate and cell cycling following acti-
vation of the AHR has been described.77–80

Some of the OC pesticides are known to activate the androgen receptor
(AR). The endogenous ligand testosterone is known to have an influence on
cardiovascular disease.

BPA was originally synthesized as an estrogenic compound\z and activates
the estrogen receptors. Before menopause, women are known to be protected
against atherosclerotic complications and have a more favorable risk factor
profile compared with women post-menopause. However, the value of estrogen
supplementation following menopause in terms of cardiovascular disease is
debated. How the relatively weak estrogen BPA fits into the balance between
endogenous estrogen and its receptors is largely unknown.

The phthalates are known to be PPAR-agonists.81 Activation of PPAR-
gamma promotes differentiation of adipocytes and storage of fat in adipose
tissue. Thus, phthalates are important candidates for actions on obesity and
related traits, such as metabolic syndrome and diabetes.

7.6 Conclusions

Today there is mounting evidences that both POPs and PACs could be involved
in both metabolic syndrome and its different components, such as obesity,
diabetes, dyslipidemia, and hypertension, as well as in the development of
atherosclerosis and cardiovascular disease. However, since epidemiology never
can prove causality, a combination of concordant prospective large-scale
cohort studies, together with concordant experimental data, is needed to
definitively confirm that both POPs and PACs could be involved in cardiov-
ascular disease. The data accumulated today definitely suggests that this as an
area to further explore.
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8.1 Background

The world is experiencing an alarming increase in the rate of obesity, diabetes
and metabolic syndrome. In 2008, the World Health Organization estimated
that 1.5 billion adults aged 20 and over were overweight, and nearly 500million
shared body mass index readings are above 30 kg m�2, which is considered the
threshold of obesity. Currently, in the United States, approximately 27% of
adults and 17% of children and adolescents are obese. Moreover, one in four
adults in the United States and estimated 2.1 billion people worldwide suffer
from diseases associated with metabolic syndrome, such as glucose intolerance,
insulin resistance, and raised blood pressure, which increases the risk of
cardiovascular disease and diabetes.
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Worldwide, the number of people with diabetes increased from 153million to
347million between 1980 and 2008. Approximately 70% of this growth is
attributable to population growth and aging, while the remaining 30% is
attributable to a rise in age-specific prevalence.1 The global health expenditure
on diabetes was expected to total $376 billion USD in 2010, and rise to
490 billion USD in 2030, representing 12% of all per capita health care
expenditures.2

Among US adults, diabetes incidence increased by 41% between 1997 and
2003 in all age groups. This increase was highest (65%) in people 65–79 years of
age, and only includes those diagnosed with diabetes.3 Almost 6% of US adults
over age 65 have undiagnosed diabetes. When both diagnosed and undiagnosed
diabetes cases are included, almost 1 in 4 Americans over age 65 have diabetes,
a number expected to increase rapidly in the coming decades.4 Alarmingly,
children are beginning to develop type 2 diabetes, even before age 10.5 The
economic and social burdens that diabetes places on societies are already
significant, and are growing rapidly.

The incidence of type 1 diabetes is increasing in children worldwide,
especially in the youngest children, under age 5.6,7 Type 1 diabetes incidence
trends among adults, especially older adults, are not well documented, although
some surveys show an increasing incidence in younger adults.8 In industrialized
countries, childhood type 1 diabetes incidence began to increase around the
1950s.9

8.2 Comorbidities and Complications

Why do we care if someone is overweight or obese? There are several classifi-
cations of obesity, and indeed some obese individuals appear quite healthy.
However, the overwhelming majority of obese individuals have multiple
comorbidity factors that result in poor health. These include significant risk of
diabetes, gall bladder disease, sleep apnea, high blood pressure, insulin
resistance, inflammation, breathlessness and, when pregnant, gestational
diabetes, metabolic syndrome and nonalcoholic fatty liver disease (NAFLD).
Obese individuals also have increased risk of coronary heart disease and stroke,
osteoarthritis and gout, impaired fertility, increased risk of cancers, cataracts
and back problems.10

The long term consequences of diabetes can also be severe. Type 2 diabetes
carries with it increased morbidity and mortality, largely due to complications.
Long-term microvascular complications include neuropathy, retinopathy, and
nephropathy. Long-term macrovascular complications include cardiovascular
disease, cerebrovascular disease, and hypertension.11 In addition to these
complications, older adults with diabetes have a higher risk for a variety of
other geriatric conditions, including falls, fractures, cognitive impairment,
physical disability, and depression.4 Type 2 diabetes is also associated with
other conditions, such as NAFLD12 and cancer.13

Chronic hyperglycemia is associated with the microvascular long-term
complications of diabetes.11 Numerous studies have also found associations
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between hemoglobin A1c (HbA1c, a long term marker of average blood
glucose levels) and cardiovascular disease incidence.14 Longer disease duration
and severity of disease (higher HbA1c or insulin-dependence) are associated
with a higher risk of most of the geriatric age-related complications.4 And yet
most clinical trials have not found that intensive glucose control improves
cardiovascular outcomes14 or geriatric outcomes4 in people with type 2
diabetes. Intensive glucose control in elderly patients may in fact cause more
harm than good.15

When type 2 diabetes is diagnosed during childhood/adolescence, the
development and progression of micro and macrovascular diabetes compli-
cations may be especially rapid. Microvascular complications, including
nephropathy and retinopathy, are usually diagnosed at an early age and are
often already present by the time of diagnosis. Onset of type 2 diabetes during
adolescence is associated with an overall risk for complications similar to that
of adults with type 2, and a rate of progression higher than that of adolescents
with type 1 diabetes.16

The microvascular complications associated with type 1 diabetes are similar to
those of type 2 diabetes and include retinopathy, nephropathy, and neuropathy.
Macrovascular complications are also similar and include cardiovascular disease
and stroke.17,18 Intensive glucose control reduces the development and
progression of these microvascular complications.19 Increased insulin resistance,
on the other hand, increases the subsequent risk of both micro and macro-
vascular complications in people with type 1 diabetes.20

Additional autoimmune diseases—especially celiac disease, thyroid disease,
and Addison’s disease (hypoadrenalism)—are common in people with type 1
diabetes, and at diagnosis, one third of children with type 1 diabetes test
positive for the antibodies associated with these diseases.21 Bone mineral
density is lower in adults with type 1 diabetes, although higher in adults with
type 2. Both type 1 and type 2 patients however, have a higher risk of bone
fracture.22

In addition to the health problems associated with obesity and diabetes, there
is a tremendous burden, in term of both time and money, placed on our health
care systems and governmental agencies. Obesity is now more costly than any
other preventive cause of death, with costs estimated to be 17% of all US
medical costs each year.23 It is clear that individuals that were obese or over-
weight as adolescents are highly likely to be obese adults, and to develop
cardiovascular disease, colon cancer, and arthritis, even if they loseweight later
in life.24 Furthermore, obese children at age 12, and who remain overweight,
will have direct medical expenses of an estimated $6.24B associated with their
excess weight throughout their lives.24 Thus there are enormous health and
health care costs associated with obesity and diabetes.

8.3 Genetics and Obesity and Diabetes

Evidence for a genetic basis for obesity comes mainly from studies of resem-
blance and differences among family members, twins, and adoptees.25 A few
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studies have reported that specific genes or genetic polymorphisms account for
higher rates of obesity in certain populations. For instance, linkage studies in
humans and animal models have uncovered some rare obesity causing genes,
such as leptin and its receptor, as well as mutations in the melanocortin 4
receptor gene.26 The genome-wide association studies utilizing massive popu-
lations have uncovered some 40 novel single-nucleotide polymorphisms that
while robustly associating with BMI, even together only explain less than 5% of
the observed variation.27 Numerous genetic alleles—more than 40—have been
associated with type 2 diabetes, but their overall effect remains small; the
heritability of type 2 diabetes is usually estimated to be around 25%.28 As with
obesity, the rapidly increasing diabetes incidence cannot be attributed to
genetic susceptibility. However, the relative paucity of direct genetic evidence
suggests that other factors play a major role in obesity.

The genes associated with type 2 diabetes act in conjunction with various
recognized environmental factors, including aging, pregnancy, physical inac-
tivity, nutrition, puberty, and weight to contribute to disease.29 More than 50
genetic susceptibility loci have been identified for type 1 diabetes to date.
Compared to childhood-onset type 1, a lower frequency of high-risk alleles are
found in people with adult-onset type 1.30 In fact, both type 1 and type 2
associated genes have been associated in adult-onset type 1.31,32 A number of
analyses have confirmed that the highest risk genotype has been decreasing in
new onset type 1 diabetes cases over recent decades; those with a lower or
moderate risk of disease are now more likely to develop type 1 diabetes. This
finding suggests that some environmental change that increases disease
penetrance in those with lower risk geneotypes plays a role in the increasing
incidence of disease.33 High genetic risk is neither necessary nor sufficient for
the development of type 1 diabetes.

In summary, there is no doubt that genetics plays an important role in both
obesity and type 1 and 2 diabetes. It is clear however, that genetics is not the
only factor and that environmental factors also play an important role. Obesity
and diabetes, like all complex diseases, are the result of gene-environment
interactions. To really understand the etiology of these diseases, one must focus
not just on genetics but on the interaction of genetic background with envi-
ronmental effects. The myopic focus on genetics as the only or primary cause of
these diseases is not likely to be a fruitful endeavor, especially in light of the
significant increases in disease incidence and prevalence over the last 40 years,
during which there has been little change in genetics but drastic changes in the
environment.

8.4 Endocrine Mechanisms Controlling Weight Gain

Feeding behavior, satiety, energy metabolism, and blood glucose levels are all
controlled by a complex, interactive endocrine system that consists of the brain,
adipose tissue, GI tract, muscle, liver, pancreas, and hormones and adipokines
that circulate between these endocrine organs (Figure 8.1). There are two main
pathways controlling food intake, the homeostatic system and the brain reward
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(hedonic) system, both of which are centered in the brain. One of the primary
functions of the brain during periods of food scarcity or surplus is to prioritize
behavioral output to procure and consume food, thereby maintaining a
homeostatic energy balance. The hypothalamus is the brain region responsible
for controlling food intake and satiety via a series of homeostatic pathways and
mechanisms. It acts by sensing glucose, fatty acids and proteins as well as
integrating signals from leptin, cholecystokinin, ghrelin, insulin, and neur-
opeptide Y, to control food intake34–37 (Table 8.1).

In addition to homeostatic energy systems, reward systems also have key
roles in regulating feeding behavior.38 The brain reward systems control
learning about the palatable (hedonic) properties of food and thus regulate the
incentive value of food or environmental stimuli that predict the availability of
food rewards. These areas are regulated by dopamine, cannabinoids, opiods,
and serotonin, along with input from homeostatic mechanisms.39,40 Hormonal
regulators of energy homeostasis can also act on brain reward circuits, most

Figure 8.1 The two main pathways controlling food intake, the homeostatic system
and brain reward (hedonic) system, both of which are centered in the
brain. Feeding behavior, satiety, energy metabolism, and blood glucose
levels are all controlled by a complex interacting endocrine system that
consists of the brain, adipose tissue, GI tract, muscle, liver, pancreas, and
also hormones and adipokines that circulate between these endocrine
organs.
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notably on the dopamine system,41 to increase or decrease the incentive value of
food depending on energy requirements. However, stimulation of brain areas
that regulate food reward can trigger binge-like overeating, even in recently fed
animals in which homeostatic satiety signals have been engaged.42,43 This
suggests that obtaining the pleasurable effects of food is a powerful motivating
force that can override homeostatic satiety signals, leading individuals to
consume food with greater frequency and in greater portions.44 And since a
single meal of increased portion size can trigger increased food intake over
several days, hedonic stimulated overeating is likely to be an important
contributor to weight gain and the development of obesity.38 In addition,
certain foods, for example those high in sugars and fat, stimulate the reward
pathways, leading to increased consumption even when not hungry. Thus, in
many respects, these reward pathways are similar to addiction pathways.

In summary, there is neither an independent hunger center nor pleasure
center; complex interactions among multiple tissues and organs are involved in
all aspects of food intake and metabolism. The homeostatic regulatory system
(control of hunger) is easily overturned by the reward (hedonic) system (control
of food craving), resulting in weight gain. Similarly, the homeostatic system
defends against weight loss such that weight gained is not easily lost.45

8.5 Causes of Obesity

The prevailing hypothesis for the obesity epidemic is that people simply overeat
and under-exercise. We live in a world surrounded by highly processed foods
containing a high fat and sugar content. Indeed it is clear that technological
advances in agriculture and food processing have enhanced the nature and
variety of food available to people, thus increasing the likelihood of overeating.
The ease of access to highly palatable food increases a person’s desire to eat and
thus it requires a strong physiologic system to overcome these food urges.
Interestingly, only a subset of individuals overeat and gain weight, and have

Table 8.1 Hormonal control of appetite and metabolism.

Hormone Site of Production Effect

Leptin Adipose tissue Reduces food intake
Ghrelin Stomach Stimulates food intake
Cholycystekinin/GLP-1 Intestine Inhibits food intake
Insulin Pancreas Inhibits food intake
Cortisol Adrenal gland Stimulates food intake
NPY/AGRP Brain Stimulates food intake
Orexin Brain Stimulates food intake
Seratonin/5HT Brain Inhibits food intake
Alpha MSH/POMC
Energy expenditure

Brain Inhibits food intake/increase

Dopamine System Brain Controls food reward

aSelected examples, not a complete list.
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what some researchers refer to as a ‘‘food addiction’’. This specificity raises the
question of why, when individuals are exposed to the same basic environment,
do only some overeat and become obese? In other words, does the simple
availability of highly palatable foods cause us to eat more and become obese?
Or are there other underlying differences between individuals who remain lean
and those that overeat that predisposes some to overeating and obesity? As
described, genetics clearly plays a role, but it is also clear that genetics can only
account for a small portion of obesity and diabetes and not for the increase
over past decades. Thus the environment, more specifically environmental
chemicals, must play an important role in susceptibility to obesity and diabetes.

We postulate that early life environmental events are likely to be a
contributing cause of the obesity epidemic due to disruption of perinatal and
prenatal metabolic programming events, which leads to increased risks of
obesity later in life. It is plausible that individuals at risk for weight gain may
have been subject to altered programming events early in life, which makes
them more susceptible to ‘‘food addiction’’ and overeating. Since obesity is
controlled by homeostatic mechanisms that regulate both hunger and satiety,
as well as reward pathways that control desire for food and conditioning to
food cues, changes at any point in this circuitry could predispose individuals to
weight gain. Perhaps we can learn more about obesity by asking the question:
What are the fundamental differences between lean and obese individuals aside
from genetics? And, why do some people become obese whilst others do not
when exposed to the same foods?

Table 8.2 illustrates that there are many different behavioral patterns
between lean individuals and obese individuals. Overweight individuals view
food differently; they have a higher preference for high fat and sugar foods,
crave foods, are emotional eaters, will work harder for food, and overeat
despite the negative consequences. Obese individuals have increased desire for
certain foods when they attempt to abstain from eating, and have withdrawal
symptoms, such as agitation or anxiety, when they stop eating certain foods.46

These differences are not just psychological, but in fact can be traced to actual

Table 8.2 Differences between obese and lean individuals.

Characteristics and behaviors Obese compared to lean

Food preferences and
behaviors

Preference for high fat and high sugar foods

Food satiety Higher desire and anticipation for food
Delayed state of satiation (delayed satiety signals)

Emotional links to food Increased eating in response to anxiety, depression,
mood swings

Food satisfaction Greater reward from food intake
Brain activity Increased dopamine receptors in brain and pleasure

sensation
Hormones Higher insulin levels, impaired leptin signaling
Receptors Decreased striatal dopamine (DR2) receptors
Acquisition of food Work harder to obtain food
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differences in brain chemistry. On the other hand, lean individuals eat primarily
to sustain life and can stop eating mid-meal, when they perceive they are ‘‘full’’.

8.6 Metabolic Programming, Epigenetics and Obesity

Metabolic programming during prenatal and perinatal development has
become an active area of research in the study of obesity. The developmental
origins of health and disease (DOHaD) hypothesis, first proposed by David
Barker in 1997, showed that poor in utero nutrition resulted in high rates of
disease—including obesity—later in life.47 More recent studies have linked
higher maternal pre-pregnancy BMI and higher gestational weight gain with
increased birth weight and fat mass at birth. Maternal diabetes is also
associated with increased birth weight as well as childhood overweight and
obesity. Interestingly, paternal nutrition has also been traced to ill-fated health
outcomes in offspring. For instance, reports have shown that paternal obesity is
associated with a disruption in insulin secretion and glucose tolerance in
offspring. Paradoxically, children and adults born small for their gestational
age also have an increased risk of obesity, which may be mediated by rapid
compensatory postnatal growth. Thus there are significant data linking
developmental nutritional status to obesity later in life.

The concept of disruptions in developmental programming has now been
extended to include non-nutritional early life exposures that have been shown
to alter the body’s physiology. Focus on the fetus and/or neonate is of primary
concern since developing organisms are extremely sensitive to perturbation by
chemicals with hormone-like activity, e.g. endocrine disruptors. Adverse effects
may occur at concentrations of the chemical that are far below levels that
would be considered harmful in the adult.48 Some reasons for this increased
sensitivity are that the protective mechanisms available to the adult—such as
DNA repair mechanisms, a competent immune system, detoxifying enzymes,
liver metabolism, and the blood/brain barrier—are not fully functional in the
fetus or newborn. In addition, the developing organism has an increased
metabolic rate as compared to an adult which, in some cases, may result in
increased toxicity.48 Finally, prenatal exposure to environmental factors can
modify normal cellular and tissue development and function through devel-
opmental programming, such that individuals may have a higher risk of
reproductive pathologies and metabolic and hormonal disorders later in life.
Thus exposures during critical windows of perinatal development may not
manifest until much later in life. While fetal development is commonly known
to be a period of increased sensitivity to chemical insult, childhood and
adolescence are also marked by continued maturation of key endocrine
systems, and are therefore susceptible to chemical exposure.49

Of special concern are man-made hormone mimicking chemicals capable of
evading defense mechanisms and misdirecting developmental decisions. Recent
studies document detectable quantities of a variety of endocrine disrupting
chemicals (EDCs)—such as persistent organic pesticides (POPs), phthalates,
polybrominated diphenyl ethers, polycyclic aromatic hydrocarbons, and
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bisphenol A (BPA)—in pregnant women, fetuses, newborns, young children,
and adolescents.50–55 Since each organ system has a different developmental
trajectory, and the sensitive window for exposures to cause toxicity changes
during tissue development, the effects of exposures are dependent not only on
the type and dose of the chemical, but also on when the exposure occurs.56

These studies illustrate that the in utero developmental period is a critically
sensitive window of vulnerability. Disruptions during this time-frame can lead
to subtle functional changes that may not emerge until later in life.56 Evidence
now suggests that early life exposures to toxic chemicals can be directly
associated with subsequent increases in the prevalence of the most common
diseases in the last 20 years (Figure 8.2). Table 8.3 shows diseases that have
been demonstrated, in animal studies, to result from exposure to environmental
chemicals during development, e.g. due to altered programming. Note that
obesity and diabetes are among the diseases/dysfunctions that result from
altered developmental programming by environmental chemicals.

There are several important principles that demonstrate how early life
environmental exposures contribute to increased risks of adult disease. Firstly,
chemical exposures can have both tissue-specific and time-specific consequences
on growth and development. As long as tissue is developing, it is susceptible to
disruptions from environmental exposures. These disruptions can result from

Figure 8.2 Model illustrating early life exposures may cause functional changes at
cellular levels that lead to changes in physiological status, and ultimately
increased susceptibility to obesity later in life.

Table 8.3 Diseases/dysfunctions in animals that can be traced to alterations in
developmental programming caused by exposure to environmental
chemicals.

Disease/dysfunction References

Learning and behavioral problems [58–61]
Early puberty [62–64]
Infertility [65, 66]
Breast and prostate cancer [67, 68]
Parkinson’s disease [69, 70]
Obesity and diabetes [71–73]
Asthma [74, 75]
Heart disease/hypertension [76, 77]
Neurodegenerative diseases [78]
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changes in gene expression, protein activity, cell communication, or other
mechanisms. Secondly, the initiating in utero exposure may act alone or in
concert with other environmental stressors. That is, the risk of developing
disease in adulthood can be due to the combined insults over a lifetime. Thirdly,
the pathophysiology may be manifested in a disease that otherwise might not
have occurred, and disease progression may have variable latent periods.
Fourthly, there is a latent period between exposure and disease which could
range from months to decades. Finally, the effects of environmental chemical
exposures can be transgenerational, thus affecting future generations
(Figure 8.3).57

It seems likely that at least of part of the developmental programming of
disease/dysfunction is the result of alterations in the epigenetic control of gene
expression during development. Epigenetic mechanisms of gene regulation,
such as DNA methylation and histone modifications (e.g. methylation, acety-
lation, ubiquitination) regulate gene expression during development and are
thus responsible for normal tissue and organ development.79,80 During this
critical time period, the epigenome cycles through a series of precisely timed
methylation changes, designed to ensure proper development. The appropriate
timing and extraordinary accuracy of methylation in the gametes and following
fertilization makes this system particularly vulnerable to interference from
environmental exposures.81 The highly orchestrated processes that occur

Figure 8.3 Illustration of the complex interactions between environmental factors,
epigenetic regulatory events, and genomic variations that can lead to
increased risk of obesity.
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during these critical developmental periods give rise to concerns about
vulnerability during the early stages of life. Indeed it is now clear that the
epigenetic system is responsive to environmental stimuli, such as drugs of
abuse, diet, or chemical exposures. Recent reports have identified epigenetic
modifications in the central nervous system in response to altered diet,
particularly in the prenatal or early postnatal time period, when brain devel-
opment is particularly vulnerable to perturbations.80 For example,
consumption of a palatable high-fat diet increases DNA and histone
methylation and decreases histone acetylation status in the promoter region of
the opioid receptor mu 1 (MOR1) gene, which correlates with decreased MOR
expression.80 Thus changes in DNA methylation patterns and chromatin
remodeling in response to nutritional status in utero or during early postnatal
development can affect dietary preference and metabolism.5

8.7 The Obesogen Hypothesis

Chemicals that give rise to obesity have been referred to as ‘‘obesogens’’.82

These chemicals are found in a wide variety of products, and most are
categorized as endocrine disruptors due to their hormone mimicking abilities.
Like hormones, these chemicals exert their effects at very low concentrations
and often operate in a non-linear dose response manner. Moreover, if these
hormonal disruptions occur during critical developmental periods, life-long
functional changes can occur. These properties—low concentrations, tissue
specificity, non-linear dose responses, and disruptions at precise time periods—
make it difficult to assess the role of environmental chemicals in causing obesity
and diabetes. Nonetheless, there are now close to 20 chemicals, including
organophosphate pesticides, carbamates, and antithyroid drugs, that have been
linked to obesity or diabetes in animals. In addition, there are chemicals , such
as anabolic steroids and the estrogenic drug diethylstilbestrol (DES), that have
been used for decades to promote fattening and growth of farm animals.83,84

Here, we review selected examples associating chemical exposure to the
development of obesity.

8.8 Animal Studies

8.8.1 Bisphenol A

Recently, there has been a great deal of interest in BPA because of its high
production volume and its potential for widespread commercial use. Numerous
studies have shown a link between BPA exposure and increased body weight
and adiposity in animal models.85–90 BPA exposure during gestation and
lactation accelerated adipogenesis or increased fat pad weights at the time of, or
soon after, weaning.90–92 A recent study in rats confirmed an increase in the
expression of adipogenic genes in adipose tissue at the time of weaning in BPA
exposed animals.91 Some evidence suggests that the increases in body weight
are sex specific, but timing and dose may contribute to the complexity of these
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findings.89,91,92 Thus far changes in body weight have been reported in animals
exposed to BPA during gestation, during the gestation and throughout
lactation, and in one study, BPA exposure continued through PND 30 when
animals were sacrificed.93 To date, no studies have continued BPA exposure
throughout life, and few have followed measurements of body weight and
adiposity through adulthood and to later ages. Far more investigation is needed
in order to understand the effects of BPA exposure on body weight and
adiposity prepubertally later in life, and the mechanisms through which BPA
may be acting.94

8.8.2 Organotins

Organotins are used in plasticizers, slimicides, fungicides, antifoulants,
catalysts, and stabilizers. Tributyl tin (TBT) and triphenyl tinare retinoid X
receptor and PPARg agonists.95,96 Peripubertal exposure to TBT increases
both body and fat mass. Neonatal male and female mice exposed to TBT
in utero had greater Oil Red O staining (indicative of lipid droplets) in their
livers, testis, and adipose tissues at birth and 20% increased adipose mass over
controls in adulthood.96 In utero exposure of mice to TBT caused multipotent
stem cells to differentiate into adipocytes when collected from adult mice,
compared with similarly collected ex vivo cells from vehicle-treated mice.97 This
resulted in a greater lipid accumulation within stem cells-turned-adipocytes
from mice prenatally exposed to TBT, compared with vehicle-treated mice.97

Further, the stem cells from mice exposed to TBT in utero had a greater
propensity to become lipid-filled adipocytes when exposed to more TBT or the
diabetes drug rosiglitizone, another PPARg agonist. This increased adipogenic
capacity may have resulted in a TBT-induced shift in cell population.97,98 Male
mice exposed to TBT during puberty had increased body mass, associated with
increased relative fat mass.98,99 In rats exposed to TBT beginning in utero and
continuing throughout adulthood, the trend of body mass and fat is less
consistent than that observed for other TBT developmental exposure studies;
male rats had a small decrease in body mass, whereas 2 other studies found
opposite effects of TBT exposure on the body weights of female rats.98,100 Thus
the animal data are conclusive for the role of TBT and other tin analogs as
obesogens. Unfortunately there are no human data on developmental
exposures to TBT and weight gain and few data on human exposures.

8.8.3 Cigarette Smoke/Nicotine

When mice were exposed to cigarette smoke while pregnant, the influence of the
cigarette smoke on the body weights of their offspring was gender-dependent
and diet-dependent.101 Adult female offspring fed a normal diet had
significantly increased body weights if exposed to cigarette smoke in utero,
compared with unexposed females, but cigarette smoke did not impact body
weights of females fed a high fat diet for 2 weeks.102 Adult male offspring exposed
to cigarette smoke in utero had a higher body weight than control-treated
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males if fed a high fat diet, but there was no cigarette smoking effect on male
body weight if males ate a normal diet.102 Male rats exposed to nicotine in utero
had significantly increased body mass and white adipose tissue mass at weaning
and throughout adulthood.101 There was also evidence of adipocyte hyper-
trophy in the white adipose tissue mass at weaning. In utero nicotine exposure
did not change food intake or energy expenditure. However, nicotine exposure
was associated with higher food efficiency (food intake relative to body weight
increase), decreased physical activity, decreased brown adipose tissue mass, and
decreased thermogenesis.101 None of these in utero nicotine effects were evident
in female offspring.101 Adult male mice (females were not tested) exposed to the
cigarette smoke and diesel exhaust constituent, benzo[a]pyrene had increased
body weights and weight gain compared with unexposed mice.101 In another
study, the longer that adult male rats were exposed to diesel exhaust, the greater
the increase in their body weights.103 These effects have not been reproduced in
cell culture, where differentiation of 3T3-L1 preadipocytes, as well as their lipid
accumulation, was decreased dose-dependently up to exposure equivalent to
1 pack of cigarettes.98,104

8.8.4 Polyfluoroalkynes (PFOAs)

Perfluorooctanoic acid (PFOA), also known as C8 or perfluorooctanoate, is a
synthetic, stable, perfluorinated carboxylic acid and fluorosurfactant. PFOAs
are used as surfactants in the emulsion polymerization of fluoropolymers, such
as in the manufacture of prominent consumer goods like Teflon and Gore-Tex.
PFOA has been manufactured in industrial quantities since the 1940s. It is also
formed by the degradation of precursors such as some fluorotelomers. PFOAs
are persist indefinitely in the environment. It is a toxicant and carcinogen in
animals. PFOAs have been detected in the blood of more than 98% of the
general US population in the low and sub-parts per billion range, and levels are
higher in chemical plant employees and surrounding subpopulations.105

Mice exposed to low levels of PFOAs in utero had significantly increased
body mass by 10 weeks old, which persisted through to midlife.106 Interestingly,
when these mice reached 18 months of age, there was an inverse and direct
dose–response relationship between in utero PFOA doses and abdominal white
and brown adipose tissue masses respectively.106 However, mice exposed to
high doses of PFOAs during gestation had decreased body mass.106–108 In line
with observations of adult human exposure to PFOAs, mice exposed to PFOAs
as adults experienced no change in body mass or fat mass across PFOA doses
and ages.106

8.9 Human Studies

8.9.1 Maternal Smoking

The epidemiological data strongly support a positive and likely causal
association between maternal smoking and increased risk of obesity or
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overweight in offspring. This conclusion was based on the very consistent
pattern of overweight/obesity observed in the children of mothers’ who smoked
during pregnancy, along with findings from laboratory animals exposed to
nicotine during development.71 Approximately 20 epidemiological studies have
examined the impact of maternal smoking during pregnancy and body weight
on offspring during childhood or adulthood. These studies show a consistent
association between maternal smoking during pregnancy and increased risk of
overweight/obesity in the offspring (Figure 8.4). This literature was evaluated in
two recent meta-analyses.109,110 The pooled OR estimate in Oken et al.109 for
elevated risk of overweight was 1.50 (95% CI: 1.35–1.65) based on 14 studies.
The pooled OR in Ino110 for obesity (BMI495th percentile) was 1.64
(1.42–1.90) based on 16 studies.

Both meta-analyses used funnel plot methods to ascertain publication bias
and concluded that there was some evidence for publication bias, but not
enough to negate the overall conclusion of increased risk. Adjusted pooled ORs
that considered publication bias were still significant: OR (95% CI)¼ 1.40
(1.26–1.55)109 and 1.52 (1.36–1.70).110

8.9.2 Persistent Organic Pollutants

As mentioned earlier, the prevalence of obesity is reaching epidemic
proportions worldwide and the increasing prevalence of obesity in young
children is alarming. Early environmental influences may be a large contributor
to this problem as children may be especially sensitive to the effects of
endocrine-disrupting chemicals, such as POPs, when exposed prenatally and/or
postnatally. Unfortunately, the human literature on POPs and childhood
obesity is very limited and results are not consistent. Some studies have
reported that exposure to pesticides (e.g. DDE) and organochlorines (e.g.
PCBs) are associated with increased BMI during childhood111,112 and in
adulthood.113 One study found that children with higher levels of hexachloro-
benzene (HCB) have an elevated risk of 1.69 (95% CI: 1.05, 2.72) and 2.02
(95% CI: 1.06, 3.85) of being overweight and obese.114 However, there is also

Figure 8.4 Human studies on maternal smoking during pregnancy and risk for
childhood overweight and obesity. Abbreviations: Amer. Ind – American
Indian; ALSPAC – Avon Longitudinal Study of Parents and Children;
adjOR – adjusted odds ratio; BBC – British Birth Cohort; BMI – body mass
index; CESAR – Central European Study on Air Pollution and Respiratory
Health; CLASS – Children’s Lifestyle and School Performance study; CPP
– Collaborative Perinatal Project; GDM – gestational diabetes mellitus;
Gen R – Generation R study; NCDS – National Child Development Study;
NLSY – National Longitudinal Survey of Youth; PedNSS – Pediatric
Nutrition Surveillance System; WIC – Women, Infants, and Children
program; RR– relative risk; wt. – weight; ref. – referent group. Risk
estimates for bracketed statistics, i.e., [crudeRR] calculated based on data
presented in the paper using an open source epidemiology statistics
programs, OpenEpi (http://www.openepi.com/menu/openEpiMenu.htm)
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evidence of inverse associations between some POPs and childhood growth,115

meaning there is still much research needed before any causal inferences can be
made (Figures 8.5 and 8.6).

8.10 Type 2 diabetes

8.10.1 Background

Type 1 diabetes (formerly known as juvenile, or insulin-dependent diabetes) is
caused by autoimmune destruction of the pancreatic beta cells, resulting in
deficient or absent insulin production, and can occur at any age. Type 2
diabetes (formerly known as adult-onset, or non-insulin-dependent diabetes),
accounts for 90–95% of diabetes cases, and is characterized by increased insulin
resistance, as well as pancreatic beta cell dysfunction. The third most common
type of diabetes, gestational diabetes, appears during pregnancy and resolves
afterwards. Gestational diabetes complicates about 7% of all pregnancies, and
increases the mother’s later risk of type 2 diabetes. Pre-diabetes is an inter-
mediate step (in all types of diabetes), defined by impaired glucose tolerance
(post-meal) or impaired fasting blood glucose levels that are above normal but
not high enough to qualify as diabetes.11

Increased insulin resistance (equivalent to decreased insulin sensitivity)
occurs when the body’s cells fail to respond effectively to circulating insulin. In
an insulin resistant state, the ability of insulin to promote glucose uptake in the
fat, muscle, and liver cells is reduced, and/or the ability of insulin to inhibit the
liver’s production of glucose is reduced.109 In type 2 diabetes, insulin resistance
may occur many years before diabetes develops, in conjunction with hyper-
insulinemia (excess circulating insulin).29 It is not known whether hyper-
insulinemia preceeds insulin resistance in the progression of type 2 diabetes, or
vice versa.109 It is thought however, that during pre-diabetes, the beta cells
hypersecrete insulin in an attempt to maintain normal blood glucose levels
during a state of high insulin resistance. This hyperinsulinemia produces excess
insulin signaling and can lead to hypertension and high triglyceride levels.110

Eventually, when the pancreatic beta cells are no longer able to secrete
adequate insulin to compensate for the increased demands of insulin resistance,
impaired glucose tolerance results, finally progressing to type 2 diabetes.29 In
addition to its association with insulin resistance, type 2 diabetes is also char-
acterized by beta cell failure, which involves both a deterioration in beta cell
function and a loss of beta cell mass.111

Figure 8.5 Human studies on POPs exposure and risk for childhood overweight and
obesity. Abbreviations: NHANES – National Health and Nutrition
Examination Survey; HCB – Hexachlorobenzene; PFOS – perfluorooctane
sulfonate; PFOA – perfluorooctanoic acid; PFNA – perfluorononanoic
acid; PFHxS – perfluorohexane sulfonate; adjOR – adjusted odds ratio;
avg – average; mat. cord – maternal cord.
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Whether this reduction in beta cell mass is a cause or consequence of disease
is debated. Pancreatic beta cells originate from ductal cell precursors in utero
and expand during early infancy. Around 97% of human beta cells are
established by age 20.112 In rodents, beta cells can adapt to an increased insulin
requirement (due to pregnancy, obesity, etc.) by increasing beta cell mass. In
humans, beta cell mass is somewhat increased during pregnancy and obesity,
although not to the extent seen in rodents. Human beta cells can also
significantly increase their secretory capacity to compensate for insulin
resistance. During their first year of life, rodents can respond to beta cell
damage with beta cell proliferation. In humans, beta cell replication is also
highest in early life, and may not occur at all over age 30.112

Type 2 diabetes incidence and prevalence increases with age.4,113 Whether or
not insulin resistance increases and/or beta cell function declines simply due to
age is not clear. Beta cell proliferation does decline with age, as apoptosis
increases.12 Glucose tolerance also declines with age, although the mechanisms
vary by sex. In elderly men, defects in insulin secretion and insulin action, with
increased glucose uptake by the liver, leads to this impaired glucose tolerance.
In elderly women however, insulin secretion and insulin action do not differ
from that of younger women.114

Obesity alone is not necessary or even sufficient to cause type 2 diabetes. In a
US-wide survey, while obesity was clearly associated with type 2 diabetes, 20% of
adults with diabetes were neither overweight nor obese, and 57% of obese indi-
viduals did not have type 2 diabetes.115 Overweight and obesity can, however,
contribute to insulin resistance via several pathways, including an imbalance in
hormones (leptin, adiponectin, glucagon) and inflammatory signals [29].

8.10.2 Control of Blood Glucose Levels

Diabetes is a disease of high blood glucose (hyperglycemia). Like control of
weight and metabolism, the control of blood glucose is controlled by a complex
endocrine system. The body control of blood glucose is simpler than control of
food intake and metabolism. The main regulators are insulin and glucagon,
with involvement of sex hormones, thyroid hormones, glucocorticoids, and
numerous other hormonal systems. Blood glucose levels are controlled
primarily with two hormones, insulin and glucagon. Insulin signals fat, muscle,

Figure 8.6 Human studies on POPs exposure and risk for childhood overweight and
obesity (beta estimates). Beta estimates are adjusted b’s except for
studies by Verhulst et al. Abbreviations: PCB – polychlorinated biphenyls;
DDT– dichlorodiphenyltrichloroethane; DDE – dichlorodiphenyldichloro-
ethylene; HCB – Hexachlorobenzene; PFCs- perfluorinated compounds;
PFOS – perfluorooctane sulfonate; PFOA – perfluorooctanoic acid;
PCDD – polychlorinated dibenzodioxins; PCDF – polychlorinated
dibenzofurans; adjb – adjusted Beta Coefficient; nat’l – national; BMI –
body mass index; SDS– standard deviation score; mat. – maternal; TEQ –
toxic equivalent; avg. – average; MI – Michigan; Q1 – 1st quartile; Q2 – 2th

quartile.
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and liver cells to take up and store glucose from the blood, reducing blood
glucose levels. Glucagon raises blood glucose levels by signaling to the liver to
synthesize and release glucose into the blood. Insulin is produced and secreted
by the beta cells of the pancreas, stimulated directly by high glucose levels in the
blood. Glucagon is produced and secreted by the alpha cells of the pancreas, in
response to low glucose levels in the blood. Insulin secretion by beta cells
depends primarily on glucose levels, but is complemented by various other
hormonal signals, as well as fatty acids and amino acids.111

Estrogens are involved in blood glucose regulation. At normal, physiological
levels, estrogens help maintain proper glucose control, and protect beta cell
function. At high or low levels however, estrogens may promote type 2 diabetes
and insulin resistance. Low estrogen levels, due to menopause or ovariectomy,
are associated with impaired glucose tolerance and insulin resistance, which are
counteracted by hormone replacement therapy. High estrogen levels, due to
pregnancy, are also associated with impaired glucose tolerance and increased
insulin resistance. During pregnancy, beta cells increase insulin secretion
to adapt to this insulin resistance, and estrogen probably plays a role in this
adaptation, by promoting insulin secretion. (If the beta cells fail to adequately
adapt, gestational diabetes results). When adult male mice are given estradiol,
their beta cells increase insulin production and secretion, and they develop
insulin resistance, as if they are pregnant. This artificially-induced high insulin
secretion overstimulates beta cells and, over time, may contribute to their
failure. Excessive insulin signaling can lead to glucose intolerance in fat cells
and promote insulin resistance in the liver and muscle. In combination, the
effects of estradiol in male mice could contribute to the development of type 2
diabetes.110

8.10.3 Developmental Programming, Environmental Exposures

and Type 2 Diabetes

Many of the chemicals discussed affect the beta cells, disrupting beta cell
function and mechanisms of insulin production and secretion (Table 8.4).116,118

Many of the chemicals discussed can also cause insulin resistance in animals, or
are associated with insulin resistance in humans. Many are also linked to
hyperglycemia, impaired glucose intolerance, or gestational diabetes. These
chemicals are not all estrogenic, but most are EDCs. Aside from estrogen, other
hormones also play a role in glucose metabolism. Androgens can affect insulin
sensitivity and glucose tolerance; various chemicals can act as androgen
agonists or antagonists, and may thus disrupt glucose homeostasis. Chemicals
that disrupt the thyroid, glucocorticoid, or AhR hormone receptors may also
have diabetogenic effects.117

In addition to endocrine disruption, other mechanisms may play a role in the
diabetogenic effect of chemicals. For example, metals, including mercury,
cadmium, and nickel, may affect beta cells or glucose regulation via oxidative
stress. Beta cells are susceptible to oxidative stress, and reactive oxygen species
have been shown to promote the progression of beta cell dysfunction.118
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The effects of estradiol on male mice, namely insulin resistance and hyper-
insulinemia, are mimicked by the estrogenic actions of the widespread
endocrine disrupting compound BPA.110 Both estradiol and BPA promote
insulin secretion from beta cells and cause hyperinsulinemia, insulin resistance,
and impaired glucose tolerance in mice. Since high insulin levels can in itself
cause insulin resistance, chemicals that increase insulin secretion may
contribute to insulin resistance.109 BPA (and estradiol) can also disrupt
signaling in pancreatic alpha cells, interfering with the release of glucagon from
alpha cells in response to low blood glucose levels.119

Table 8.4 Chemical associations with various types of diabetes (including
impaired glucose tolerance and/or insulin resistance) in
epidemiological or animal studies. The strengths of the associations
differ. Abbreviations: Dev¼ developmental exposure; Ad¼ adult
exposure; DevþAd¼ developmental through adulthood exposure;
Dev, Ad¼ both developmental and adult exposures; IGT¼ impaired
glucose tolerance.

Human Animal

Type 2 or unspecified diabetes Insulin resistance or hyperglycemia
Agricultural pesticides (Ad) [136] Air pollutants (Ad) [185]
Air pollution (Ad) [137, 186–189] Arsenic (DevþAd, Ad) [190, 191]
Arsenic (Ad) [191] Atrazine (Ad) [192]
BPA (Ad) [11, 138, 141] BPA (Dev, Ad) [193, 194]
Brominated flame retardants (Ad) [127] Cadmium (Ad) [133]
Cadmium (Ad) [133] Nitrosamines (Dev) [195]
Dioxin (Ad) [196]
Phthalates (Ad) [142]
POPs: DDE, PCBs, HCB, organochlorine
pesticides (Ad) [125, 129–131, 191,
200–202]

Insulin resistance
BPA [205]
Dioxin and mercury (Ad) [206]
POPs (Ad) [200]
Phthalates (Ad) [143]

Gestational diabetes
Agricultural pesticides (Ad) [144]

IGT during pregnancy
Arsenic (Ad) [145]

Type 1 or insulin-dependent diabetes
Air pollutants ozone and sulfate (Dev)
[169]

Arsenic, cadmium, and lead (Ad) [172]
Nitrite/nitrate/nitrosamines (Dev)
[167, 168]

Organophosphorous pesticides (Dev)
[197]

Phthalates (Dev, Ad) [198, 199]
POPs: DDT, farmed salmon oil (Ad)
[203, 204]

IGT or insulin resistance during pregnancy
BPA (Ad) [194]

Diabetes
Nitrite/nitrosamines (Dev) [176]

Autoimmunity
BPA (Dev, Ad) [178]
Dioxin (Dev) [179]
Mercury (Ad) [180, 207]
Phthalates (Ad) [181]
Tricholorethylene (Dev, Ad) [182, 183,
208]

PCBs (Ad) [171]
Autoimmunity
Mercury (Ad) [209]
Tricholorethylene (Ad) [208]
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Gestational diabetes alone increases the risk of glucose abnormalities
in the offspring. In animal experiments, developmental exposure to
hyperglycemia/maternal diabetes is clearly linked to later metabolic
dysfunction in the offspring, including disruption of beta cell function and
insulin secretion, and abnormal insulin signaling.120

The bottom line is that it is likely that type 2 diabetes, like obesity, starts
during development, both in utero and in early childhood. Thus the devel-
opmental origins of disease paradigm also holds true for type 2 diabetes.

In contrast to obesity where the majority of the supporting data comes from
animal studies, in type 2 diabetes, the majority of the data comes from human
studies, which we review here.

8.10.4 Developmental Exposures in Humans

To date, there have been no epidemiological studies on developmental
exposures to environmental chemicals and the later development of type 2
diabetes. However, other non-chemical developmental exposures have long
been linked to later type 2 diabetes. Individuals whose mothers suffered
through the Dutch winter famine during pregnancy had impaired glucose
tolerance in their 50s. The effect does not appear to progress more rapidly with
increasing age.121 Low birth weight is also associated with the development of
type 2 diabetes in adulthood.122 Fetal exposure to maternal diabetes is
associated with a higher risk of impaired glucose tolerance and insulin
resistance, an effect that can even be transmitted to subsequent generations,
implying an epigenetic mechanism.123 Based on this evidence, it is reasonable to
propose that developmental exposures to environmental chemicals may also
affect the later development of type 2 diabetes.

8.10.5 Human Adult Exposures

In humans, there is growing evidence that adult exposures toEDCs can contribute
to the development of type 2 diabetes. Numerous cross-sectional studies of adults
have found associations between diabetes and exposure to various POPs,
especially dioxin.116 While some of these studies were conducted in populations
with high exposure levels, cross-sectional studies using the US National Health
and Nutrition Examination Survey (NHANES) have found associations between
diabetes and various POPs, including dioxin-like PCBs, organochlorine
pesticides, and brominated flame retardants at background exposure levels.124–127

POPs are also associated with insulin resistance in NHANES.128

Longitudinal studies have also found associations between POPs and
diabetes. The specific POPs and the shapes of the dose–response curves vary,
with some dose–response curves showing non-monotonic associations.129–131

One longitudinal study of Swedish 70 year olds found that exposure POPs,
especially PCBs and organochlorine pesticides, was strongly linked to the
development of type 2 diabetes 5 years later.132 In a cohort of 50–59 year old
Swedish women, baseline DDE levels were associated with an increased risk of
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diabetes in the women who developed diabetes more than 6 years after
baseline.130 In a cohort of adult Great Lakes sport fish consumers, DDE was
associated with type 2 diabetes development 10 years after baseline.131 A study
of young US adults without diabetes found that baseline levels of DDE and
PCBs was linked to higher insulin resistance 18 years later.132

Additionally, epidemiological studies have linked cadmium exposure to
diabetes.133

Agricultural pesticide exposure has been associated with diabetes or
mortality rates from diabetes in agricultural workers.134–136 Cross-sectional
studies have found associations between air pollution and type 2 diabetes. One
longitudinal study of elderly German women found that traffic-related air
pollution was associated with type 2 diabetes.137

A number of cross-sectional studies have evaluated BPA levels and diabetes,
and most have found associations, although the findings are
inconsistent.11,138–141 Overall, NHANES data from 2003–2004, but not
necessarily data from other years or other surveys, show an association between
diabetes and BPA. Exposure to phthalates are associated with self-reported
diabetes in Mexican women in one cross-sectional study.142 Increased insulin
resistance is also associated with phthalate levels in US adult men.143 The lack
of longitudinal data, or developmental exposure data, on these less persistent
chemicals makes it difficult to form conclusions from the existing data.

8.10.6 Exposure During Pregnancy

Exposure to environmental chemicals during pregnancy may increase the risk
of gestational diabetes. Pregnant women exposed to agricultural pesticides
during their first trimester were more likely to develop gestational diabetes.144

Arsenic exposure has been associated with impaired glucose tolerance during
pregnancy in women with relatively low levels of arsenic exposure.145 Since
gestational diabetes increases the risk of later diabetes in the mother and later
glucose abnormalities in the child, the role of environmental chemicals in
gestational diabetes should be further investigated.

Environmental chemical exposures may also play a role in diabetes
complications. Exposure to organochlorine pesticides is associated with neuro-
pathy in people with diabetes or impaired fasting glucose. The association
remained strong even in people with a low HbA1c (below 7%). Exposure to
these POPs was also strongly associated with a higher HbA1c. POPs are known
to be neurotoxicants, which may be a factor in their association with neuro-
apathy.128 Similarly, cadmium is toxic to the kidney and may act together with
hyperglycemia to contribute to nephropathy.133

8.11 Type 1 Diabetes

8.11.1 Background

While the autoimmune disease type 1 diabetes is often thought to be a disease
of childhood, type 1 diabetes can develop at any age. Surveys from Sweden,
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Minnesota, Finland, and Denmark have found that incidence peaks in both
children and older adults: in children around the time of puberty, and in adults
aged 50–80 years.113 About 10% of adults with presumed type 2 diabetes test
positive for type 1-associated GAD or islet cell autoantibodies and actually
have a slowly progressive form of autoimmune or type 1 diabetes.146

8.11.2 Incidence

A number of environmental factors—including early infant diet, viruses, vitamin
D deficiency, excess weight gain, and gut microbiota—are being investigated as
potential contributors to an increase in the incidence of type 1 diabetes, although
none have been clearly identified.147 The role of environmental chemicals in this
increase remains a largely unexplored area of research.148

8.11.3 Endocrine Role and Endocrine Disruption

The immune system interacts extensively with the endocrine system; numerous
immune cells have estrogen receptors and androgen receptors for example.
Sex hormones are involved in both in the development and progression of
autoimmune diseases. In women, hormonal fluctuations (e.g. pregnancy,
menstrual cycle, oral contraceptives) influence the course of autoimmune
disease. Most autoimmune diseases are more common in women than in men,
perhaps due to the stimulation of an immune response by estrogen. Yet while
estrogens appear to promote many autoimmune diseases, androgens appear to
promote others.149 The role of estrogens in autoimmunity however, depends on
the concentration studied, the differing effects of different peripheral estrogen
metabolites, and the differing effects on target cells and different receptors.150

The overall pattern is not clear-cut, since some autoimmune diseases tend
to ameliorate during pregnancy, and flare postpartum, while others exhibit
the opposite pattern, worsening during pregnancy but improving
postpartum.151,152

Unlike most other autoimmune diseases, the male/female sex ratio in type 1
diabetes is approximately equal, although this ratio varies by age and by
population. Natural hormonal fluctuations may influence the development of
type 1 diabetes, since type 1 diabetes incidence is high during puberty and is
more likely to appear during pregnancy than in a non-pregnant state (whether
these patterns are due to hormonal changes, increased insulin resistance, or
both is not known).153 Pregnancy can influence the appearance and levels of
type 1 related autoantibodies; in a group of women without diabetes, most
exhibited a decline in type 1 autoantibody levels during the course of
pregnancy, while others experienced an increase, and a few converted from
antibody negative to positive during pregnancy.151 Around 10% of gestational
diabetes cases are autoimmune and associated with later progression to type 1
diabetes. Women with this ‘‘autoimmune gestational diabetes’’ generally
require insulin during pregnancy, experience remission of insulin dependence
postpartum, and later progress to type 1 diabetes and insulin dependence.154
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In women with type 1 diabetes, hormonal fluctuations during the menstrual
cycle affect insulin dose, as do fluctuations during puberty and pregnancy.
During pregnancy, insulin requirement peaks at week 9, falls until week 16,
rises again until week 37, and falls by 50% immediately following delivery.
Some pregnant women with long-standing type 1 diabetes even appear to
regain some beta cell function during pregnancy, a finding that, in addition to
hormone-induced insulin resistance, may also affect insulin dose.155

The peak incidence of type 1 diabetes in childhood is during puberty, perhaps
due to insulin resistance during that time. In adolescents without diabetes,
insulin resistance and insulin secretion increase during puberty, peaking in mid-
puberty and returning to prepubertal levels by the end of puberty. The changes
in insulin resistance correlate with growth hormone levels and adrenal
androgens, but not sex steroid hormones.156

Metabolic factors appear to play a role in the development of type 1 diabetes.
Higher body weight is associated with type 1 diabetes development, and insulin
resistance is a risk factor for progression to type 1 diabetes in people with islet
autoimmunity.157 Beta cells that are stressed by metabolic factors such as
obesity and insulin resistance may offer more of a target to the autoimmune
attack of type 1 diabetes, accelerating the progression of disease.158

Endocrine disrupting chemicals are known to affect the immune system, and
promote autoimmunity. These chemicals can also affect beta cells, and
contribute to obesity and insulin resistance. These effects may play a role in the
initiation or progression of type 1 diabetes. Whether individual chemicals with
multiple effects or multiple chemicals acting in concert influence type 1 is not
known. Since the antibodies associated with type 1 diabetes may appear very
early in life (even in utero), followed by diabetes years later, developmental
exposures are likely to be important in disease development.159

8.11.4 Evidence from Human and Animal Studies

EDCs have not been adequately evaluated in the development or progression of
type 1 diabetes. We will briefly review the evidence from human studies first,
followed by animal studies. Where evidence on EDCs is lacking, we will include
some evidence of other chemicals and other environmental factors.

8.11.4.1 Human Evidence

Early life exposure to a number of environmental factors—including vitamin D
deficiency, cow’s milk infant formula, and viruses—has been associated with
later type 1 diabetes development in humans. For example, in Norway, the risk
of type 1 diabetes is more than two-fold higher for the children of mothers who
had low levels of vitamin D during pregnancy, as compared to mothers with
higher levels.160 Finnish children given regular vitamin D supplements during
infancy had a reduced risk of type 1 diabetes into adulthood.160 The high
incidence of type 1 diabetes in these Scandinavian countries has prompted
research into vitamin D deficiency and type 1 diabetes.
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Preliminary results from an ongoing double-blind, randomized controlled
trial shows that dietary supplementation with hydrolyzed infant formula when
breast milk is not available reduces the risk of type 1 associated antibodies in
children until age 10, as compared to regular infant formula.161 Virus exposure
in the first year of life, in conjunction with early exposure to cow’s milk, is
associated with type 1 diabetes-associated autoimmunity, suggesting an inter-
action between these two factors.162

Other developmental factors associated with an increased risk of later type 1
diabetes includes birth by Cesarean section,163 high birth weight,164 and
advanced maternal age.165 The congenital rubella syndrome predisposes people
to diabetes later in life, although whether this is autoimmune diabetes is not
entirely clear since the studies on congenital rubella were carried out before the
rubella vaccine, before testing for autoimmunity was well established.166

Dietary consumption of nitrates and nitrites may play a role in type 1
diabetes development, although studies are somewhat inconsistent.167 An early
epidemiological study from Iceland found that parents’ consumption of
Icelandic smoked mutton, a meat cured with nitrites, around the time of
conception increased their sons’ risk for type 1 diabetes.168

Measurements of environmental chemical exposures are largely absent from
ongoing studies of type 1 diabetes development. One study however, found that
exposure to the air pollutants sulfate and ozone during infancy and childhood
increased the risk of type 1 diabetes in children.169 Another study of in utero
exposure to POPs however, did not find an association between POP exposure
and a later risk of type 1 diabetes.170

In adults however, POPs have been associated with type 1 diabetes. In a
group of pregnant women, PCB levels in those with type 1 diabetes were 30%
higher than in those without diabetes.171 Similarly, levels of arsenic, cadmium,
and lead were higher in insulin-dependent diabetic mothers than in controls
without diabetes.172 Until it was removed from the market, the rodenticide
Vacor caused, via beta cell toxicity, insulin-dependent diabetes in children and
adults who ingested it. Autoantibodies characteristic of type 1 diabetes were
found in some of these people.173

8.11.4.2 Animal Exposures

A large number of environmental factors—including viruses, vitamin D levels,
weight gain, a hydrolyzed diet, a gluten-free diet, probiotics, antibiotics, beta cell
rest (including insulin treatment), pharmaceutical drugs (e.g. cyclosporin) and
beta cell toxins—modulate the development of diabetes in animal models.174

Some chemicals promote diabetes in laboratory animals. The beta cell toxin
streptozotocin (STZ), given to rodents to induce insulin-dependent diabetes in
the lab, also induces insulin-dependent diabetes, accompanied by signs of
autoimmunity in young primates.175 Developmental exposure to nitrites in
smoked meat causes diabetes in mice; glucose levels were affected even when
parents consumed this meat only up until the time of conception, implying an
effect on germ cells.176
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Laboratory animals prenatally exposed to immunotoxic chemicals show
exacerbated autoimmunity. The effects of perinatal exposure may be greater or
more persistent than the effects following adult exposure.177 Numerous
chemicals—including BPA,178 dioxin,179 mercury,180 phthalates,181 and trichloro-
ethylene182—have been found to promote autoimmunity in animals following
either developmental or adult exposures (see Table 8.4). None of these chemicals
have yet been evaluated in type 1 diabetes in humans. Yet some (mercury and
trichloroethylene) have different results in non-obese diabetic (NOD) mice (an
animal model of type 1 diabetes), showing almost protective effects. The
conflicting animal experiments appear to indicate that timing, duration of
exposure, and predisposing factors like genetic background are probably
important in the development of autoimmunity.183 These conflicting results
may also be due to the peculiarities of NOD mice, in that most interventions
prevent diabetes in these mice. NOD mice develop diabetes spontaneously, via
mechanisms that are not always relevant to humans.184

While direct evidence is lacking, preliminary evidence indicates that exposure
to environmental chemicals with immunotoxic and/or beta cell toxic effects
may exacerbate the development and/or progression of type 1 diabetes.
Incorporating measurements of environmental chemical exposures into
ongoing developmental studies of type 1 diabetes would likely help fill the gap
in knowledge about the role of chemicals in this disease, and their possible
interaction with other environmental factors.

8.12 Conclusion

There is growing concern in the scientific community that EDCs may be
contributing to the rapidly increasing rates of diabetes and obesity. It is of
particular concern that the incidence of both obesity and diabetes are rising
rapidly in the young. While it is clear that eating calorie-dense, nutrient-poor
food in large portions, combined with lack of exercise, plays an important role,
the rapid rise in obesity and diabetes in the young suggests the influence of early
life exposures to chemicals may be playing an important role. Indeed the
mounting evidence reviewed in this chapter clearly links exposure to EDCs with
the incidence of obesity and diabetes. While the precise metabolic pathways
targeted by most of these chemicals remain to be discovered, the data linking
EDCs with obesity, metabolic syndrome, and diabetes are strong, and the
number of studies finding positive association is growing. Understanding the
molecular mechanisms involved in the role of epigenetics and early life
exposures will provide important insights into the etiology of these chronic
disorders and should play an important role in designing effective prevention
strategies.
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CHAPTER 9

Bisphenol A and Aging

LAURA N. VANDENBERG

Tufts University, Center for Regenerative & Developmental Biology,
200 Boston Ave, Suite 4600, Medford, MA 02155, USA
E-mail: laura.vandenberg@tufts.edu

9.1 Introduction

The plastic monomer bisphenol A (BPA) is one of the highest volume chemicals
produced worldwide, with over 6 billion pounds produced each year and over
100 tons released into the atmosphere per year.1 BPA was first synthesized by
A.P. Dianin in 1891 by combining two equivalents of phenol with one
equivalent of acetone to produce a product with two phenol groups. It was later
investigated in the 1930s as a synthetic estrogen but was never developed for
pharmaceutical purposes. In the 1950’s, BPA began to be used in the
production of polycarbonate plastics and epoxy resins, and production has
increased steadily since that time.

9.2 Mechanisms of BPA Action

BPA contains two benzene rings and two (4,4’)-OH substituents (Figure 9.1).
This simple structure allows the molecule to fit in the estrogen receptor (ER)
binding pocket. The majority of natural estrogens are produced by the ovaries
or testes and are able to diffuse in and out of all cells in the body.2 Estrogens are
retained by some cells, considered target cells, due to high affinity binding to
ERs located in the nucleus. When an estrogen binds to an ER, the receptor then
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binds to specific sites of DNA with high affinity (known as estrogen response
elements), modulating transcription of target genes.

BPA binding to the ER is sufficient to trigger many biological responses that
are similar to the effects of endogenous estrogens. Biochemical assays indicate
that BPA binds both ERa and ERb, with approximately 10-fold higher affinity
for ERb.3–5 In vivo assays—including the uterotrophic assay, which tests
estrogenic responses such as uterine wet weight, luminal epithelial height, and
increased expression of lactoferrin, an estrogen-inducible protein—also
indicate that BPA has estrogenic activity.6,7

Because of its relatively low affinity for the ERs compared to that of natural
estrogens, BPA is often referred to as a weak estrogen. However, many studies
indicate that BPA can stimulate cellular responses at very low concentrations,
below the levels where BPA is expected to bind to the nuclear ERs.8,9 Instead,
these studies indicate that the actions of low doses of BPA can occur via binding
to membrane receptors, including a membrane-bound form of ERa (mERa),
which is similar but not identical to nuclear ERa ,10,11 and a transmembrane ER
called G protein-coupled receptor 30 (GPR30), which is structurally dissimilar
to the nuclear ERs.12,13 Collectively, studies examining the actions of BPA via
membrane receptors indicate that not only does it have the efficacy of estradiol,
but it is also equally potent.14,15 Additionally, there is evidence that BPAmimics
estrogen by binding to estrogen-related receptor g (ERR-g),16 an orphan
receptor that behaves as a constitutive activator of transcription.

The majority of mechanistic studies have focused on BPA’s actions as an
estrogen. However, there is also evidence that BPA binds to thyroid hormone
receptors17 and alters thyroid hormone signaling in vivo.18 Further studies

Figure 9.1 Structure of BPA and 17b-estradiol. BPA contains two benzene rings and
two (4, 4’)-OH substituents. Although BPA only slightly resembles the
structures of natural ligands such as 17b-estradiol, its structure allows it to
fit in the ER binding pocket. These structures illustrate that chemicals with
variable conformations can bind to the estrogen receptors.
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indicate that BPA binds to androgen receptors and may have anti-androgenic
activities in vivo.19 Studies have also shown that BPA binds to the ubiquitous
aryl hydrocarbon receptor,20 an orphan receptor that is thought to mediate
toxicity following exposure to environmental chemicals. Finally, there may be
more targets of BPA action; recent studies indicate that this chemical can bind
to the peroxisome proliferator-activated receptor gamma (PPARg) and can
stimulate adipogenesis in pre-adipocyte cell cultures.21,22

9.3 BPA Sources

In 1993, a study examining estrogenic substances leaching from laboratory
products showed that autoclaving cell culture media in polycarbonate flasks led
to the release of an estrogenically active substance which was identified as
BPA.23 Since that time, studies have shown that BPA leaches from poly-
carbonate baby bottles and other polycarbonate containers intended to be used
as reusable food containers.24 Other items such as polyvinyl chloride stretch
films, food-contact papers, and cardboards used as food containers have also
been shown to contain BPA, and its transfer to foods from these products has
also been demonstrated. In a non-randomized intervention study, college
students that consumed all of their cold beverages from a polycarbonate bottle
had urinary concentrations of BPA metabolites that were 69% higher than
urine samples collected following a wash-out, where all cold beverages were
consumed from a BPA-free container.25 Thus polycarbonate plastics are a
plausible source of human exposures.

To protect metallic food cans from rusting and corrosion, an epoxy resin is
typically applied to the inner surface; many of these resins are synthesized by
the condensation of BPA and epichlorhydrin to create bisphenol A diglycidyl
ether (BADGE). BPA leaches from these resins due to incomplete poly-
merization of the applied BADGE. Several studies have shown that various
conditions, including temperature and storage time, can support or enhance
BPA migration from the coating of cans,24 and many studies have shown that
detectable levels of BPA are found in specific canned foods, including canned
infant formula.26–29 In another dietary intervention study, urine was collected
from individuals consuming their normal diet (containing canned foods),
followed by a diet without any canned goods.30 Urinary metabolites of BPA
were significantly reduced when canned goods were removed from the diet and
rebounded to pre-intervention levels when typical consumption of canned
goods resumed. This study and others indicate that canned goods are a
significant source of human exposures to BPA.31

Finally, in the last few years, it has been shown that additional consumer
products may contribute significantly to human BPA exposures. Many
cigarette filters contain BPA, and individuals that smoke have higher levels of
BPA metabolites in their urine compared to non-smokers,32 indicating that this
may significantly contribute to total BPA exposures in these individuals.
Additionally, thermal papers contain large quantities of BPA,33 and absorption
via the skin is strongly suspected.34,35 Further, these sources and others are
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thought to contribute to the measurable levels of BPA that have been detected
in indoor and outdoor air, dust, water, and landfill leachates.24

9.4 Human Exposures

At this time, there is only a limited amount of information available to understand
the kinetics of BPAmetabolism following exposures. In humans, once BPA enters
the body, it is conjugated to form two major metabolites, BPA-glucuronide and
BPA-sulfate; this process occurs in the liver. If BPA enters the body via the oral
route, this is thought to occur soon after exposure in a process referred to as ‘‘first
pass metabolism’’.36 However, toxicokinetic studies clearly indicate that this
metabolism is not complete, i.e. some BPA is not metabolized, even when
exposures are strictly via the oral route.37 Further, when BPA enters the body via
non-oral routes (i.e. via dermal exposures to thermal papers), it can circulate more
freely in the body before it is inactivated. Once BPA is conjugated, BPA meta-
bolites are readily removed from the body via urine because they are more water-
soluble than unconjugated (free) BPA. Importantly, there are factors that can
influence the metabolism of BPA; these include age, sex, and physiological
status.37–40 Additionally, there is evidence that BPA metabolites can be decon-
jugated, and thus returned to the active form of BPA, in certain body tissues.41–43

A few studies have examined the disposition and metabolic kinetics of
labeled BPA following oral administration. These studies have been used by
regulatory agencies to conclude that BPA metabolism is so efficient in humans
that unconjugated levels are rarely, if ever, detected in blood samples, and BPA
metabolites are cleared from the body within 24–36 hours of exposure.44,45

Unfortunately, these toxicokinetic studies are extremely limited in their design
and interpretation, thus their conclusions have been strongly challenged.24,46,47

In addition to using inappropriate and insensitive methodologies, these studies
did not consider whether BPA metabolism would be affected by constant versus
acute exposures, or whether non-oral exposures would be metabolized in the
same way as oral exposures. Human studies suggest that non-oral exposures
significantly contribute to overall exposure profiles.48

Biomonitoring studies have been an important source of information about
typical human exposures to BPA. In these types of studies, human tissues and
fluid samples are collected without any other interventions; BPA concentrations
(and concentrations of metabolites) are determined with analytical detection
methods and, where sampling numbers permit, relationships between demo-
graphic factors and BPA concentrations can be determined. These types of
demographic–exposure relationships have been examined in detail using several
large studies of reference populations, i.e. sampling of groups that are represen-
tative of larger populations. These large-scale biomonitoring studies indicate that
BPA exposures are widespread in North America, Europe and parts of Asia.49–51

They also indicate that lifestyle factors and other demographics, including
country of residence, significantly influence BPA concentrations in urine.52

In addition to these large studies of reference populations, more than thirty
additional studies have examined BPA and/or its metabolites in urine samples
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(for a review, see reference 46). Even though these studies have examined
incredibly variable populations, have used a wide variety of analytical methods
and have a lot of variability in study size, by and large they report that the
majority of individuals sampled have detectable levels of BPA (and BPA
metabolites) in their urine. Further, there is remarkable consistency in the
concentrations reported from human populations around the world; most
studies report levels of 1–3 ng mL�1 BPA metabolites in urine.

In addition to these urine studies, approximately two dozen studies have
examined BPA concentrations in blood and serum samples collected from
pregnant women, non-pregnant adults, and fetal umbilical cords (reviewed in
reference 46).These studies specifically focused on determining the concen-
trations of unconjugated (free) BPA in healthy individuals, and all but two were
able to detect this compound in at least some samples. Similar to what has been
reported for urine, these studies typically reported blood concentrations in the
range of 0.5–2 ng mL�1 unconjugated BPA in blood. Additional human tissues
and fluids, including amniotic fluid, placenta, breast milk, adipose tissue, and
saliva, have been examined for BPA content (reviewed in reference 46). Similar
concentrations to those reported for blood have been detected in these samples.
Together, it can be concluded that the majority of individuals are exposed to
BPA, and that internal exposures are typically in the 1 ng mL�1 range.

There are several reasons to be concerned about the levels of BPA and BPA
metabolites typically reported in human tissues and fluids. First, reported
concentrations of 1ng mL�1 are higher than those required to stimulate responses
in cultured cells.53 Second, the reported concentrations in human samples are in
the range of concentrations that affect development of rodents and other
animals,54 suggesting that these low levels could influence biological endpoints
and development in humans.55 And finally, several studies have examined BPA
metabolism in rodents and non-human primates,54,56,57 which have remarkably
similar metabolic profiles to humans.58 These studies suggest that relatively large
exposures—in the range of hundreds of micrograms per kilogram body
weight—are required to produce the levels measured in human samples.24,54,56

9.5 Overview of Animal Studies

As discussed earlier in this chapter, many studies of BPA have focused on its
estrogenic properties. Much is known about the actions of endogenous estrogens
via nuclear ERs, including downstream gene expression changes in target cells.
Target cells include those in the female reproductive tract (uterus, ovary, vagina,
cervix, oviduct), the male reproductive tract (testis, prostate, epididymis, seminal
vesicles), the nervous system and brain (including the hypothalamus and
pituitary), the mammary gland, the immune system, the cardiovascular system,
the metabolic system (including adipose tissue, muscle, the digestive tract,
pancreas), and the skeletal system, among others.59 Hundreds of animal studies,
mostly using rodentmodels, have examined the effects of BPAon these endpoints.
The following sections discuss some of these studies, with an emphasis on those
findings that are relevant to understanding the influence of BPA on aging.
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9.5.1 Determining what is a Low Dose Exposure to BPA

Rodent and other animal studies of BPA have examined a wide range of doses
on a considerable number of endpoints. Yet there is significant debate over which
doses are truly relevant to inform risk assessments and the human condition in
general.60 In 2001, the National Toxicology Program established guidelines to
define ‘‘low doses’’ in studies of environmental chemicals.61 Two different defi-
nitions of ‘‘low dose’’ were proposed: 1) doses in the range of human exposures,
and 2) doses below those typically used in traditional toxicology assessments.62

At a 2006 scientific meeting on BPA organized by the National Institutes of
Health (US), an expert panel also defined ‘‘low dose’’ as an administered dose
that produces blood concentrations in the range of what has been measured in
humans via biomonitoring studies.24 Using these different definitions for ‘‘low
doses’’ has important consequences for the analysis of the BPA literature,
because each definition produces a widely different cut-off limit, and therefore
influences the number of relevant studies (Table 1).

9.5.2 Dealing with Controversy & Conflicting Data in the

BPA Literature

Before discussing the literature, it is important to acknowledge the considerable
amount of controversy surrounding the study of BPA, and in particular the

Table 9.1 Influence of low dose definition on cut-off level of exposure,
number of total studies, and number of studies finding significant
effects of BPA.

‘‘Low dose’’
definition

Cut-off level of
exposure
(BPA)

Number of
studies examining
doses at or below
low dose cut-off

Number of
studies finding
significant
effects at or
below low dose
cut-off

% positive
studies

Doses in the range
of (suspected)
human exposures

50 mg/kg/day
(the US EPA
‘‘safe’’ dose)

124 108 87%

Doses that produce
blood
concentrations in
rodents similar to
concentrations
measured in
environmentally-
exposed humans

500 mg kg�1

per day
150 134 89%

Doses below those
used in traditional
toxicology studies

50 mg kg�1 per
day

B220 B200 91%
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study of low doses of BPA. Substantial attention has been given to those studies
that were unable to find effects of BPA on any endpoint.63–66 Some scientists,
including those involved in risk assessments, have argued that these ‘negative’
studies indicate that BPA is safe for humans.67–70 They have also argued that
these ‘negative’ studies are better designed and implemented than studies that
found significant effects of BPA. In response, many scientists have pointed out
significant limitations and flaws in these ‘negative’ studies; these include:
inappropriate choice of endpoints, contamination of negative controls, inap-
propriate choice of positive control substances and doses, and use of insensitive
animal strains, among others.60,71–75 The remainder of this chapter focuses on
those studies that have found significant relationships between BPA exposure
and age-related diseases.

9.6 BPA & Mammary Cancer

In the rodent, the mammary gland begins to develop about half-way through
the period of gestation, and this tissue expresses ERs a few days before birth,76

making it an important target for BPA and other environmental estrogens.77

Cells in the gland continue to express ER throughout life, and mammary
gland development is significantly enhanced by ovarian production of natural
hormones at puberty. In particular, estrogen is responsible for elongation of the
mammary ducts and overall development of the gland, allowing the epithelium
to fill the stromal compartment in preparation for pregnancy and lactation.77,78

Several studies have examined the effects of BPA exposure during perinatal
development, stages considered ‘critical periods’ in the development of the
mammary gland.79 Low levels of BPA during early development can alter
developmental parameters of the gland and produce phenotypes that are
similar to human risk factors for mammary cancer. One study examining the
effects of BPA during the period of exposure reported that it altered devel-
opment of both the stromal and epithelial compartments at embryonic day 18,
accelerating the differentiation of the fat pad and delaying the development of
an epithelial lumen, suggesting that BPA exposures affect the organization of
the developing gland.80 Perinatal exposures also affected development of the
pubertal gland, with BPA exposed animals displaying altered tissue organ-
ization81–83 and enhanced responses to estradiol84 and progesterone.85

Perhaps even more intriguing are reports showing that perinatal exposure to
BPA alters the appearance of the mammary gland in adulthood. In mid and
late adulthood, mammary glands from BPA-exposed females had an
appearance that resembled glands collected from pregnant females, even
though these animals remained sexually naı̈ve.86 Other studies reported effects
of early life BPA exposures on adult mammary gland tissue organization, gene
expression, and even the appearance of pre-cancerous lesions.87,90

BPA exposures limited to the pre-pubertal period of development can also
influence architecture of the mammary gland. Animals exposed at this later
period of development had increased numbers of epithelial structures, which
may indicate that BPA exposures advance development of the mammary gland,
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compared to unexposed controls.91 Finally, adult BPA exposures can also alter
organization of the tissue compartments in the adult mammary gland.
Following several weeks of low dose exposure, both wildtype females and
females with mutations in the BRCA1 gene had abnormalities resembling the
effects of perinatal BPA exposure in their mammary gland architectures.92 Both
wildtype and BRCA1 mutant females exposed to BPA had significantly more
ductal hyperplasias and increased epithelial proliferation compared to
unexposed females. Collectively, these studies link BPA exposure with several
human risk factors for breast cancer, including an increase in the number of
epithelial structures where cancers are thought to arise,81,93 increased epithelial
density (which may be similar to the human risk factor of increased mammo-
graphic density),94 increased sensitivity to estrogens,84 and increased numbers
of pre-neoplastic lesions.88,92

Of course, results showing that BPA increases the appearance of risk factors
for mammary cancer are not the same as showing a direct connection between
this chemical and cancer itself. Because the rat model of carcinogenesis mimics
human breast cancer better than most mouse models,95,96 experiments to
address the link between BPA and mammary cancer have largely used the rat.
These studies have shown that BPA can produce neoplastic (cancerous) lesions
in the mammary gland, even when no additional hormonal or carcinogen
treatments were applied.89 An additional study using a tumor-prone mouse
strain showed that even adult exposures to BPA could promote mammary
tumors.97 Although unexposed females of this mouse strain developed tumors,
BPA exposures accelerated their appearance.

BPA exposures during perinatal development changed the response of the
mammary gland to chemical carcinogens.90,98–100 Typically, these carcinogens
were administered at doses that produced few, if any, tumors in unexposed
animals, yet BPA-exposed females developed significantly more tumors, had a
decreased tumor latency, and an increased severity of the tumors’ histological
grades. Even BPA exposures that were limited to the pubertal period increased
the susceptibility of the mammary gland to chemical carcinogens.101 These
findings are supported by subsequent studies which demonstrated that BPA
alters gene and protein expression in the mammary gland. Gene expression
arrays and proteomic studies indicate that BPA upregulates the expression of
genes related to immune function, cell proliferation, cytoskeletal function, and
estrogen signaling, and downregulates apoptotic genes.87,98,99,102 BPA also
increased cell proliferation and decreased apoptosis in the gland.101

Collectively, these studies may shed light on the cellular and molecular
mechanisms behind increased susceptibility to mammary cancer.

9.7 BPA & Prostate Cancer

The effects of BPA on the prostate are some of the most contested for this
chemical, and for endocrine disruptors as a whole.103–105 Several regulatory
agencies and many scientists have addressed whether low doses of BPA during
fetal and perinatal development affect the rodent prostate.104,106–109 In 1997,
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the first study to examine the effects of fetal BPA exposure on prostate
development showed that exposure during early development significantly
increased the weight of the prostate in adulthood compared to prostates
collected from age-matched controls.110 Several subsequent studies have shown
similar effects on adult prostate weight following fetal exposures to low doses of
BPA.111–114 BPA has been shown to disrupt tissue organization, protein
expression, and cell proliferation in prostate epithelial ducts.115–118 Low doses
of BPA also affect androgen receptor binding activity in the prostate112 and can
alter the volume and size of individual prostatic ducts.116

Again, these findings of altered prostate size and expression of proteins in
the adult prostate following perinatal BPA exposure are intriguing, but they
do not address whether BPA could influence diseases of aging, namely the
incidence of prostate cancer. In humans, prostate cancer normally develops
when endogenous hormone production is increased.119 For this reason, many
studies examining the influence of environmental chemical exposures
examine the incidence of prostate lesions with and without supplemental
hormone therapy.120 Several recent studies have examined whether low doses
of BPA influence the incidence of adult-onset prostatic intraepithelial
neoplasias (PIN lesions) in male rats. Regardless of how BPA was admin-
istered to pups, early life exposures to BPA increased the incidence of PIN
lesions in response to a mixture of testosterone and estradiol in
adulthood.121–123 Without this hormone cocktail, no increase in PIN lesions
was observed in BPA-exposed males. Studies aimed at understanding the
molecular mechanisms behind the response of the prostate to early life BPA
exposures have shown that low dose exposures produce permanent epigenetic
alterations; prostates isolated from exposed males contained unmethylated
sequences in genes are that normally hypermethylated—and therefore
silenced—in untreated males.121,124

As mentioned, several studies have reported that they were unable to detect
any effects of perinatal BPA exposures on the prostate.63–65,125–130 Importantly,
these studies have flaws, including the failure to include a positive control, the
use of an inappropriate positive control, an inability to find effects with the
positive control, and lack of sensitivity demonstrated by effects of only high
doses of the positive control. Even when considering these ‘negative’ studies,
several expert panels have concluded that perinatal BPA exposures can
permanently alter the adult prostate.54,55,131

9.8 BPA & Metabolic syndrome, Liver Disease &

Cardiovascular Disease

In humans, metabolic syndrome comprises a combination of disorders—
including a high BMI (including obesity), a concentration of body fat at the
center of the body (i.e. around the waist), high triglyceride levels, reduced
HDL-cholesterol levels, high fasting glucose levels, impaired glucose tolerance,
insulin resistance, and/or high blood pressure—that increases the risk of

Bisphenol A and Aging 249



developing cardiovascular disease and diabetes.132 Genetics and environmental
factors, including aging, lifestyle, and endocrine disorders, can contribute to
metabolic syndrome. Additionally, recent studies in the field of endocrine
disruption have identified a class of chemicals termed ‘obesogens’, i.e. chemicals
that can promote the development of adipocytes, alter lipid metabolism, and
contribute to obesity.133,134

Several of the endpoints observed in human metabolic syndrome have been
observed in animal models following exposure to BPA. Low doses of BPA can
influence the body weight of offspring exposed during the perinatal
period.135–138 Additionally, the type of food provided to BPA-exposed animals
in adolescence and adulthood can significantly impact on whether alterations in
body weight are observed.139,140 In fact, varying composition and estrogenic
activity of feed could account for many of the studies that were unable to detect
effects of BPA on body weight.141,142 BPA can also influence the percentage of
body weight attributed to adipose tissue and the localization of fat to the
viscera.143

In one of the more interesting examinations of BPA as an obesogen,
Alonso-Magdalena and colleagues administered low doses of BPA to
pregnant mice for eight days during pregnancy. Several endpoints were
examined in these pregnant females, and the mice were then re-examined
4 months after parturition; the male offspring were also examined 6 months
after birth.144 During pregnancy, the dams were found to have altered glucose
tolerance and fasting insulin levels, as well as high circulating levels of leptin
and triglycerides after fasting. Four months after delivery, these same females
had higher body weights and altered sensitivity to glucose and insulin.
Additionally, the male offspring had abnormal blood glucose and fasting
insulin levels, glucose intolerance, and abnormal proliferation of pancreatic
b-cells.

Other important factors that have been identified in human metabolic
syndrome have also been examined in rodents exposed to BPA. Several studies
have investigated the influence of early life BPA exposures on liver health later
in life. BPA affects the expression of metabolic genes140 and measures of lipid
peroxidation and reduced glutathione in the liver.145 Finally, only one study
has examined heart-related parameters relative to BPA administration, and this
study showed that male rats exposed to BPA during early life developed
hypertension in adulthood.143

Two more studies with plausible relevance to human populations concern
BPA exposures prior to in vitro fertilization (IVF). In human IVF treatments,
embryos are often matured outside of the body prior to implantation. Pre-
implantation mouse embryos were exposed to BPA and their rate of devel-
opment to blastocyst stages was altered, with low doses increasing the number
of embryos reaching blastocyst stages and high doses decreasing this
number.146 Additionally, pre-implantation mouse embryos were cultured in
1 nM BPA and then transplanted into unexposed females and allowed to
develop; these animals were significantly heavier at weaning compared to mice
from embryos that were not cultured with BPA.147
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9.9 BPA & Infertility

A number of studies have shown that developmental exposures to low doses of
BPA alter development of the male and female reproductive tracts148–153

Several studies clearly indicate that the timing of female reproductive aging is
influenced by BPA exposure, starting as early as puberty, with advanced timing
of vaginal opening and earlier timing of first estrous.100,154,155 Alterations were
also observed in adult estrous cycles following perinatal exposure.86,154,156

Another important measure of reproductive aging is the presence of blood-
filled ovarian bursae and cystic ovaries; these were observed significantly more
often in BPA-exposed females after several months of age compared to age-
matched controls.86,157–159 Finally, females that were developmentally exposed
to BPA had significantly more oocytes with meiotic abnormalities, including
aneuploidy;160 when these females were mated, there was a significant increase
in the number of aneuploid eggs and embryos.161 Follow-up studies also
suggest that diet plays an important role in this oocyte phenotype.162,163

Only a few studies have examined whether BPA influences female fertility
and fecundity,164,165 and only one study has examined the relationships
between BPA exposure, fertility/fecundity endpoints and age.166 Perinatally
exposed females were force-bred throughout life to determine the maximum
number of litters (a measure of fertility) and the maximum number of pups (a
measure of fecundity) they could bear. Interestingly, animals exposed to BPA
demonstrated an age-related decline in both fertility and fecundity.

Male fertility has also been investigated with regards to the plausible effects
of BPA on this endpoint. As mentioned, developmental exposures to BPA
cause malformations of the male reproductive organs. Additionally, relatively
high doses of BPA induce measures of oxidative stress and lipid peroxidation in
the testes of exposed males.167–169 But perhaps most important for considering
the effects of BPA on fertility are those studies showing that BPA alters sperm
characteristics, including sperm number,114,170–172 sperm morphology,173,174

and sperm motility.114,172,173,175 Several of these studies have also shown
direct effects on male fertility.170,172

9.10 Summary of Animal Studies

This review is focused on an examination of the effects of BPA on aging-related
endpoints, including metabolic syndrome, mammary and prostate cancers, and
male and female infertility. However, it is important to note that a large
number of studies have examined the effects of BPA on other endpoints. Highly
significant effects indicating that BPA alters the development of sexually
dimorphic regions of the brain and behaviors that are likely controlled by these
nuclei have been reported;176–184 many studies specifically show that BPA alters
sex-specific behaviors. Low dose effects of BPA have also been reported with
regard to immune responses following antigen exposure185–187 and serum
concentrations of various hormones.7,164,188,189
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Several researchers have produced models to explain the actions of BPA
during early development and how the effects of early hormone exposures can
lead to various endocrine-related pathologies (reviewed in references 54, 190,
191, and 192). Typically, these models propose that BPA acts via ERs (ERa,
ERb, mER, etc.) present in estrogen-target organs. When BPA binds to these
ERs, particularly during developmental periods where concentrations of
endogenous estrogens are low or absent altogether, this activation of estrogen-
signaling pathways permanently alters organ histogenesis and cellular differ-
entiation. Many phenotypes associated with these hormone-related pathologies
are observed at puberty and in adulthood, and some syndromes that are
associated with aging (cancer incidence, weight gain, infertility) manifest earlier
as a consequence of BPA-induced changes. Of course, because different ERs are
present in different cell types and at various developmental stages, BPA can
have different actions (complementary and opposing) depending on the applied
dose, the period of exposure, and various other environmental factors. Because
of all of these variables, BPA exposures can produce complex phenotypes, some
of which have serious detrimental consequences for the health of the individual.

9.10.1 Overview of Epidemiology Studies

As discussed earlier in this chapter, human exposures to BPA are widespread
and there is a general consensus that BPA can be detected in the majority of
individuals in many countries.24,46 Epidemiologists have now begun to collect
information about human exposure levels and ask whether there are rela-
tionships between circulating levels of BPA, or excreted BPA metabolites, and
various health outcomes. These studies are particularly challenging for several
reasons: 1) BPA exposures are so widespread that there is no ‘‘negative control
population’’ available for study;193 2) because BPA itself is ubiquitous,
especially in medical and laboratory environments, there are concerns over
contamination during the collection and analysis of human samples;194 3) most
studies examine only single urine samples, but there is wide inter-person varia-
bility as well as temporal variability in BPA concentrations;195–197 4) most
exposure assessments occur in adults, whereas damage inflicted by BPA may
occur much earlier in life; and 5) animal studies typically examine single chemical
exposures to determine their effects on developing individuals, but humans are
exposed to mixtures containing dozens or even hundreds of chemicals.

For these reasons, as well as cost-related issues, only a few epidemiology
studies have addressed the role BPA may have in human diseases. Recently, a
few of these studies have examined gestational exposures to BPA (via sampling
of urine from pregnant women) and related these exposures to behavioral
outcomes in offspring in the first few years of life.198,199 These studies are
unique in their prospective design, and future studies will likely use a similar
strategy to determine any relationships between BPA exposure levels and other
health outcomes, including infertility, cancer incidence, metabolic syndrome,
and others. Obviously establishing relationships between developmental
(perinatal) BPA exposures and adult diseases will take decades to complete.
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This review will finish with a brief overview of the few epidemiology studies
conducted to date that have examined age-related health outcomes. Although
these studies are limited, based on their designs (typically cross-sectional or
case-control studies), their results do point to intriguing relationships between
BPA and age-related diseases.

9.10.2 BPA & Cancer

Only one study to date has examined whether individuals with higher BPA
exposures are at greater risk for developing cancer. In this study, serum BPA
concentrations were compared between Korean women with breast cancer and
age-matched controls.200 Although the median exposure levels were higher in
the breast cancer patients compared to controls (0.61 ngmL�1 versus
0.03 ng mL�1), these differences were not significant. Of course, this study was
limited by the collection of blood at the time of breast cancer diagnosis/
treatment, because these BPA exposures likely do not reflect exposure levels
from early life during periods that may be more sensitive to disruption by BPA.
Further, these results may be more indicative of the number of medical
interventions experienced by the breast cancer patients compared to the healthy
controls. Because a large number of medical devices and medical tubing contain
and release BPA, these patients may have experienced higher exposures during
the treatment period.9,201

Studies examining the link between BPA exposures and cancer endpoints are
greatly needed in human populations. In studies of diethylstilbestrol (DES), a
potent pharmaceutical estrogen, rodents were highly predictive of the effects of
this chemical on humans exposed in the womb. Studies showing that DES
exposure increased mammary cancer in laboratory animals led to more
comprehensive testing of human DES daughters, who were found to have
increased risk of breast cancer 25 years after the rodent data was published.202,203

9.10.3 BPA, Metabolic Syndrome & Cardiovascular Disease

In contrast to the weak evidence connecting BPA exposures to cancers, perhaps
some of the best evidence suggests correlations between BPA and metabolic
disorders. Two large studies examining almost 3000 adults in the US found
correlations between urinary BPA concentrations and prevalence of self-
reported cardiovascular disease.204,205 Analysis of these same adults also
showed correlations between urinary BPA and self-reported incidence of
diabetes. Positive correlations between urinary BPA concentrations and serum
liver enzymes were also reported. Importantly, these two studies used repre-
sentative samples from two different populations examined via the CDC’s
National Health and Nutrition Examination Survey (NHANES). Interestingly,
associations between these diseases and BPA exposure levels were stronger in
the 2003/2004 NHANES compared to the 2005/2006 NHANES. This may be
due to the higher BPA concentrations reported in the earlier survey (geometric
means: 2.5 versus 1.8 ng mL�1).

Bisphenol A and Aging 253



A subsequent study examined data from both the 2003/2004 and 2005/2006
NHANES studies in order to explore relationships between BPA exposure and
obesity. Again using a cross-sectional design, researchers compared urinary
BPA concentrations with BMI and waist circumference in almost 3000
adults.206 Positive correlations were found for both health outcomes; indi-
viduals in the upper quartile of BPA exposures were 1.60–1.85 times more likely
to be obese and 1.43–1.67 times more likely to have a high waist circumference
compared to individuals with the lowest exposures. A second cross-sectional
study using only older adults (age 40 and over) from China reported similar
relationships between BPA exposures and obesity. Using exposure and health
data collected from more than 3000 individuals, the authors indicated that
individuals in the top quartile for urinary BPA concentrations were 1.50 times
more likely to be obese and 1.37 times more likely to have insulin resistance
than individuals with the lowest exposures.207

Similar to the limitations discussed for human cancer studies, there are some
limitations that must be considered when interpreting these results. Because
metabolic syndrome appears to develop over a long period of time, it is unlikely
that exposure determinations made after the disease has developed will be
informative about exposures preceding the development of the symptoms,
especially during critical periods of development. Further, it has been suggested
that individuals with these disease characteristics (i.e. obesity, high waist
circumference, insulin resistance, diabetes, etc.) have higher BPA exposures
because of lifestyle factors associated with disease prevalence, i.e. it is plausible
that obese individuals are more likely to eat packaged foods contaminated with
BPA. Although this concern cannot be addressed in these cross-sectional
studies, it is clear that the human studies conducted to date support findings
from rodent studies, which suggest connections between developmental BPA
exposures and later life development of metabolic syndrome.

9.10.4 BPA & Male Reproduction

Studies examining the effects of BPA exposure on fertility endpoints in men
have generated interesting findings that should be followed-up with larger
sample sizes and different demographics. In one of the first epidemiology
studies to examine the effects of BPA, workers spraying BPA-containing epoxy
resins were compared with unexposed workers.208 In this cross-sectional study,
high BPA exposures were associated with lower levels of FSH. Yet another
study, examining men that were not occupationally exposed to BPA, found no
relationships between urinary BPA concentrations or FSH,209 and a third study
found a positive relationship between urinary BPA concentrations and FSH
levels.210 Positive relationships between urinary BPA concentrations and serum
testosterone levels in men have been reported,211 which contrasts somewhat
with a study showing an inverse relationship between BPA concentrations and
free androgen index (the ratio of testosterone to sex hormone binding globulin
levels).210 Clearly these inconsistencies make it difficult to make any
conclusions about the relationships between BPA and hormone levels.
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BPA has been shown to affect a number of male fertility endpoints in
rodents, including aspects of sperm health and receptivity to mating. Human
studies have recently examined similar endpoints, focusing on relationships
between BPA, sexual function, and semen quality. Several have reported
associations between urinary BPA concentrations and one or more measures of
reduced semen quality. The first study found that increasing concentrations of
urinary BPA were significantly associated with decreased sperm concentration,
decreased sperm count, decreased sperm vitality, and decreased sperm
mobility,212 similar to rodents exposed to BPA. A second study, examining men
that were recruited via an infertility clinic, found associations between BPA
concentrations and sperm concentrations, sperm motility, and sperm
morphology, although these relationships were not statistically significant.213

Finally, two studies examining the effects of occupational BPA exposure found
associations between urinary BPA concentrations and decreased sexual
function in Chinese men.214,215 One study also found similar negative corre-
lations between urinary BPA concentrations and sexual function in non-
occupationally exposed (environmentally exposed) men. Thus these findings
may be relevant to the wider population, and not just BPA workers.

9.10.5 BPA & Female Reproduction

In spite of the large animal literature suggesting that BPA can affect devel-
opment and functionality of the female reproductive tract, only a few
epidemiology studies have focused on the effects of BPA exposures on women.
Further, those studies that exist are quite small and need to be repeated with
larger representative populations. Two studies have examined relationships
between BPA exposures and polycystic ovarian syndrome (PCOS). In both,
serum BPA concentrations were higher in women with PCOS compared to
unaffected women.216,217 However, both studies used an ELISA method to
measure BPA concentrations in serum; this method has some flaws, and
although it is unlikely to provide data with a bias related to a disease outcome,
replication of these studies using analytical detection methods is needed.

Other studies examining the effects of BPA exposures on women have also
focused on fertility-based outcomes. Pregnant women carrying fetuses with an
abnormal karyotype had higher serum concentrations of BPA compared to
women carrying fetuses with a normal karyotype.218Additionally, there were
associations between serum BPA concentrations and recurrent miscarriage;
women with a history of three or more consecutive miscarriages had serum
BPA concentrations that were more than three times higher than those of
women without fertility problems.219 When women with a history of
miscarriage then became pregnant and successfully carried to term, they
typically had lower BPA concentrations compared to women that became
pregnant during the study and miscarried again.

Finally, a recent study of women undergoing IVF treatments found that
urinary BPA concentrations were negatively associated with the number of
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oocytes retrieved during the IVF procedure.220 Women with high levels of
urinary BPA also had decreased concentrations of peak serum estradiol.

9.11 Summary & Conclusions

The epidemiology literature has limitations that have prevented scientists and
risk assessors from declaring that BPA is unsafe for human populations. Yet
these studies strongly support relationships between levels of BPA exposure
and several disease outcomes. In fact, of the approximately two dozen
epidemiology studies conducted to date, most of them have found relationships
between BPA and an age-related health endpoint. Further, the results obtained
from human studies are often supported by mechanistic data from the animal
literature; BPA is associated with altered sperm endpoints in both rodents and
humans; BPA is associated with altered metabolism and obesity in both rodents
and humans; and BPA is associated with female infertility issues in both
rodents and humans. Rodents have been exceptionally helpful in dissecting the
molecular and cellular mechanisms of BPA action and have been highly
predictive for the types of effects that would be observed in human populations.

It has been speculated that increased BPA exposures over the last several
decades have contributed to human diseases, including male and female
infertility, breast and prostate cancers, and the obesity epidemic. Untangling
the relationships between this chemical and human disease is not an easy task,
but continued research is dedicated to this undertaking.
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CHAPTER 10

Male Reproductive Tract
Disorders

JOHN D. MEEKER* AND KELLY K. FERGUSON

Department of Environmental Health Sciences, University of Michigan
School of Public Health, Ann Arbor, MI, USA
*E-mail: meekerj@umich.edu

10.1 Introduction

The potential for exposure to environmental chemicals to adversely impact the
male reproductive tract has received growing attention over the past several
decades. In the late 1970s and early 1980s, the highly publicized case of
increased risk of sterility among pesticide production workers exposed to
dibromochloropropane led to many new studies investigating whether other
occupational exposures adversely affect male fertility. Since the turn of the
century, much of the focus has shifted to male reproductive health impacts
resulting from lower exposure levels experienced by the general population, as
well as the potential for endocrine disrupting chemicals to impair male repro-
ductive tract development in utero. The advent of life course epidemiology and
concerns for widespread endocrine disruption, combined with trends for
delayed family planning and increased life expectancy, have led to increased
interest in a new area of inquiry investigating how exposure to chemicals
adversely affects health at later life stages. While studies of environmental
exposure and men’s health among advanced age groups are limited, the overall
research conducted thus far on chemicals and male reproductive health will
serve to inform those focused on this new line of research.
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This review describes the state of the human science on the relationship
between exposure to environmental chemicals and male reproductive tract
disorders. The information has been categorized based on the endpoints that
have been most studied to date, including: 1) semen quality and sperm DNA
damage, 2) reproductive hormones, 3) thyroid hormones, and 4) cancers of the
male reproductive tract. Due to space limitations, the reader is directed toward
the individual studies referenced throughout for additional details regarding
study design, study populations, covariates considered, and so on.

10.2 Semen Quality and Sperm DNA Damage

The evaluation of semen quality is useful both for assessing male fertility and
for indicating effects of exposure to environmental toxicants on the male
reproductive tract. Toxicants can effect changes in sperm concentration,
motility, and morphology via action on the neuroendocrine system (i.e. the
hypothalamic-pituitary-testis axis), testis (including Sertoli, Leydig, and sper-
matogenic cells), and post-testicular sites such as the epididymis.1 They can also
induce oxidative stress resulting in sperm DNA damage. Study of the effects of
environmental exposures on these measures of male reproductive tract function
are particularly important because of recently observed, and unexplained,
declines in semen quality in the general population2,3 as well as among healthy
young males.4 Changes in these parameters are also relevant to older males, as
aging is associated with decrease in semen volume and sperm concentration and
motility, and increasingly males over 50 are fathering children.5 Decreased
semen quality and increased sperm DNA damage can lead to difficulty in
conception, implantation and, potentially, abnormalities in offspring.5 Addi-
tional insults from environmental exposures could consequently compound
these declines in semen quality parameters among aging males.

10.3 Persistent Organochlorines

Persistent organochlorines have been widely studied and are associated with a
range of adverse health effects, particularly those related to endocrine
function.6 This category of chemicals includes polychlorinated biphenyls
(PCBs), used until 1977 in the US as coolants and lubricants in electrical
equipment, and organochlorine pesticides (OCs), such as dichlorodiphenyl-
trichloroethane (DDT), which is no longer used in the US but still employed in
developing countries where malaria is prevalent.7,8 Despite the discontinued use
of these materials in the US, exposure continues through contaminated foods
and measurable levels are found in the majority of the general population.9

A number of studies have investigated associations between OCs and semen
quality parameters, both at exposure levels consistent with those observed in
the general male population and in instances of accidental high-dose exposure.
Beginning in 1986, Bush and colleagues observed an inverse relationship
between concentrations of PCB congeners 118, 138 and 153 in semen and sperm
motility among oligospermic men.10 In a study comparing 21 infertile men with
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poor semen quality with 32 controls with normal semen quality, PCBs were
detected in the seminal plasma of infertile men but not control men, and,
similarly to the previously mentioned study, total PCB concentrations were
inversely correlated with sperm motility (r¼� 0.5), but not with sperm count
or normal morphology.11 This study also showed a positive association
between seminal plasma PCB levels and single-stranded DNA in sperm, a
marker used frequently in subsequent studies as an indicator of downstream
response to oxidative stress.11 In contrast with these studies, another study
comparing men with normal semen quality versus poor semen quality found
higher summed PCB metabolites in seminal plasma of men with good sperm
quality (0.071 ng mL�1 compared to 0.022 ng mL�1, p¼ 0.06).12 However,
these authors did observe an inverse association between summed PCBs and
sperm count and progressive motile sperm concentration within men from the
good semen quality group. Studies performed on men uncategorized by semen
quality have also shown slightly conflicting results. A study of young men
(n¼ 305) under conscription for military service found inverse associations
between serum PCB 153 and percent motile sperm, but not sperm concen-
tration or total count.13 In a study examining Swedish fisherman from two
different regions, Rignell-Hydborn and colleagues observed that subjects in the
highest quintile of PCB 153 exposure had decreased sperm motility compared
to men from the lowest quintile of exposure, but there were no differences in
sperm concentration.14 The authors later examined sperm DNA fragmentation
in the same population and found that it was positively associated with PCB
153.15 Both of these findings were confirmed when this study was expanded
(n¼ 2269) to four European centers.16 Lastly, Hauser and colleagues inves-
tigated relationships of PCB exposure with semen quality in 212 men who
presented with their partners to an infertility clinic at Massachusetts General
Hospital in Boston. They observed dose–response relationships between serum
PCB 138 and below-reference sperm motility and morphology, but found
inconsistent results with PCB 153.17 They also did not find consistent
significant associations between PCBs and DNA integrity in sperm using the
neutral comet assay in the same population.18

Two groups also investigated the effect of high-dose PCB exposure following
a poisoning episode in Taiwan in 1979, where rice oil contaminated with PCBs
was ingested. In a study comparing 12 men exposed prenatally with 23
unexposed men, a higher proportion of sperm with abnormal morphology,
reduced sperm motility, and reduced rapidly motile sperm in exposed subjects
compared to those unexposed was reported.19 A second study examined 40 men
who were directly exposed and compared them to 28 unexposed men, and
observed a higher percentage of sperm with abnormal morphology and higher
rate of oligospermia in the exposed group.20

Although no longer used as a pesticide in the US, DDT is still used for
malaria control in several countries. Studies from multiple continents have
suggested that exposure to DDT is associated with a decline in semen
quality.16,21,22 There is also evidence for a relationship between DDT exposure
and an increase in sperm DNA damage, but the results are inconsistent.16,18,23
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10.4 Non-Persistent Pesticides

Non-persistent pesticides (also called ‘‘contemporary-use pesticides’’),
including insecticides, herbicides, fungicides and rodenticides, are used
commonly in agricultural, commercial, and residential settings. Insecticides,
including organophosphates, carbamates, and pyrethroids, have been the most
studied. Early research focused on male reproductive effects from occupational
exposure. Whorton and colleagues found a greater proportion of oligospermic
men among carbaryl-exposed workers in a pesticide production facility
compared to other chemical workers.24 The carbaryl workers also had elevated
percentages of abnormal sperm and higher percentages of them were defined as
teratopsermics (greater than 60% abnormal sperm) compared to other
workers.25 More recently, another study of exposed carbaryl workers found
that subjects with high occupational exposure had elevated percentages of
sperm with fragmented DNA compared to internal and external controls,
though adjustments were not made for potentially important confounders.26

Studies of occupational organophosphate exposure have reported similar
findings. Padungtod et al. observed a reduction in adjusted mean sperm
concentration and percentage of motile sperm in 20 Chinese pesticide factory
workers exposed to organophosphates, compared to unexposed controls.27

Also, in a Japanese study, pesticide sprayers exposed primarily to organo-
phosphates and pyrethroids showed season-dependent reductions in motile
sperm velocity measures compared to unexposed controls.28

There have been several additional studies linking occupational exposure to
declines in semen quality, though they have lacked specific information on the
types of non-persistent pesticides used. In one analysis of 122 greenhouse
workers categorized by low, medium, or high exposure, a higher proportion of
abnormal sperm was observed in the high compared to low exposed groups.29

In another study, men occupationally exposed to pesticides had increased odds
for having sperm concentrationo1million mL�1 and for having sperm motility
o50%, compared to unexposed controls.30 However, another study observed
only marginal differences in the semen quality parameters of 248 Danish
farmers who sprayed or did not spray pesticides, although the participation rate
in this study was relatively low.31

Several studies of environmental (non-occupational) exposure have also been
conducted. An early study observed that men with a lower intake of organic
food had lower proportions of normally shaped sperm, but no variation in
other sperm parameters.32 In 2003 Swan et al. examined male partners of
pregnant women in the US Study for Future Families and dichotomized the
participants into cases and controls based on semen quality.33 Urinary
measures of the herbicides alachlor and atrazine, and of the insecticide diazinon
(2-isoproproxy-4-methyl-pyrimidinol), were associated with increased odds of
poorer semen quality, although confidence intervals were wide due to small
sample size.33 In the previously described study of men presenting to an
infertility clinic in Boston, an inverse association was observed between sperm
concentration and motility and a urinary metabolite of carbaryl, as well as
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between sperm motility and urinary concentrations of a metabolite of the
organophosphate chlorpyrifos.34 In addition, positive associations were
observed between these pesticide biomarkers and sperm DNA damage in the
same population.35 A follow-up to that study also found an inverse relationship
between urinary pyrethroid metabolites and sperm concentration, motility, and
morphology, as well as a positive relationship between pyrethroid metabolites
and sperm DNA damage.36 The results from this latter study were confirmed by
several later analyses in China. Xia et al. found an inverse association between
non-occupational pyrethroid exposure and sperm concentration.37 In two
additional studies of male partners from infertility clinics, conducted in
China and Japan, levels of the pyrethroid metabolite 3-phenoxybenzoic acid in
urine were inversely associated with sperm concentration and positively
associated with sperm DNA fragmentation.38,39

10.5 Heavy Metals

Exposure to heavy metals, such as lead and cadmium, can occur occupa-
tionally, but also through environmental pathways, such as the ingestion of
contaminated food or water or the inhalation of contaminated air.
Importantly, metals can accumulate in the body over time (for example, lead in
bone and cadmium in the kidneys). Consequently, aging individuals with
increased bone resorption experience an increase in mobilization of lead and
are subject to higher circulating blood levels.40 Studies of lead and cadmium
have shown conflicting results with regards to effects on male reproductive
parameters; however, calcium and potassium ion channels are susceptible to
cadmium and lead respectively which may represent a mechanism for the effect
of metals on the testis and spermatozoa.41

Several recent non-occupational studies have demonstrated an association
between heavy metal exposure and altered semen quality. Hernandez-Ochoa
and colleagues found an association between lead measured in spermatozoa or
seminal fluid, but not blood, and decreased semen quality parameters in a
cross-sectional study in Mexico.42 Another group observed similar results in
men presenting to infertility centers in Spain.43 In a US population of men
presenting to Michigan infertility clinics, a subtle but suggestive association
between lead exposure, measured in blood, and decreased semen quality was
also found.44 Some relationships have also been observed in relation to
cadmium exposure. Mendiola and colleagues found a positive association
between percent immotile sperm and cadmium concentrations measured in
seminal plasma, but not in whole blood or blood plasma.43 These studies seem
to indicate that there may be a relationship between exposure to lead and
cadmium, especially when levels are measured in seminal fluid, and decreased
semen quality; however, several studies have also reported null results.44–46

The investigation of associations with other metals have been sparse, but there
is some evidence for a relationship between decreased semen quality and
exposure to manganese, mercury, and molybdenum.44,47,48
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10.6 Phthalates

Increasing attention has been paid recently to phthalate diesters, chemicals used
as plasticizers and solvents in a large number of consumer products. Exposure
is widespread, with detectable levels of urinary metabolites observable in the
majority of the population.9 In addition to various other modes of action,
certain phthalates have been shown to be anti-androgenic, causing outcomes
such as decreased anogenital distance in rats and male infants exposed
in utero.49

Several studies in environmentally exposed adults have indicated an
association between phthalate exposure and declines in semen quality, although
there has been some variability in results between studies and by phthalate
metabolite. In 1987 Murature and colleagues observed an inverse association
between di-butyl phthalate (DBP) in cellular fractions of semen and sperm
concentration among a small group of university students.50 Later, another
group found an inverse correlation with sperm morphology, but not ejaculate
volume, sperm concentration or motility, in a group of infertile men with poor
semen quality from India.11 These two analyses however, may have been
subject to contamination as parent phthalate compounds, such as DBP, are
found in many products in the laboratory environment. Subsequent studies
have primarily used metabolites for assessing individual exposure levels as these
measures are less susceptible to contamination.

Duty and colleagues observed significant inverse associations between
urinary measures of several phthalate metabolites and semen quality in the
previously described cross-sectional study of male partners of subfertile couples
recruited through an infertility clinic in Boston.51 Notably, they also observed a
dose-dependent relationship between mono-butyl phthalate (MBP, a meta-
bolite of DBP) and sperm motility and concentration.51 These results were
confirmed several years later in the same study but with a larger sample size.52

In the same population, the metabolites mono-ethylhexyl phthalate (MEHP, a
metabolite of di-ethylhexyl phthalate [DEHP]), mono-benzylbutyl phthalate
(MBzP, a metabolite of butylbenzyl phthalate [BBzP]), monoethyl phthalate
(MEP, a metabolite of diethyl phthalate [DEP]), monomethyl phthalate (MMP,
a metabolite of dimethyl phthalate [DMP]), and MBP showed some suggestive
relationships with sperm motion parameters using computer-aided sperm
analysis.53 There were also positive associations between sperm DNA
damage measured with the neutral comet assay and MEP and MEHP
concentrations in urine, after adjusting for smoking status.54,55 A subsequent
study by Herr and colleagues, in 349 male partners of subfertile couples,
reported no associations between urinary DEHP metabolites and sperm
concentration, motility, or morphology,56 which was consistent with results
from the US study.

Several additional groups have observed significant relationships between
phthalate exposure and decreased semen quality. In a Swedish population of
healthy young men at a medical conscript examination (n¼ 234), Jonsson and
colleagues found no associations with semen quality and MBP, but observed
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that subjects in the highest quartile of exposure for MEP had fewer motile
sperm and more immotile sperm compared to the those in the lowest quartile.57

In another study of 150 men recruited through a reproductive institute in
China, there was a suggestive positive dose-response relatinoship between MBP
exposure tertile and sperm concentration.58 Relationships with MMP andMEP
were not statistically significant, but a positive association was observed
between MEP and sperm straight-line velocity.58 Lastly, a recent analysis that
combined an epidemiologic study with an in vitro experiment found an inverse
association between DEHP and DBP measured in semen and sperm motility in
both oligoasthenospermic and asthenospermic men. Additionally, it was
foundthat in vitro culture of sperm with DEHP and DBP at the maximum
concentrations observed in human semen samples, as well as at levels 5- or 10-
fold higher, also led to decreased sperm motility.59 Although the results of these
studies are not fully consistent, there is evidence to suggest that phthalate
exposure is associated with declines in various semen quality measures.

10.7 Other Environmental Chemicals

Since semen quality represents a useful and, in some instances (e.g., infertility
clinics), a relatively convenient marker for studying the effect of exposures on
male reproductive health, there are limited studies that have examined semen
quality in relation to a wide range of other chemicals to which humans in the
workplace or in the general population are environmentally exposed. These
include, among others, bisphenol A (BPA), brominated flame retardants such
as polybrominated dipheny ethers (PBDEs), organophosphate flame retardants
such as triphenyl phosphate (TPP), fluorinated organic compounds such as
perfluorooctane octanoate (PFOA) and perfluorooctane sulfonate (PFOS),
parabens, and organic solvents such as ethylene glycol. These substances are
used in a variety of applications and exposures can occur through multiple
routes.

In a recent study of 218 men from four regions of China where high occu-
pational exposures to BPA exist, Li and colleagues found that men with
detectable urinary BPA had decreased sperm concentration, total sperm count,
sperm vitality, and sperm motility after adjusting for potential confounders.60

Additionally, in the non-occupational setting, BPA levels in the urine of male
partners of infertile couples in the Boston study (n for analysis¼ 190) were
suggestively associated with increased sperm DNA damage.61 Also suggestive
were the relationships observed between BPA and the odds for being below
reference for sperm concentration, motility, and morphology, but the results
were not statistically significant. Likewise, among 375 male partners of
pregnant women in the Study for Future Families, BPA levels in urine were not
significantly associated with any semen parameters.62 More research is
necessary to further investigate the effect of BPA on semen quality.

The Boston infertility clinic study also examined urinary parabens, including
methyl paraben (MP), propyl paraben (PP), and butyl paraben (BP), in relation
to semen quality measures and sperm DNA damage.63 No relationships were
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observed for MP or PP, but BP quartiles were significantly and positively
associated with sperm DNA damage, and the association remained after
adjusting for BPA quartiles.63 Lack of other findings may be due to the
relatively small sample size (n¼ 190 for semen quality measures, and n¼ 132
for sperm DNA analysis) and/or substantial temporal variability in paraben
concentrations in urine samples, indicating that this area deserves further
attention in exposure assessment and epidemiological studies.

Exposure to PBDEs has been suggestively associated with semen quality, but
studies have been quite limited in number and sample size. Akutsu and
colleagues observed an inverse relationship between serum PBDE concen-
trations and semen quality and testis size in 10 Japanese males.64 A study of 52
men visiting an infertility clinic in Quebec reported a negative association
between PBDE congeners BDE-47 and BDE-100 and semen motility, but not
other semen parameters.65

Organic solvents are found primarily in industrial settings and are used in
paints, degreasing agents, and other applications. However, environmental
contamination can occur, with subsequent human exposure through inhalation
of contaminated air or ingestion of contaminated water. Several studies of
general organic solvent exposure have shown an association with altered sperm
quality. In an infertility clinic in Argentina, researchers found solvent exposure
to be associated with increased risk of abnormal sperm motility and
morphology in 177 men.30 Cherry and colleagues also observed a dose-
dependent increased risk in abnormal sperm motility in association with high
exposure to organic solvents in a study set in a Canadian infertility clinic.66 In
studies of individual solvents, there is evidence for effects of ethylene glycol
ethers, trichloroethylene, styrene, benzene, toluene, and xylene on semen
quality.67,68

There is a range of other exposures that have been explored in relation to
semen quality in limited studies. Raymer and colleagues investigated the
association between PFOA and PFOS measured in the semen and plasma of
256 men, but no significant relationships were observed with semen volume,
sperm concentration, percent motility, swim-up motility, or directional motility
in adjusted models.69 Another study measuring PFOA and PFOS in serum
however, observed a significant decline in normal sperm count in Danish males
with high exposure levels, as well as suggestive declines in total sperm count and
sperm concentration.70 Meeker and colleagues examined levels of organo-
phosphate flame retardants—including tris(1,2,-dichloro-2-propyl) phosphate
(TDCPP) and TPP—in the dust of the houses of 50 men and found levels of
TPP to be associated with decreases in sperm concentration.71 Two groups have
investigated associations between exposure to disinfection by-products, such as
trihalomethanes (THMs) or haloacetic acids (HAAs), and sperm quality but
did not report any significant associations.72,73 Other exposures associated with
changes in semen quality include air pollutants and electromagnetic frequencies
emitted from mobile phones.74 However, because these are not strictly chemical
exposures, and exposure assessment methods have generally been less precise
for these studies, their potential effects on semen quality are not reviewed here.
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10.8 Reproductive Hormones

In addition to a temporal downward trend in semen quality, researchers have
observed an age-independent decline in testosterone levels over the last several
decades, in men from both the US and Danish populations.75,76 Decreased
testosterone levels in males has been associated with adverse health effects later
in life, including increased loss of bone mass and osteoporosis, sexual
dysfunction, increased body mass index (BMI) and type 2 diabetes, and
increased risk of cardiovascular-related morbidities and mortalities.77–80 Since
aging males are already subject to a steady decline in androgen levels, which
may be exaggerated by age-related health problems, older individuals may be
more sensitive to changes resulting from environmental insults.81

10.8.1 Persistent Organochlorines

Several studies have investigated the effect of OC exposure on male repro-
ductive hormone levels. However, there have been several inconsistencies.
Particularly, selection of PCB congeners measured and range of exposure levels
in the studied populations have varied greatly. For example, many studies
utilized groups of freshwater fisherman who have significantly elevated
exposures to PCBs, hexachlorobenzene (HCB), and DDT. In US male sport-
caught fish consumers, an inverse relationship between PCB concentrations
and steroid hormone-binding globulin (SHGB)-bound testosterone was
reported.82,83 Goncharov and colleagues also observed an inverse relationship
between PCB concentrations and total testosterone in a population of 257
Mohawk Native Americans residing along the St. Lawrence River; however,
SHBG was not measured in this study.84

On the other hand, several groups have observed inverse associations
between PCB exposure and free testosterone, as opposed to total testosterone
or the bound fraction. In a study of Swedish military conscripts, an inverse
relationship was observed between serum PCB-153 and free testosterone, but
not bound testosterone.13 This was also observed in a large 4-center study of
European and Inuit men, where a positive association with PCB-153 and LH
was also observed.16 In a population of Latvian and Swedish men, Hagmar and
colleagues observed an inverse correlation between summed PCBs and free
testosterone, but the relationship was not significant after adjustment for age.85

They did not find significant associations between individual PCB congeners
and other hormones, including follicle-stimulating hormone (FSH), luteinizing
hormone (LH), prolactin, SHBG, or total testosterone.85 However, this could
have been due to a limited sample size. Finally, a recent study of men in
Norway reported a strong positive association between PCB-153 (a congener
that is thought to be representative of cumulative PCB exposure) and SHBG
after adjustments for age and BMI.86 Overall, these findings suggest that PCBs
may interact with steroid binding capacity in humans.

In addition to the relationships with testosterone, several groups have
observed a link between PCB exposure and other reproductive hormones in
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males. In an Inuit population in Greenland, Giwercman and colleagues
reported a positive association between PCB-153 and LH, although these
results were inconsistent with those from other European cohorts examined in
the same study.87 When all cohorts were combined, they observed positive
associations between PCB-153 and SHBG, and between dichlorodiphe-
nyldichloroethylene (DDE), a stable metabolite of DDT, and FSH.87 In
another study of a much younger cohort, including 887 15-year-old Flemish
males, relationships were observed between total and free testosterone,
estradiol and aromatase index, and summed PCBs (including PCB-138, PCB-
153 and PCB-180) and hexachlorobenzene (HCB), another OC of interest.88

They also reported a positive association between estradiol and serum DDE.88

10.8.2 Non-Persistent Pesticides

In studies of both agricultural workers and the general population, there is a
suggestive relationship between non-persistent pesticide exposure and altered
sex hormone levels in men. In a group of agricultural workers, Recio and
colleagues reported significant inverse associations between urinary markers of
organophosphate pesticides and FSH and LH, and a statistically suggestive
inverse association with estradiol.89 No relationship was observed with
testosterone however.89 The inverse relationship with FSH was consistent with
a study of 104 floriculturists in Mexico. Non-specific organophosphate meta-
bolites in urine [dimethylphosphate (DMP) , diethylphosphate (DEP),
diethylthiophosphate (DETP) and total dialkyl phosphates (DAPs)] were
negatively associated with serum FSH, and marginally and positively
associated with testosterone.90 DETP was marginally and negatively associated
with LH.90 A study of Danish greenhouse workers found a suggestive
association between exposure to various insecticides and decreased testo-
sterone; however, biomarkers for exposure assessment were not used.91

In the population of adult males presenting to a Boston infertility clinic,
urinary metabolites of carbaryl and chlorpyrifos were associated with
decreased serum testosterone, and the chlorpyrifos metabolite was also
inversely associated with estradiol.92,93 Furthermore, in US and Chinese
studies, pyrethroid metabolites have been positively associated with LH and
negatively associated with estradiol and inhibin B.94,95

10.8.3 Heavy Metals

Heavy metal exposure has been linked to changes in male sex hormone levels in
several studies, primarily in instances of occupational exposure. Blood
cadmium levels were associated with increased testosterone and LH levels, and
decreased prolactin levels, in 149 Croatian industrial workers.96 In another
study of 166 occupationally exposed Chinese men, urinary cadmium levels were
similarly associated with an increase in testosterone and LH.97

In studies of men exposed environmentally to cadmium, similar results have
been reported, although exposure has been measured using several different
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methods (e.g., using biomarkers in blood, urine and seminal plasma). Using
blood cadmium levels, non-occupational exposure in a Croatian population of
123 men was associated with increased serum testosterone, as seen previously,
and also with increased FSH and estradiol, after adjustment for confounders.45

Using urine cadmium as a biomarker of exposure, Zeng and colleagues found
that exposure was associated with abnormally high testosterone levels,
although they did not observe any relationships with total testosterone, FSH,
or LH in multiple regression models.98 In a large of study of males in the US,
utilizing the National Health and Nutrition Examination Survey (NHANES), a
positive association was reported between urinary cadmium concentrations and
testosterone, estradiol, and SHBG.99 Using seminal plasma to estimate
exposure, one study observed a positive correlation between cadmium and FSH
levels, but not with LH or testosterone.100 Several inverse and null associations
have also been reported between cadmium exposure and reproductive
hormones. Also utilizing urinary cadmium, Dhooge and colleagues observed an
inverse association between cadmium exposure and testosterone, free testo-
sterone, estradiol, and aromatase index after adjustments for confounders in
887 Flemish adolescent males.88 A smaller study of 64 men from 3 infertility
centers in Spain also reported no association between cadmium or other metals
in seminal plasma, blood plasma, or whole blood and the hormones testo-
sterone, FSH or LH.43

There has also been a range of studies exploring the effects of other metals,
particularly with regard to occupational exposures. Blood lead levels in occu-
pationally explosed males have been positively associated with inhibin B, FSH,
LH, estradiol, and testosterone.46,101–103 However, there have also been several
studies reporting no evidence of these relationships.96,104,105 In male welders with
inhalational exposure to a variety of compounds, such as hexavalent chromium
and stainless steel fumes, some studies have shown exposure to be associated with
decreased testosterone levels, increased FSH, and LH, while others have found
no association with sex hormones.106–109 Finally, in magnesium alloy production
workers, Elingsen and colleagues reported that manganese exposure was
associated with significant increases in prolactin levels.110

In non-occupational studies of metals, several relationships with sex
hormones in males have been observed as well. Mercury exposure in a small
residential population in Cambodia was significantly and positively associated
with estradiol levels, although previous studies of occupational mercury
exposure did not report similar results.102,105,111,112 A study of men recruited
through Michigan infertility clinics reported inverse relationships between
blood molybdenum levels and testosterone.44 Lastly, there is some evidence for
an association between arsenic exposure and decreased circulating testosterone
levels, as well as increased risk of erectile dysfunction.113

10.8.4 Phthalates

Phthalate exposure has been linked to altered levels of circulating reproductive
hormones in several studies. One study of workers in a polyvinyl chloride
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flooring production facility, where individuals were highly exposed to DEHP
and DBP, reported inverse associations between exposure and circulating free
testosterone levels.114 Most other findings have been in relation to environ-
mental phthalate exposure. In the Boston study of 425 men presenting to an
infertility clinic, authors reported inverse associations between urinary levels of
MEHP and testosterone, estradiol, and free androgen index (FAI, a measure of
the ratio of total testosterone to SHBG), as well as a suggestive positive
association between MEHP and the ratio of testosterone to estradiol (a
measure of aromatase activity).115 Another analysis among men with proven
fertility in the Study for Future Families confirmed the findings for MEHP,
observing all DEHP metabolites, including MEHP, mono-2-ethyl-
5-hydroxyhexyl phthalate (MEHHP), mono-2-ethyl-5-oxohexyl phthalate
(MEOHP), and mono-2-ethyl-5-carboxypentyl phthalate (MECPP), to be
inversely correlated with total testosterone, free testosterone, and FAI in crude
models.116 After adjustments for potential covariates, no relationships with total
testosterone remained, but several DEHP metabolites were still significantly
associated with decreased FAI. In addition,MEHPwas correlated with SHBG in
this analysis, but there were no significant findings for other combinations of
phthalate metabolites and sex hormone levels. In a population of young Swedish
men, no relationships were found forMEHP, or other metabolites measured, and
FSH, testosterone, estradiol or inhibin B, but a significant negative association
was observed between MEP exposure and LH.57 Lastly, a study of 118 suspected
infertile men from a reproductive center in China measured levels of DEHP and
DBP in semen and blood serum, and found significant positive associations
between prolactin and serum DBP, serum DEHP, and semen DEHP.117 Positive
relationships were also observed between semen DEHP concentrations and
estradiol, and between semen DBP and testosterone levels. However, as
mentioned previously, exposure measures of parent phthalate compounds are
more susceptible to laboratory contamination, and thus results may be unreliable.

10.8.5 Other Environmental Chemicals

Several other compounds have also been studied in relation to reproductive
hormone levels in males. BPA in particular has been a focus of recent studies of
male endocrine function, as it has been shown to affect the reproductive tract in
animals.118 An initial study of occupational exposure to BPA showed a
significant inverse association with serum FSH levels.119 BPA has also been
linked to testosterone levels in several non-occupational studies. One group
observed a positive association between urinary BPA levels and serum FSH in
the Boston infertility clinic study.120 They also observed inverse relationships
between BPA and inhibin B and the ratio of estradiol to testosterone.120 In a
small group of healthy men and women in Japan, BPA measured in serum was
positively associated with circulating total and free testosterone levels.121 In a
prospective population-based study of 715 Italian adults, there was a positive
relationship between urinary BPA levels and total serum testosterone after
adjustment for covariates.122 No significant associations were observed,
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however, with free testosterone, SHBG, or estradiol. Finally, in a study of 375
men from the Study for Future Families, Mendiola and colleagues reported
that urinary BPA was significantly and negatively related to serum FAI and
FAI/LH ratio, and positively associated with SHBG.62

In addition to BPA, several other environmental chemicals of recent interest
have demonstrated associations with changes in reproductive hormone levels.
Turyk and colleagues found PBDE conger 47 measured in serum to be positively
associated with testosterone in a study of 405 adult males.123 Using concen-
trations of PBDE in house dust, another US study found that congeners 47, 99,
and 100 were inversely related to FAI, LH, and FAI.124 PFOS and PFOA were
examined in two studies. One study reported that PFOA and PFOS in plasma
were positively correlated with serum LH levels, but not with other reproductive
hormones.69 The second study, although slightly smaller, did not observe any
significant associations with either compound.125 Finally, the organophosphate
compound TDCPP, but not TPP, measured in house dust, was associated with
an increase in prolactin levels in 50 men recruited from an infertility clinic.71 The
study also observed a suggestive inverse relationship between TDCPP and FAI,
but the association became less clear in adjusted models.

10.9 Thyroid Hormones

Healthy adults have thyroid hormone receptors in almost every tissue, and
thyroid hormones and signaling are crucial for maintaining many bodily
functions, including energy metabolism, heart rhythm, and bone resorption.
Thyroid hormones are also vital to the reproductive system, although
connections are less well-established.126 Thyroid hormones appear to be
important for reproductive tract development in males, as Sertoli cells express
thyroid hormone receptors, and thyroid hormones themselves may be involved
in Leydig cell differentiation and steroidogenesis in the testis of neonates.127,128

In adults, thyroid hormones may interact with the pituitary to alter the release
of LH in response to gonadotropin-releasing hormone (GnRH), leading to a
downstream effect on testosterone and estradiol production, and may also be
involved in the Leydig cell steroidogenic response to LH.129,130 Finally, there is
some evidence suggesting that thyroid hormone changes could be associated
with sperm production and quality, further indicating the importance of
studying the influences of environmental exposures on the thyroid system when
considering impacts on the male reproductive tract.131,132 Environmental
chemicals have been shown to have adverse effects on thyroid signaling. Hence
assessing relationships between these toxicants and markers of altered thyroid
signaling in humans is an important aspect of the study of environmental effects
on male reproductive function.

10.9.1 Persistent Organochlorines

Perhaps the exposures most studied in relation to thyroid hormones in men
have been those of PCBs, DDE, and HCB, which may interact with thyroid
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hormones by interfering with receptor binding or uptake, or by disrupting
hormone transport and metabolism.133 Although there have been numerous
findings in an array of populations exposed at different levels, results have not
been fully consistent.134 In the previously discussed population of Great Lakes
fisherman, Persky and colleagues observed an inverse association between PCBs
measured in serum and total T4 (thyroxine), but not T3 (triiodothyronine).82 In
a larger follow-up study, additional associations were observed between PCB
exposure and T3 and thyroid-stimulating hormone (TSH), and the relationship
with T4 was confirmed.83 Furthermore, there was a suggestive inverse correlation
between DDE and T4 in adjusted models, whereas no significant relationships
with DDE were detected by Persky and colleagues in the original study.

Two studies of men from North American infertility clinics, with exposure
levels more consistent with those observed in the general population, have also
investigated these relationships. In 341 men from the Boston study, serum
PCBs were inversely associated with total T3 after models were adjusted for
covariates.135 DDE was also significantly related to increased circulating free
T4 and total T3 levels, as well as decreased TSH. Furthermore, HCB was
inversely associated with total T3 in models adjusting for DDE exposure. In a
smaller (n¼ 52) study of men from a clinic in Quebec, summed PCBs and DDE
were related to decreased total T4, but not to other thyroid hormones.65

10.9.2 Non-Persistent Pesticides

In studies of both occupational and environmental exposure, there is evidence
for a link between non-persistent pesticides and circulating thyroid hormone
levels in men. In 1997, one group observed an increase in TSH in association
with exposure to ethylene-bi(dithiocarbamate) fungicides in Mexican pesticide
applicators, but found no change in T4.136 In another study, among pesticide
formulators in India, subjects exposed to a variety of compounds had
significantly increased TSH and decreased total T3, as well as suggestively
decreased T4, compared to controls.137 In a longitudinal study of urinary DAP
concentrations in Mexican floricultural workers, DMP was related to an
increase in serum TSH and T4, and a decrease in total T3.138 Finally, one study
of environmentally exposed males reported an inverse association between
biomarkers of carbaryl and chlorpyrifos exposure and free T4 levels.139

10.9.3 Heavy Metals and Other Environmental Chemicals

Associations between heavy metals and thyroid hormone levels have primarily
been reported in populations of exposed workers, and these reports are
inconsistent.140 However, lead exposure may have an effect on the ability of
GnRH to stimulate TSH release in the hypothalamic-pituitary axis, and may
also affect the transport and metabolism of thyroid hormones.141 In support of
this hypothesis, a study of adult male automobile mechanics reported that
increased exposure to lead was associated with an increase in TSH, but was not
associated with alterations in T3 or T4.142 Another group presented conflicting
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evidence of decreased levels of T4, but not T3 or TSH, in association with lead
exposure among adolescent male auto mechanics.140 Further analysis, and
exploration of other metals, is necessary in order to make a conclusion about
the relationship between metals and altered thyroid function.

PBDE exposure appears to have a more decisive relationship with thyroid
hormones in humans. Hagmar and colleagues found an inverse relationship
between plasma measures of PBDE-47 and TSH after adjustment for age,
although no associations were observed with T3 or T4.85 Another group
investigating effects in a population of adult male sports-fishermen confirmed
the association with PBDE exposure and decrease in TSH and additionally
observed an inverse relationship with total T3 and a positive relationship with
free T4.123 Several other studies also found a link between PBDE exposure and
increased free T4 levels.64,124,143 These results seem to provide substantial
evidence for a relationship with PBDE exposure; however, one small longi-
tudinal study was unable to demonstrate statistically significant effects, and
more research is necessary to establish causation.144

Phthalates may also be associated with altered thyroid hormones in men. In
408 men from the Boston infertility clinic study, urinary MEHP was inversely
associated with serum free T4 and total T3, but not TSH, in adjusted models.145

In a larger population of adults from NHANES (n¼ 1346 adults, male and
female), the inverse relationship between MEHP and free T4 was confirmed,
and inverse relationships with total T4, total T3, and thyroglobulin were also
observed, as was a positive relationship with TSH.61 More work is necessary to
fully understand the mechanism behind the relationship between phthalate
exposure and thyroid function.

Lastly, new studies have hypothesized that BPA exposure may also be
linked to altered thyroid hormone levels in men. In the Boston infertility clinic
study, authors observed a suggestive inverse association between urinary levels
of BPA and TSH.120 In the larger study of adults from the NHANES dataset,
this relationship was also observed, as was an inverse association with total
T4.61 More studies on the potential for BPA to alter thyroid signaling are
needed.

10.10 Cancers of the Male Reproductive Tract

Of particular concern to the aging population are cancers of the male repro-
ductive tract. Prostate cancer is one of the most common malignancies in men
and is expected to increase as the population ages, which represents a
significant economic burden.146 Additionally, although testicular cancer is
more common in younger males, approximately 25% of incident cases occur in
men over the age of 40.147 In the last two decades, there has been an increasing
trend in the incidence of testicular cancers in the US and Europe, as well as a
very rapid increase in Croatia.148–151 Investigation and prevention of envi-
ronmental causes of these cancers is therefore particularly important.

Most studies of cancer-inducing effects of chemicals in adult males to date
have been performed in agricultural workers occupationally exposed to

Male Reproductive Tract Disorders 281



pesticides. In a cohort of pesticide applicators in Florida, incidence of testicular
and prostate cancers between 1975 and 1993 were significantly elevated.152 This
relationship was also observed more recently in British agricultural pesticide
users who developed cancers between 1987 and 2004.153 A larger study of
national pesticide users in the US however, did not observe a significant
association between exposure and testicular or prostate cancer risk, although
there was a relationship with hematopoietic and nervous system cancers.154

Effects of non-persistent pesticides have been examined thoroughly in the
Agricultural Health Study, an ongoing project that has examined cancer
outcomes in commercial pesticide applicators and their families in North
Carolina and Iowa since 1994.155 A recent study has indicated that male
participants have a significant excess risk of prostate cancer, despite some
limitations in exposure assessment methods.156–158 Additionally, studies of
relationships with prostate cancer and specific pesticide exposures have found
links with the organophosphate pesticides terbufos, coumaphos, and
others.159,160 Several of these analyses have not observed significant rela-
tionships however, with other common pesticides such as chlorpyrifos.161 As
the study progresses and allows for increased latency times, the effects of some
of these compounds will likely become clearer.

Although use has been discontinued, DDE serum levels, representing DDT
exposure, have been associated with increased risk of testicular germ cell
tumors (TGCT) in several studies among populations in the US, Norway, and
Italy.162–164 However, other studies have reported null relationships between
exposure and such cancers.165,166 These studies have primarily estimated
exposure using circulating DDE levels in adults, which may not be fully
representative of long-term exposures or exposures during sensitive periods of
development. More sophisticated analyses and longitudinal studies may be
necessary in order to fully understand this relationship.

Similarly, PCBs have been associated, in some studies, with increased risk of
male reproductive tract cancers, but again results were inconsistent. Several small
studies observed significant relationships between circulating PCB levels and risk
of prostate cancer.167–169 However, in a large nested case-control study in Japan,
there were no significant relationships with plasma organochlorine levels.170

Similarly, no associations were reported in a case-control study in Ontario.171

With regards to risk of TGCT, results have also been conflicting.164,166

Relationships between male reproductive tract cancers and other exposures
have been limited, both in number and in methodology. For metals,
associations observed in humans have been inconsistent, but results in animal
studies suggest cadmium could lead to testicular and prostate cancers.172

Effects of other chemicals have yet to be explored.

10.11 Summary and Conclusion

In summary, there is a fairly large body of evidence suggesting that a wide
range of chemicals adversely impact the male reproductive tract following
occupational or environmental exposure. However, the level of evidence and
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the consistency of findings within and between studies and between chemical
agents has varied, and further research would be beneficial. Most of the studies
described here have been cross-sectional in nature. Well-designed longitudinal
studies are needed in order to explore the temporal relationships between
exposure and outcome, and to account for the common occurrence of wide
variability in individual exposure levels over time. In addition, researchers need
to begin addressing not just single chemicals or classes of chemicals, but also
exposure to mixtures of chemicals that may act additively, synergistically, or
antagonistically with one another in relation to men’s health endpoints. More
research is also needed on genetic, metabolic, demographic, or other char-
acteristics that impart increased individual susceptibility to environmental
exposure in relation to these adverse health outcomes, as well as the time points
along the life course that are most vulnerable to exposure. Finally, while the
overall literature on male reproductive health is useful when considering
exposure and aging, there is a clear need for studies focused on older popu-
lations, and which examine exposures, endpoints, and important covariates
that are most relevant to health concerns later in life.

Abbreviations

DBCP dibromochloropropane
PCBs polychlorinated biphenyls
OCs organochlorine pesticides
DDT dichlorodiphenyltrichloroethane
MGH Massachusetts General Hospital
SFF Study for Future Families
IMPY 2-isoproproxy-4-methyl-pyrimidinol
TCPY 3,5,6-trichloro-2-pyridinol
1N 1-naphthol
3-PBA 3-phenoxybenzoic acid
DBCP dibromochloropropane
DBP dibutyl phthalate
MBP monobutyl phthalate
MEHP monoethylhexyl phthalate
DEHP diethylhexyl phthalate
MBzP monobenzylbutyl phthalate
BBzP benzylbutyl phthalate
MEP monoethyl phthalate
DEP diethyl phthalate
MMP monomethyl phthalate
DMP dimethyl phthalate
CASA computer-aided sperm analysis
MEHHP mono-2-ethyl-5-hydroxyhexyl phthalate
MEOHP mono-2-5-oxohexyl phthalate
MECCP mono-2-ethyl-5-carboxypropyl phthalate
MCPP mono-3-carboxypropyl phthalate
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PBDEs polybrominated diphenyl ethers
TPP triphenyl phosphate
PFOA perfluorooctane octanoate
PFOS perfluorooctane sulfonate
MP methy paraben
PP propyl paraben
BP butyl paraben
TDCPP [tris(1,2,-dichloro-2-propyl) phosphate]
DBPs disinfection by-products
THMs trihalomethanes
HAAs haloacetic acids
BMI body mass index
SHBG steroid hormone binding globulin
FSH follicle-stimulating hormone
LH Luteinizing hormone
DDE dichlorodiphenyldichloroethylene
HCB hexachlorobenzene
DAPs diakyl phosphates
DMP dimethylphosphate
DEP diethylphosphate
DETP diethylthiophosphate
FAI free androgen index
PVC polyvinyl chlorine
GnRH gonadotropin-releasing hormone
T4 thyroixine
T3 triiodothyronine
TSH thyroid-stimulating hormone
TGCT testicular germ cell tumors

References

1. J. D. Meeker and R. Hauser, in Environmental Impacts on Reproductive
Health and Fertility, eds. T. J. Woodruff, S. Janssen, L. Guillette and L.
Giudice, Cambridge University Press, Cambridge, 2010, pp. 154–160.

2. S. H. Swan, E. P. Elkin and L. Fenster, Environ Health Perspect, 2000,
108, 961–966.

3. E. Carlsen, A. Giwercman, N. Keiding and N. E. Skakkebaek, BMJ,
1992, 305, 609–613.

4. A. G. Andersen, T. K. Jensen, E. Carlsen, N. Jorgensen, A.
M. Andersson, T. Krarup, N. Keiding and N. E. Skakkebaek, Hum
Reprod, 2000, 15, 366–372.

5. A. F. Stewart and E. D. Kim, Urology, 2011, 78, 496–499.
6. G. Toft, L. Hagmar, A. Giwercman and J. P. Bonde, Reprod Toxicol,

2004, 19, 5–26.
7. ATSDR (Agency for Toxic Substances and Disease Registry), Atlanta,

GA, 2000.

284 Chapter 10



8. ATSDR (Agency for Toxic Substances and Disease Registry), Atlanta,
GA, 2002.

9. W. J. Crinnion, Altern Med Rev, 2010, 15, 101–109.
10. B. Bush, A. H. Bennett and J. T. Snow, Arch Environ Contam Toxicol,

1986, 15, 333–341.
11. R. Rozati, P. P. Reddy, P. Reddanna and R. Mujtaba, Fertil Steril, 2002,

78, 1187–1194.
12. J. W. Dallinga, E. J. Moonen, J. C. Dumoulin, J. L. Evers, J. P. Geraedts

and J. C. Kleinjans, Hum Reprod, 2002, 17, 1973–1979.
13. J. Richthoff, L. Rylander, B. A. Jonsson, H. Akesson, L. Hagmar,

P. Nilsson-Ehle, M. Stridsberg and A. Giwercman, Environ Health
Perspect, 2003, 111, 409–413.

14. A. Rignell-Hydbom, L. Rylander, A. Giwercman, B. A. Jonsson,
P. Nilsson-Ehle and L. Hagmar, Hum Reprod, 2004, 19, 2066–2075.

15. A. Rignell-Hydbom, L. Rylander, A. Giwercman, B. A. Jonsson,
C. Lindh, P. Eleuteri, M. Rescia, G. Leter, E. Cordelli, M. Spano and
L. Hagmar, Environ Health Perspect, 2005, 113, 175–179.

16. J. P. Bonde, G. Toft, L. Rylander, A. Rignell-Hydbom, A. Giwercman,
M. Spano, G. C. Manicardi, D. Bizzaro, J. K. Ludwicki, V. Zvyezday, E.
C. Bonefeld-Jorgensen, H. S. Pedersen, B. A. Jonsson and A.
M. Thulstrup, Environ Health Perspect, 2008, 116, 269–277.

17. R. Hauser, Z. Chen, L. Pothier, L. Ryan and L. Altshul, Environ Health
Perspect, 2003, 111, 1505–1511.

18. R. Hauser, N. P. Singh, Z. Chen, L. Pothier and L. Altshul, Hum Reprod,
2003, 18, 2525–2533.

19. Y. L. Guo, P. C. Hsu, C. C. Hsu and G. H. Lambert, Lancet, 2000, 356,
1240–1241.

20. P. C. Hsu, W. Huang, W. J. Yao, M. H. Wu, Y. L. Guo and G.
H. Lambert, JAMA, 2003, 289, 2943–2944.

21. N. H. Aneck-Hahn, G. W. Schulenburg, M. S. Bornman, P. Farias and
C. de Jager, J Androl, 2007, 28, 423–434.

22. K. P. Phillips and N. Tanphaichitr, J Toxicol Environ Health B Crit Rev,
2008, 11, 188–220.

23. M. J. Perry, Hum Reprod Update, 2008, 14, 233–242.
24. M. D. Whorton, T. H. Milby, H. A. Stubbs, B. H. Avashia and E.

Q. Hull, J Toxicol Environ Health, 1979, 5, 929–941.
25. A. J. Wyrobek, G. Watchmaker, L. Gordon, K. Wong, D. Moore, 2nd

and D. Whorton, Environ Health Perspect, 1981, 40, 255–265.
26. Y. Xia, S. Cheng, Q. Bian, L. Xu, M. D. Collins, H. C. Chang,

L. Song, J. Liu, S. Wang and X. Wang, Toxicol Sci, 2005, 85,
615–623.

27. C. Padungtod, D. A. Savitz, J. W. Overstreet, D. C. Christiani, L.
M. Ryan and X. Xu, J Occup Environ Med, 2000, 42, 982–992.

28. M. Kamijima, H. Hibi, M. Gotoh, K. Taki, I. Saito, H. Wang, S. Itohara,
T. Yamada, G. Ichihara, E. Shibata, T. Nakajima and Y. Takeuchi,
J Occup Health, 2004, 46, 109–118.

Male Reproductive Tract Disorders 285



29. A. Abell, E. Ernst and J. P. Bonde, Scand J Work Environ Health, 2000,
26, 492–500.

30. A. Oliva, A. Spira and L. Multigner, Hum Reprod, 2001, 16, 1768–1776.
31. S. B. Larsen, A. Giwercman, M. Spano and J. P. Bonde, Reprod Toxicol,

1998, 12, 581–589.
32. R. K. Juhler, S. B. Larsen, O. Meyer, N. D. Jensen, M. Spano,

A. Giwercman and J. P. Bonde, Arch Environ Contam Toxicol, 1999, 37,
415–423.

33. S. H. Swan, R. L. Kruse, F. Liu, D. B. Barr, E. Z. Drobnis, J. B. Redmon,
C. Wang, C. Brazil and J. W. Overstreet, Environ Health Perspect, 2003,
111, 1478–1484.

34. J. D. Meeker, L. Ryan, D. B. Barr, R. F. Herrick, D. H. Bennett,
R. Bravo and R. Hauser, Environ Health Perspect, 2004, 112, 1665–1670.

35. J. D. Meeker, N. P. Singh, L. Ryan, S. M. Duty, D. B. Barr, R.
F. Herrick, D. H. Bennett and R. Hauser, Hum Reprod, 2004, 19,
2573–2580.

36. J. D. Meeker, D. B. Barr and R. Hauser, Hum Reprod, 2008, 23,
1932–1940.

37. Y. Xia, Y. Han, B. Wu, S. Wang, A. Gu, N. Lu, J. Bo, L. Song, N. Jin and
X. Wang, Fertil Steril, 2008, 89, 1743–1750.

38. G. Ji, Y. Xia, A. Gu, X. Shi, Y. Long, L. Song, S. Wang and X. Wang,
Reprod Toxicol, 2011, 31, 171–176.

39. H. Toshima, Y. Suzuki, K. Imai, J. Yoshinaga, H. Shiraishi,
Y. Mizumoto, S. Hatakeyama, C. Onohara and S. Tokuoka, Int J Hyg
Environ Health, 2011.

40. S. W. Tsaih, S. Korrick, J. Schwartz, M. L. Lee, C. Amarasiriwardena,
A. Aro, D. Sparrow and H. Hu, Environ Health Perspect, 2001, 109,
995–999.

41. S. Benoff, A. Jacob and I. R. Hurley, Hum Reprod Update, 2000, 6,
107–121.

42. I. Hernandez-Ochoa, G. Garcia-Vargas, L. Lopez-Carrillo, M. Rubio-
Andrade, J. Moran-Martinez, M. E. Cebrian and B. Quintanilla-Vega,
Reprod Toxicol, 2005, 20, 221–228.

43. J. Mendiola, J. M. Moreno, M. Roca, N. Vergara-Juarez, M. J. Martinez-
Garcia, A. Garcia-Sanchez, B. Elvira-Rendueles, S. Moreno-Grau,
J. J. Lopez-Espin, J. Ten, R. Bernabeu and A. M. Torres-Cantero,
Environ Health, 2011, 10, 6.

44. J. D. Meeker, M. G. Rossano, B. Protas, M. P. Diamond, E. Puscheck,
D. Daly, N. Paneth and J. J. Wirth, Environ Health Perspect, 2008, 116,
1473–1479.

45. J. Jurasovic, P. Cvitkovic, A. Pizent, B. Colak and S. Telisman, Biometals,
2004, 17, 735–743.

46. S. Telisman, B. Colak, A. Pizent, J. Jurasovic and P. Cvitkovic, Environ
Res, 2007, 105, 256–266.

47. C. M. Choy, Q. S. Yeung, C. M. Briton-Jones, C. K. Cheung, C. W. Lam
and C. J. Haines, Fertil Steril, 2002, 78, 426–428.

286 Chapter 10



48. J. J. Wirth, M. G. Rossano, D. C. Daly, N. Paneth, E. Puscheck, R.
C. Potter and M. P. Diamond, Epidemiology, 2007, 18, 270–273.

49. J. D. Meeker, S. Sathyanarayana and S. H. Swan, Philos Trans R Soc
Lond B Biol Sci, 2009, 364, 2097–2113.

50. D. A. Murature, S. Y. Tang, G. Steinhardt and R. C. Dougherty, Biomed
Environ Mass Spectrom, 1987, 14, 473–477.

51. S. M. Duty, M. J. Silva, D. B. Barr, J. W. Brock, L. Ryan, Z. Chen, R.
F. Herrick, D. C. Christiani and R. Hauser, Epidemiology, 2003, 14,
269–277.

52. R. Hauser, J. D. Meeker, S. Duty, M. J. Silva and A. M. Calafat,
Epidemiology, 2006, 17, 682–691.

53. S. M. Duty, A. M. Calafat, M. J. Silva, J. W. Brock, L. Ryan, Z. Chen,
J. Overstreet and R. Hauser, J Androl, 2004, 25, 293–302.

54. S. M. Duty, N. P. Singh, M. J. Silva, D. B. Barr, J. W. Brock, L. Ryan, R.
F. Herrick, D. C. Christiani and R. Hauser, Environ Health Perspect,
2003, 111, 1164–1169.

55. R. Hauser, J. D. Meeker, N. P. Singh, M. J. Silva, L. Ryan, S. Duty and
A. M. Calafat, Hum Reprod, 2007, 22, 688–695.

56. C. Herr, A. zur Nieden, H. M. Koch, H. C. Schuppe, C. Fieber,
J. Angerer, T. Eikmann and N. I. Stilianakis, Int J Hyg Environ Health,
2009, 212, 648–653.

57. B. A. Jonsson, J. Richthoff, L. Rylander, A. Giwercman and L. Hagmar,
Epidemiology, 2005, 16, 487–493.

58. L. Liu, H. Bao, F. Liu, J. Zhang and H. Shen, Environ Int, 2011.
59. N. Pant, A. Pant, M. Shukla, N. Mathur, Y. Gupta and D. Saxena, Hum

Exp Toxicol, 2011, 30, 507–514.
60. D. K. Li, Z. Zhou, M. Miao, Y. He, J. Wang, J. Ferber, L. J. Herrinton,

E. Gao and W. Yuan, Fertil Steril, 2011, 95, 625–630 e621–624.
61. J. D. Meeker and K. K. Ferguson, Environ Health Perspect, 2011, 119,

1396–1402.
62. J. Mendiola, N. Jorgensen, A. M. Andersson, A. M. Calafat, X. Ye,

J. B. Redmon, E. Z. Drobnis, C. Wang, A. Sparks, S. W. Thurston, F. Liu
and S. H. Swan, Environ Health Perspect, 2010, 118, 1286–1291.

63. J. D. Meeker, T. Yang, X. Ye, A. M. Calafat and R. Hauser, Environ
Health Perspect, 2011, 119, 252–257.

64. K. Akutsu, S. Takatori, S. Nozawa, M. Yoshiike, H. Nakazawa,
K. Hayakawa, T. Makino and T. Iwamoto, Bull Environ Contam Toxicol,
2008, 80, 345–350.

65. N. Abdelouahab, Y. Ainmelk and L. Takser, Reprod Toxicol, 2011, 31,
546–550.

66. N. Cherry, F. Labreche, J. Collins and T. Tulandi, Occup Environ Med,
2001, 58, 635–640.

67. I. Figa-Talamanca, M. E. Traina and E. Urbani, Occup Med (Lond),
2001, 51, 174–188.

68. E. K. Sheiner, E. Sheiner, R. D. Hammel, G. Potashnik and R. Carel, Ind
Health, 2003, 41, 55–62.

Male Reproductive Tract Disorders 287



69. J. H. Raymer, L. C. Michael, W. B. Studabaker, G. W. Olsen, C. S. Sloan,
T. Wilcosky and D. K. Walmer, Reprod Toxicol, 2011.

70. U. N. Joensen, R. Bossi, H. Leffers, A. A. Jensen, N. E. Skakkebaek and
N. Jorgensen, Environ Health Perspect, 2009, 117, 923–927.

71. J. D. Meeker and H. M. Stapleton, Environ Health Perspect, 2010, 118,
318–323.

72. L. Fenster, K. Waller, G. Windham, T. Henneman, M. Anderson,
P. Mendola, J. W. Overstreet and S. H. Swan, Epidemiology, 2003, 14,
650–658.

73. T. J. Luben, A. F. Olshan, A. H. Herring, S. Jeffay, L. Strader, R.
M. Buus, R. L. Chan, D. A. Savitz, P. C. Singer, H. S. Weinberg and S.
D. Perreault, Environ Health Perspect, 2007, 115, 1169–1176.

74. J. Jurewicz, W. Hanke, M. Radwan and J. P. Bonde, Int J Occup Med
Environ Health, 2009, 22, 305–329.

75. A. M. Andersson, T. K. Jensen, A. Juul, J. H. Petersen, T. Jorgensen and
N. E. Skakkebaek, J Clin Endocrinol Metab, 2007, 92, 4696–4705.

76. T. G. Travison, A. B. Araujo, A. B. O’Donnell, V. Kupelian and J.
B. McKinlay, J Clin Endocrinol Metab, 2007, 92, 196–202.

77. J. A. Cauley, S. K. Ewing, B. C. Taylor, H. A. Fink, K. E. Ensrud, D.
C. Bauer, E. Barrett-Connor, L. Marshall and E. S. Orwoll, J Clin
Endocrinol Metab, 95, 4314–4323.

78. M. Grossmann, J Clin Endocrinol Metab, 96, 2341–2353.
79. D. B. O’Connor, D. M. Lee, G. Corona, G. Forti, A. Tajar,

T. W. O’Neill, N. Pendleton, G. Bartfai, S. Boonen, F. F. Casanueva,
J. D. Finn, A. Giwercman, T. S. Han, I. T. Huhtaniemi, K. Kula,
F. Labrie, M. E. Lean, M. Punab, A. J. Silman, D. Vanderschueren and
F. C. Wu, J Clin Endocrinol Metab, 96, E1577–1587.

80. A. M. Traish, M. M. Miner, A. Morgentaler and M. Zitzmann, Am J
Med, 2011, 124, 578–587.

81. H. A. Feldman, C. Longcope, C. A. Derby, C. B. Johannes, A. B. Araujo,
A. D. Coviello, W. J. Bremner and J. B. McKinlay, J Clin Endocrinol
Metab, 2002, 87, 589–598.

82. V. Persky, M. Turyk, H. A. Anderson, L. P. Hanrahan, C. Falk, D.
N. Steenport, R. Chatterton, Jr. and S. Freels, Environ Health Perspect,
2001, 109, 1275–1283.

83. M. E. Turyk, H. A. Anderson, S. Freels, R. Chatterton, Jr., L.
L. Needham, D. G. Patterson, Jr., D. N. Steenport, L. Knobeloch,
P. Imm and V. W. Persky, Environ Res, 2006, 102, 299–307.

84. A. Goncharov, R. Rej, S. Negoita, M. Schymura, A. Santiago-Rivera,
G. Morse and D. O. Carpenter, Environ Health Perspect, 2009, 117,
1454–1460.

85. L. Hagmar, J. Bjork, A. Sjodin, A. Bergman and E. M. Erfurth, Arch
Environ Health, 2001, 56, 138–143.

86. T. B. Haugen, T. Tefre, G. Malm, B. A. Jonsson, L. Rylander,
L. Hagmar, C. Bjorsvik, T. Henrichsen, T. Saether, Y. Figenschau and
A. Giwercman, Reprod Toxicol, 32, 261–267.

288 Chapter 10



87. A. H. Giwercman, A. Rignell-Hydbom, G. Toft, L. Rylander, L. Hagmar,
C. Lindh, H. S. Pedersen, J. K. Ludwicki, V. Lesovoy, M. Shvets,
M. Spano, G. C. Manicardi, D. Bizzaro, E. C. Bonefeld-Jorgensen and
J. P. Bonde, Environ Health Perspect, 2006, 114, 1348–1353.

88. W. Dhooge, E. den Hond, G. Koppen, L. Bruckers, V. Nelen, E. van de
Mieroop, M. Bilau, K. Croes, W. Baeyens, G. Schoeters and N. van
Larebeke, J Expo Sci Environ Epidemiol, 2011, 21, 106–113.

89. R. Recio, G. Ocampo-Gomez, J. Moran-Martinez, V. Borja-Aburto,
M. Lopez-Cervante, M. Uribe, L. Torres-Sanchez and M. E. Cebrian,
Environ Health Perspect, 2005, 113, 1160–1163.

90. J. Blanco-Munoz, M. M. Morales, M. Lacasana, C. Aguilar-Garduno,
S. Bassol and M. E. Cebrian, Hum Reprod, 2010, 25, 1787–1795.

91. G. Toft, A. Flyvbjerg and J. P. Bonde, Environ Health, 2006, 5, 32.
92. J. D. Meeker, S. R. Ravi, D. B. Barr and R. Hauser, Reprod Toxicol,

2008, 25, 184–191.
93. J. D. Meeker, L. Ryan, D. B. Barr and R. Hauser, Epidemiology, 2006, 17,

61–68.
94. Y. Han, Y. Xia, J. Han, J. Zhou, S. Wang, P. Zhu, R. Zhao, N. Jin,

L. Song and X. Wang, Chemosphere, 2008, 72, 785–790.
95. J. D. Meeker, D. B. Barr and R. Hauser, Reprod Toxicol, 2009, 27,

155–160.
96. S. Telisman, P. Cvitkovic, J. Jurasovic, A. Pizent, M. Gavella and

B. Rocic, Environ Health Perspect, 2000, 108, 45–53.
97. X. Zeng, T. Lin, Y. Zhou and Q. Kong, J Toxicol Environ Health A, 2002,

65, 513–521.
98. X. Zeng, T. Jin, J. P. Buchet, X. Jiang, Q. Kong, T. Ye, A. Bernard and G.

F. Nordberg, Environ Res, 2004, 96, 338–344.
99. A. Menke, E. Guallar, M. S. Shiels, S. Rohrmann, S. Basaria, N. Rifai,

W. G. Nelson and E. A. Platz, BMC Public Health, 2008, 8, 72.
100. O. Akinloye, A. O. Arowojolu, O. B. Shittu and J. I. Anetor, Reprod Biol,

2006, 6, 17–30.
101. A. Mahmoud, P. Kiss, M. Vanhoorne, D. De Bacquer and F. Comhaire,

Int J Androl, 2005, 28, 150–155.
102. A. J. McGregor and H. J. Mason, Hum Exp Toxicol, 1991, 10, 199–203.
103. T. P. Ng, H. H. Goh, Y. L. Ng, H. Y. Ong, C. N. Ong, K. S. Chia, S.

E. Chia and J. Jeyaratnam, Br J Ind Med, 1991, 48, 485–491.
104. B. H. Alexander, H. Checkoway, C. van Netten, C. H. Muller,

T. G. Ewers, J. D. Kaufman, B. A. Mueller, T. L. Vaughan and
E. M. Faustman, Occup Environ Med, 1996, 53, 411–416.

105. E. M. Erfurth, A. Schutz, A. Nilsson, L. Barregard and S. Skerfving, Br J
Ind Med, 1990, 47, 639–644.

106. J. P. Bonde, Br J Ind Med, 1990, 47, 508–514.
107. J. P. Bonde and E. Ernst, Hum Exp Toxicol, 1992, 11, 259–263.
108. N. H. Hjollund, J. P. Bonde, T. K. Jensen, E. Ernst, T. B. Henriksen,

H. A. Kolstad, A. Giwercman, N. E. Skakkebaek and J. Olsen, Reprod
Toxicol, 1998, 12, 91–95.

Male Reproductive Tract Disorders 289



109. E. A. Kim, H. K. Cheong, K. D. Joo, J. H. Shin, J. S. Lee, S. B. Choi,
M. O. Kim, J. Lee and Iu and D. M. Kang, Neurotoxicology, 2007, 28,
263–269.

110. D. G. Ellingsen, E. Haug, P. I. Gaarder, R. Bast-Pettersen and
Y. Thomassen, Scand J Work Environ Health, 2003, 29, 230–238.

111. T. Agusa, T. Kunito, H. Iwata, I. Monirith, C. Chamnan, T. S. Tana,
A. Subramanian and S. Tanabe, Chemosphere, 2007, 68, 590–596.

112. L. Barregard, G. Lindstedt, A. Schutz and G. Sallsten, Occup Environ
Med, 1994, 51, 536–540.

113. F. I. Hsieh, T. S. Hwang, Y. C. Hsieh, H. C. Lo, C. T. Su, H. S. Hsu,
H. Y. Chiou and C. J. Chen, Environ Health Perspect, 2008, 116, 532–536.

114. G. Pan, T. Hanaoka, M. Yoshimura, S. Zhang, P. Wang, H. Tsukino,
K. Inoue, H. Nakazawa, S. Tsugane and K. Takahashi, Environ Health
Perspect, 2006, 114, 1643–1648.

115. J. D. Meeker, A. M. Calafat and R. Hauser, J Androl, 2009, 30, 287–297.
116. J. Mendiola, N. Jorgensen, A. M. Andersson, A. M. Calafat, M. J. Silva,

J. B. Redmon, A. Sparks, E. Z. Drobnis, C. Wang, F. Liu and S. H. Swan,
Int J Androl, 2011, 34, 369–378.

117. S. Li, J. Dai, L. Zhang, J. Zhang, Z. Zhang and B. Chen, Biomed Environ
Sci, 2011, 24, 31–39.

118. C. A. Richter, L. S. Birnbaum, F. Farabollini, R. R. Newbold,
B. S. Rubin, C. E. Talsness, J. G. Vandenbergh, D. R. Walser-Kuntz and
F. S. vom Saal, Reprod Toxicol, 2007, 24, 199–224.

119. T. Hanaoka, N. Kawamura, K. Hara and S. Tsugane, Occup Environ
Med, 2002, 59, 625–628.

120. J. D. Meeker, A. M. Calafat and R. Hauser, Environ Sci Technol, 2010,
44, 1458–1463.

121. T. Takeuchi and O. Tsutsumi, Biochem Biophys Res Commun, 2002, 291,
76–78.

122. T. Galloway, R. Cipelli, J. Guralnik, L. Ferrucci, S. Bandinelli,
A. M. Corsi, C. Money, P. McCormack and D. Melzer, Environ Health
Perspect, 2010, 118, 1603–1608.

123. M. E. Turyk, V. W. Persky, P. Imm, L. Knobeloch, R. Chatterton and
H. A. Anderson, Environ Health Perspect, 2008, 116, 1635–1641.

124. J. D. Meeker, P. I. Johnson, D. Camann and R. Hauser, Sci Total
Environ, 2009, 407, 3425–3429.

125. U. N. Joensen, R. Bossi, H. Leffers, A. A. Jensen, N. E. Skakkebaek and
N. Jorgensen, Environ Health Perspect, 2009, 117, 923–927.

126. R. T. Zoeller and J. D. Meeker, in Environmental Impacts on Reproductive
Health and Fertility, eds. T. J. Woodruff, S. Janssen, L. Guillette and
L. Giudice, Cambridge University Press, Cambridge, UK, 2010.

127. E. A. Jannini, A. Crescenzi, N. Rucci, E. Screponi, E. Carosa, A. de
Matteis, E. Macchia, G. d’Amati and M. D’Armiento, J Clin Endocrinol
Metab, 2000, 85, 3453–3457.

128. C. Mendis-Handagama and S. Ariyaratne, Arch Androl, 2004, 50,
347–357.

290 Chapter 10



129. R. R. Maran, Arch Androl, 2003, 49, 375–388.
130. E. M. Velazquez and G. Bellabarba Arata, Arch Androl, 1997, 38, 85–92.
131. J. D. Meeker, N. P. Singh and R. Hauser, J Androl, 2008, 29, 379–388.
132. J. D. Meeker, L. Godfrey-Bailey and R. Hauser, J Androl, 2007, 28,

397–406.
133. J. D. Meeker and M. Boas, in Encyclopedia of Environmental Health, ed.

J. Nriagu, Elsevier Ltd, Oxford, UK, 2011.
134. E. Salay and D. Garabrant, Chemosphere, 2009, 74, 1413–1419.
135. J. D. Meeker, L. Altshul and R. Hauser, Environ Res, 2007, 104, 296–304.
136. K. Steenland, L. Cedillo, J. Tucker, C. Hines, K. Sorensen, J. Deddens

and V. Cruz, Environ Health Perspect, 1997, 105, 1126–1130.
137. S. S. Zaidi, V. K. Bhatnagar, S. J. Gandhi, M. P. Shah, P. K. Kulkarni

and H. N. Saiyed, Hum Exp Toxicol, 2000, 19, 497–501.
138. M. Lacasana, I. Lopez-Flores, M. Rodriguez-Barranco, C. Aguilar-

Garduno, J. Blanco-Munoz, O. Perez-Mendez, R. Gamboa, S. Bassol and
M. E. Cebrian, Toxicol Appl Pharmacol, 2010, 243, 19–26.

139. J. D. Meeker, D. B. Barr and R. Hauser, Reprod Toxicol, 2006, 22,
437–442.

140. B. Dundar, F. Oktem, M. K. Arslan, N. Delibas, B. Baykal, C. Arslan,
M. Gultepe and I. E. Ilhan, Environ Res, 2006, 101, 140–145.

141. K. K. Doumouchtsis, S. K. Doumouchtsis, E. K. Doumouchtsis and
D. N. Perrea, J Endocrinol Invest, 2009, 32, 175–183.

142. B. Singh, V. Chandran, H. K. Bandhu, B. R. Mittal, A. Bhattacharya,
S. K. Jindal and S. Varma, Biometals, 2000, 13, 187–192.

143. M. Bloom, H. Spliethoff, J. Vena, S. Shaver, R. Addink and G. Eadon,
Environ Toxicol Pharmacol, 2008, 25, 386–392.

144. A. Julander, M. Karlsson, K. Hagstrom, C. G. Ohlson, M. Engwall,
I. L. Bryngelsson, H. Westberg and B. van Bavel, Int Arch Occup Environ
Health, 2005, 78, 584–592.

145. J. D. Meeker, A. M. Calafat and R. Hauser, Environ Health Perspect,
2007, 115, 1029–1034.

146. C. G. Roehrborn and L. K. Black, BJU Int, 2011, 108, 806–813.
147. J. S. Townsend, L. C. Richardson and R. R. German, Am J Mens Health,

2010, 4, 353–360.
148. H. O. Adami, R. Bergstrom, M. Mohner, W. Zatonski, H. Storm,

A. Ekbom, S. Tretli, L. Teppo, H. Ziegler and M. Rahu, et al., Int J
Cancer, 1994, 59, 33–38.

149. R. Bergstrom, H. O. Adami, M. Mohner, W. Zatonski, H. Storm,
A. Ekbom, S. Tretli, L. Teppo, O. Akre and T. Hakulinen, J Natl Cancer
Inst, 1996, 88, 727–733.

150. E. Huyghe, T. Matsuda and P. Thonneau, J Urol, 2003, 170, 5–11.
151. N. Sincic, T. Kulis, A. Znaor and F. Bray, Cancer Epidemiol, 2011.
152. L. E. Fleming, J. A. Bean, M. Rudolph and K. Hamilton, J Occup Environ

Med, 1999, 41, 279–288.
153. G. Frost, T. Brown and A. H. Harding, Occup Med (Lond), 2011, 61,

303–310.

Male Reproductive Tract Disorders 291



154. L. E. Fleming, O. Gomez-Marin, D. Zheng, F. Ma and D. Lee, Am J Ind
Med, 2003, 43, 227–233.

155. E. Kasahara, E. F. Sato, M. Miyoshi, R. Konaka, K. Hiramoto, J. Sasaki,
M. Tokuda, Y. Nakano and M. Inoue, Biochem J, 2002, 365, 849–856.

156. M. C. Alavanja, C. Samanic, M. Dosemeci, J. Lubin, R. Tarone,
C. F. Lynch, C. Knott, K. Thomas, J. A. Hoppin, J. Barker, J. Coble,
D. P. Sandler and A. Blair, Am J Epidemiol, 2003, 157, 800–814.

157. M. C. Alavanja, D. P. Sandler, C. F. Lynch, C. Knott, J. H. Lubin,
R. Tarone, K. Thomas,M.Dosemeci, J. Barker, J. A.Hoppin andA. Blair,
Scand J Work Environ Health, 2005, 31 Suppl 1, 39–45; discussion 35–37.

158. S. Koutros, M. C. Alavanja, J. H. Lubin, D. P. Sandler, J. A. Hoppin,
C. F. Lynch, C. Knott, A. Blair and L. E. Freeman, J Occup Environ Med,
2010, 52, 1098–1105.

159. M. R. Bonner, B. A. Williams, J. A. Rusiecki, A. Blair, L. E. Beane
Freeman, J. A. Hoppin, M. Dosemeci, J. Lubin, D. P. Sandler and
M. C. Alavanja, Cancer Causes Control, 2010, 21, 871–877.

160. C. H. Christensen, E. A. Platz, G. Andreotti, A. Blair, J. A. Hoppin,
S. Koutros, C. F. Lynch, D. P. Sandler and M. C. Alavanja, Environ
Health Perspect, 2010, 118, 92–96.

161. W. J. Lee, A. Blair, J. A. Hoppin, J. H. Lubin, J. A. Rusiecki,
D. P. Sandler, M. Dosemeci andM. C. Alavanja, J Natl Cancer Inst, 2004,
96, 1781–1789.

162. F. Giannandrea, L. Gandini, D. Paoli, R. Turci and I. Figa-Talamanca,
J Environ Sci Health B, 2011, 46, 780–787.

163. K. A. McGlynn, S. M. Quraishi, B. I. Graubard, J. P. Weber,
M.V.Rubertone andR.L. Erickson, JNatl Cancer Inst, 2008, 100, 663–671.

164. M. P. Purdue, L. S. Engel, H. Langseth, L. L. Needham, A. Andersen,
D. B. Barr, A. Blair, N. Rothman and K. A. McGlynn, Environ Health
Perspect, 2009, 117, 1514–1519.

165. M. L. Biggs, M. D. Davis, D. L. Eaton, N. S. Weiss, D. B. Barr,
D. R. Doody, S. Fish, L. L. Needham, C. Chen and S. M. Schwartz,
Cancer Epidemiol Biomarkers Prev, 2008, 17, 2012–2018.

166. K. A. McGlynn, S. M. Quraishi, B. I. Graubard, J. P. Weber,
M. V. Rubertone and R. L. Erickson, Cancer Res, 2009, 69, 1901–1909.

167. L. Hardell, S. O. Andersson, M. Carlberg, L. Bohr, B. van Bavel,
G. Lindstrom, H. Bjornfoth and C. Ginman, J Occup Environ Med, 2006,
48, 700–707.

168. J. M. Ritchie, S. L. Vial, L. J. Fuortes, H. Guo, V. E. Reedy and
E. M. Smith, J Occup Environ Med, 2003, 45, 692–702.

169. J. M. Ritchie, S. L. Vial, L. J. Fuortes, L. W. Robertson, H. Guo,
V. E. Reedy and E. M. Smith, Environ Res, 2005, 98, 104–113.

170. N. Sawada, M. Iwasaki, M. Inoue, H. Itoh, S. Sasazuki, T. Yamaji,
T. Shimazu and S. Tsugane, Environ Health Perspect, 2010, 118, 659–665.

171. K. J. Aronson, J. W. Wilson, M. Hamel, W. Diarsvitri, W. Fan,
C. Woolcott, J. P. Heaton, J. C. Nickel, A. Macneily and A. Morales,
J Expo Sci Environ Epidemiol, 2010, 20, 434–445.

172. R. A. Goyer, J. Liu and M. P. Waalkes, Biometals, 2004, 17, 555–558.

292 Chapter 10



CHAPTER 11

Breast Cancer – Importance of
Life Stage with Respect to
Environmental Influences

SALLY S. WHITEa AND SUZANNE E. FENTON*b

aResearch Fellow, NTP Labs Branch, Division of the National Toxicology
Program, NIEHS/NIH, 111 TW Alexander Dr, Bldg 101, MD E1-08,
Research Triangle Park, NC 27709, USA; bGroup Leader, Reproductive
Endocrinology, NTP Labs Branch, Division of the National Toxicology
Program, NIEHS/NIH, 111 TW Alexander Dr, Bldg 101, MD E1-08,
Research Triangle Park, NC 27709, USA
*E-mail: fentonse@niehs.nih.gov

11.1 Introduction

11.1.1 Breast Cancer & Aging Overview

Globally, the incidence of breast cancer increases with age. This is true not just
for women, but is also the case for men (see Figure 11.1), as well as for rodents
used in research and larger mammals, such as non-human primates, dogs, and
cats. In the 2012 American Cancer Society ‘‘Breast Cancer Facts and Figures
2011–2012’’ report,6 it is documented that between 2004 and 2008, 95% of new
breast cancer cases occurred in women aged 40 or older, the median age at
diagnosis was 61, and women aged 75–79 exhibited the highest incidence, with a
rate of 421.3 cases per 100 000. The 2012 statistics from Susan G. Komen
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approximate a slightly higher value of 450 cases per 100 000 women
(Figure 11.1).105

However, breast cancer is not strictly a disease of aging. While there is a
positive correlation between the risk of developing breast cancer and increasing
age, breast cancer can and does occur in young women and men. Furthermore,
a number of factors beyond age and sex contribute to risk. A Northern
European study that evaluated several cancer outcomes in twins (nearly 45 000
sets) determined that only about 27% of cancer risk was attributable to

Figure 11.1 Age-specific female and male breast cancer rates in the US. The curve for
men (blue) remains relatively flat and depicts the low incidence of
diagnosis with breast cancer. The curve for women (pink) depicts
increasing incidence of newly diagnosed breast cancer as a function of
increasing age. The number of women diagnosed with breast cancer is
very low in those younger than age 30 years, but increases steadily in
those age 30 to 69 years, and is followed by a decline after age 79, likely
due to increased age-related deaths.
Image from Ref. 105.
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heritable factors (genetic predisposition being only a weak indicator), leaving
another 73% of risk modifiable by lifestyle and environmental factors.1 It has
become increasingly clear that biological, social, and environmental factors,
and the life stage at which exposures to environmental factors occur, play a
substantial role in modifying the risk for developing and dying from breast
cancer. Breast cancer is not a single disease process, but rather it is described as
a number of different cancer subtypes with varying etiologies,2,3 their tissue of
origin being the common element. Given this complexity, certain forms of
breast cancer are thought of more readily as diseases of aging. In fact, differ-
ential subtype distribution is exhibited by age,4 making it less likely that there
may be a single cure.

Irrespective of the often late age at diagnosis, breast cancer cannot be
thought of simply as a disease of aging, because it may be that critical precursor
incidents originate in early life. Normal programming events in the tissue begin
in the fetus, continue into adolescence and adulthood, and may be adversely
modified at multiple life stages.5 As such, the timing of these life stage-specific
events represent windows of sensitivity during which perturbations of
normal processes–via chemical, pharmaceutical, or radiological assaults, for
example–may alter normal development in a way that increases the vulner-
ability of the tissue to form tumors, particularly if the tissue receives multiple
cumulative assaults. The goals of this chapter are to 1) inform on the critical life
stages of the breast shown to exhibit susceptibility to environmental factors,
2) explain the importance of considering breast cancer as a complex, multiple-
subtype set of cancers, influenced by environmental factors, and 3) discuss
research gaps and promising new approaches to research that will move
forward the fields of primary prevention and successful treatment of breast
cancer.

11.1.2 Contemporary Breast Issues of Public Concern

The fact that 1 in 8 US women develop breast cancer over a lifetime,6 and that
this trend has not diminished in recent years, has prompted both a 2011
Institute of Medicine report, ‘‘Breast Cancer and the Environment: A Life
Course Approach’’,7 and a 2012 Federal Advisory Committee report, issued by
the Interagency Breast Cancer and Environmental Research Coordinating
Committee (IBCERCC),8 calling for primary prevention of this costly disease.
The large-scale efforts that have been made by federal agencies, reputable
academicians, and nonprofit organizations to communicate the current
understanding of and remaining questions surrounding breast cancer have
resulted in increased public awareness of breast cancer’s prevalence and the
potential role of the environment in the disease. Along with breast cancer
prevention, a number of other health concerns have gained attention in the field
of breast biology, with a focus on adverse changes in the organ, particularly in
children and adolescents.

Precocious or early puberty in girls has been an increasing public concern in
recent years. While the designation of precocious puberty refers to the
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appearance of multiple secondary sexual characteristics before age 8, it is the
earliest sign of puberty in girls—the appearance of breast buds—that will be
addressed here.9 Thelarche, the onset of breast development, in prepubertal
girls is occurring at a younger age than it did two decades ago. An expert panel,
convened to address the validity of this trend at the ‘‘Role of Environmental
Factors on the Timing and Progression of Puberty’’ workshop, agreed that
both thelarche and menarche are trending toward earlier occurrence in
American girls from 1940 to 1994 but that the data on boys are insufficient to
suggest a trend during this same time period.10 The panel agreed that the weight
of evidence deriving from both human and animal studies supported an
association between exposures to endocrine-disrupting chemicals (EDCs) and
the amount of body fat, with earlier pubertal end points.11 Early pubertal
landmarks were considered to be ‘‘adverse’’ from a public health perspective by
this panel of experts.

In a study published in 1997,12 premature thelarche was observed in 8% of
white girls and 25% of black girls in a study of 17 000 American girls. However,
in a study only 10 years later, breast bud development was observed at age
7 and 8, respectively, in 10% and 18% of white girls, and 23% and 43% of
black girls (as well as 15% and 31% of Hispanic girls, not assessed in the prior
study), suggesting that the incidence of precocious breast development among
girls in the US is still increasing with time.13 A similar decrease in the age of
breast development has been noted in school age girls in Copenhagen,
Denmark, without a correlated change in the hormones of puberty, suggesting
a gonadatropin-independent shift in pubertal timing.4,15 In fact, they demon-
strated that after a 15 year follow-up, breast development was occurring up to 1
year earlier without a significant change in first menses timing. These studies
suggest that the rapidly changing environment in which these children are
developing may play an important role in this epidemic. There are a number of
factors that may contribute to premature thelarche, and we will address these in
concert with a discussion on the regulation and dysregulation of breast devel-
opment. It should also be noted that although timing of breast development has
shifted earlier over the last decades, time to first menses has changed very little,
if statistically at all, confirming separate regulatory pathways for these pubertal
landmarks.10,14,16 With this large change in breast developmental timing, comes
an increase in the time span from initiation of breast development to menarche17

(see Table 11.1). Whether earlier breast developmental timing or longer time to
full breast development is linked to breast cancer risk has not been determined
in women.

Another contemporary issue in human breast health is gynecomastia, or the
appearance of breast tissue in males. While gynecomastia can be a symptom of
multiple disease processes involving hypogonadal or related conditions that
interfere with normal testosterone synthesis in adult men, its etiology in boys is
infrequently and incompletely understood. While the condition is not unusual
in newborn boys, due to the high concentrations of maternal hormones in
breast milk, it subsides over the 2–3 week period following birth. Older men,
normally affected by decreasing circulating testosterone levels, may develop
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Table 11.1 Approximate probability of Tanner Stage B2 (breast bud onset) or menarche in Copenhagen school girls in
1991–1993 and 2006–2008, relative to their chronological age.

Probability of B2 Probability of B2* Probability of Menarche Probability of Menarche
Age 1991–1993 (n¼ 1100) 2006–2008 (n¼ 995) 1991–1993 (n¼ 1100) 2006–2008 (n¼ 995)

6 0 0 0 0
8 0 8% 0 0
10 20% 50% 5% 5%
12 75% 92% 10% 10%
14 100% 100% 60% 70%
16 100% 100% 95% 98%

Median: 9.74 (95% CI: 9.59–10.01) years 13.05 (95% CI: 12.82–13.23) years

Data estimated from Aksglaede et al. 2009, Figure 1. Median ages for puberty endpoints in 2006–2008 were Turnbull estimates.
*Significant acceleration in B2 from the prior measurements.
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gynecomastia; it is estimated that 1 in 4 men between the ages of 50 and 80 are
affected.18 Puberty is another time in life when gynecomastia may be common.
There exists a clear correlation between obesity and gynecomastia, although to
be precise, gynecomastia is not simply an increase in adiposity in the chest, but
entails specific growth of the glandular tissue.19 Furthermore, it is well docu-
mented that fat cells produce the enzyme that converts steroid precursors to
estrogens, which in turn can drive breast tissue growth in boys/men.20 As is the
case with females, the breast tissue of males is responsive to environmental
exposures. One case study describes three prepubertal boys who developed
significant breast enlargement following the use of a shampoo containing
lavender and tea tree oils, compounds that are known to be without effect in
adults, but are suspected to be estrogenic.21

In adult males, there is some concern that breast cancer may be misdiagnosed
as gynecomastia, as both of these health disorders occur more often with age.
Unlike gynecomastia, however, breast cancers are almost always unilateral,
making confusion between these diagnoses less probable. Furthermore, breast
cancer in men is relatively rare and accounts for only about 1% of all cases.22 In
fact, it is more than 100-fold more common in women. Whether gynecomastia
predisposes a man to increased risk of breast cancer is a research area that
merits further attention, because it is thought that altered circulating or local
breast estrogen production may play a role in the development of both disease
endpoints. Controlled estrogenic effects are important in early formation of
both male and female breast tissue, a subject that we will turn our attention
to here.

11.2 Breast Development

11.2.1 Overview of Unique Developmental Features

A complex and unique tissue, the breast exhibits important characteristics that
result in substantial differences in the etiology, as well as our understanding of
breast cancer, when compared to cancers of other tissues. Importantly, male
and female breast tissue differs in both development and adult morphology, yet
breast cancer can arise in both sexes. Also, unlike most organs, the female
breast is affected by multiple events of development and differentiation across
time, at multiple life stages, not limited to early life and puberty. The breast
undergoes continuous change during the menstrual cycle, progressing from a
simple gland to a well-budded array of ducts as the ovaries transition through
the cycle. Also, in adult life during pregnancy and lactation, the breast exhibits
profound tissue remodeling.23 Around the age of 50, when the brain and
ovaries begin to show signs of reproductive senescence, the breast transitions
through a peri-menopausal series of structural changes, ending in a simple
ductal frame. Furthermore, as a consequence, each event represents a unique
opportunity for perturbation of the precise developmental processes that
normally occur. That is, each time that the structure and composition of the
gland changes during these tightly-regulated physiological events, there exists
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the potential for environmental factors to interfere with the processes,
potentially altering the vulnerability of the glandular cells to develop into
cancer.

11.2.2 Human Breast Development Timing and Regulation

Development of the human mammary gland begins during early fetal life. This
process first involves the thickening of the milk streak—a band of cells in the
ectoderm that will eventually develop into breast tissue—at 4–6 weeks of
gestational age, followed by development of discrete mammary buds under
the skin around 10–13 weeks of pregnancy. The supporting stroma is formed
after this time, during approximately gestational weeks 20–32. Following
development of the supporting stroma, and likely due to signals from those
surrounding cells, the epithelium begins to branch through the mesenchyme
during the second half of gestation, which allows the formation of a lumen
within these epithelial structures. Important growth commences and functional
receptors (e.g., estrogen receptors) begin to be expressed as branching of these
early ducts occurs prior to and up to the time of birth.23–25

At birth, the infant breast possesses secretory function and may exhibit
fullness, which quickly dissipates along with the maternal source of hormones.
The majority of breast development occurs after birth. The early neonatal
breast tissue is a simple set of ducts with a few branches embedded in the
surrounding stroma, all emptying into the nipple. Prior to puberty, the breast
epithelium and supporting tissue grow isometrically, at the same rate as the
body. At puberty, breast growth accelerates rapidly, growing allometrically.
The breast typically does not reach full size until after menarche and when
menstrual cycles become regular. Once this occurs, then the breast epithelium
undergoes slight lobular structural changes each month, with the hormonal
oscillations of the menstrual cycle. Additional rapid developmental events
occur in the tissue during pregnancy. The gland transitions from a relatively
restful state to one that very quickly fills the breast fat with differentiated
lobulo-alveoli, ready to provide nourishment for the impending child. This
process of lactational differentiation is a known protective factor against breast
cancer.26 The younger in life a woman gives birth, and potentially the more times
this process of differentiation occurs in a woman’s life, affects the amount of
protection from breast cancer that is conferred. Although the exact mechanism
for this protection is not known, many hypothesize that it is due to involution of
the gland at weaning, which is a rapid regression of lobular structures due to
extensive apoptosis. Involution-like structural changes occur in the breast again,
peri-menopausally, with the accompanying systemic hormonal changes.23–25

Rodent mammary glands develop through similar processes as those
described in humans, though the absolute amount of time for the various steps
varies (see Figure 11.2 for a comparison). However, the relative amount of time
spent in the different phases of development, the hormones and growth factors
controlling the growth, the types of structures present, and the numerous
periods of structural change over a lifetime are consistent across species.8
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Rodent model studies are the primary means by which an understanding of
the developmental and hormone/growth factor-mediated events in humans,
and their temporality, has been garnered. Figure 11.3 demonstrates the
complex and dramatic changes the rodent mammary gland transitions through
over the life course, from prepubertal development until old age. While rodents
in general provide important animal models for breast studies, differences in
1) the specific timing of certain events (Figure 11.2), 2) the precise structures
present in the gland, and 3) the predominance of specific tumor subtypes and
location of metastases exist between species. This topic has been given a careful
overview in the recent IBCERCC document.8

During the most rapid mammary growth phase—namely puberty—both
rodents and humans develop rapidly dividing duct ends that lead the way in
epithelial filling of the fat pad. Rodents exhibit end structures that are uniquely
referred to as terminal end buds (TEBs). These terminal duct ends, found in
both rats and mice, are tear-drop shaped, several cells thick, and are
morphologically and functionally analogous to terminal ductal lobular units
(TDLUs) in humans (see Figure 11.2 for a visual comparison). In both cases,
these terminal sites for the growing ducts comprise clusters of rapidly prolife-
rating cells, which give rise to the eventual adult parenchyma of the tissue. It
should be noted that because of the highly proliferative nature of these
structures, they are particularly vulnerable to carcinogens.27 Put simply, in

Developmental Event Human Rodent 

milk streak evident EW4-6 GD10-11 (mice)

mammary epithelial bud
forms

EW10-13 GD12-14 (mice), GD 
14-16 (rat)

female nipple and areola 
form

EW12-16 GD18 (mice)/GD20 
(rat)

branching and canalization
of epithelium

EW20-32 GD16 to birth 
(mice), GD 18 to 
birth (rat)

secretion is possible EW32-40 (ability lost 
postnatally)

at birth, with 
hormonal stimuli

isometric development of 
ducts

birth to puberty birth to puberty

TEBs present (peri-pubertal) 8-13 year old girls 23 to 60 days old 
(rodents)

formation of lobular units EW32-40, or within 
1-2 yr. of first 
menstrual cycle

puberty and into 
adulthood

Terminal ductal
lobular unit (TDLU)

HUMAN

RODENT
Terminal end bud (TEB)

Figure 11.2 Similarity of developmental events in human and rodent mammary tissue
over time. Photos depict the terminal end bud (TEB) in the rodent and
the morphologically similar structure, terminal ductal lobular unit
(TDLU), in the human. They are the most sensitive structures to envi-
ronmental carcinogens. EW¼ embryonic week, GD¼ gestational day.
(Table from Ref. 5 photos courtesy of J Russo and MB Macon).
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Figure 11.3 Mouse mammary gland morphogenesis. Carmine-stained whole mounts (top row) and hematoxylin- and eosin-stained sections
(H&E, bottom row) provide images of fourth inguinal mammary glands. On the far left, 12-week old adult mice have developed
a ductal tree that fills the fat pad. Lactating mice show extensive glandular growth and cellular differentiation, and this
phenotype is rapidly lost during postlactational involution. Aging mice show gradual degeneration of the mammary gland so
that by 18 months, only a spindly ductal structure remains. Scale bar for whole mount, 1 cm; for H&E, 50 mm.
Image adapted from Ref. 28.
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rapidly dividing cells, mutations, and other exposure-induced ‘‘errors’’ may
more likely evade detection by the cellular repair machinery, and be incor-
porated into new cells and transmitted to future generations. The TDLU and
TEBs are present only during the peripubertal period, making the time spent in
this phase of development a sensitive window for environmental insults. This
represents one example of how the breast may exhibit critical windows of
susceptibility, and supports the argument that attempting to identify the assault
or causative factors in breast carcinogenesis at the time of diagnosis has been a
costly mistake. Is it theorized that girls who start breast development at an early
age may be at a heightened susceptibility for breast cancer because they do not
complete breast development until several years later, once they attain menses
and normal menstrual cycles. Thus they may have TDLU in their breast tissue
for longer periods of time than girls who seem to ‘‘develop overnight’’ and may
be inadvertently exposing themselves to a variety of environmental insults.

11.3 Altered Breast Development

11.3.1 Altered Development in Humans

While studies of non-cancer endpoints in the human breast are most often
logistically limited, certain developmental measures can be addressed in a non-
invasive manner. These include the timing of breast appearance, as discussed
previously, and lactational ability. Both of these measures can provide
information concerning effects of the environment on the developing breast.

The trend for earlier breast development is clear, both in the US and in
European cohorts.15 While epidemiologic data have suggested associations
between altered human breast development and exogenous chemical exposures—
from both intentionally ingested materials such as packaged foods and
personal care products, as well as contact with contaminated environmental
materials—the specific causative agents have not been identified in most
studies. The role of EDCs in altering breast timing has become apparent by
accident, for example: an incident of increased breast enlargement in hundreds
of young children in Milan, Italy, likely induced by estrogen-like contamination
of their meat supply,29 and an outbreak of early breast development in four
young African-American girls who used shampoos that contained estrogen and
placental extract exhibited reversible effects once the shampoo use ceased.30

There are very few examples of well-powered epidemiological studies that
have demonstrated effects of lifestyle or the environment on breast devel-
opmental timing. One reason is the prohibitive costs associated with longi-
tudinal studies of children, another is the complexity of the studies—mixture
exposures, invasiveness of blood collection, rapid growth stage—and finally,
long-term follow-up is required in order to relate early life exposures to later life
health anomalies. One excellent example of an EDC that seems to affect breast
developmental timing is dioxin, a pollutant readily formed upon combustion of
plastics. The effects were initially identified following an accidental environ-
mental release in Seveso, Italy. Significant delays in breast development have
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been documented in Seveso adolescents with the highest circulating blood levels
of dioxin-like contaminants,31 and similar delays in breast development have
also been observed in Dutch children with the highest prenatal/lactational
dioxin levels.32 Although later life effects associated with higher dioxin
exposure are not yet identifiable in the Netherlands cohort, an epidemiological
study addressing cancer risk in Seveso, Italy, correlated TCDD exposure with
an increased risk of breast cancer.33 Specifically, the investigators found a
breast cancer hazard ratio (HR) of 2.1 [95% confidence interval (CI), 1.0–4.6)]
associated with 10-fold increases in serum TCDD levels. At the time that study
was undertaken, the female participants with the greatest TCDD exposure were
not yet between the ages of 40 and 60. A recent follow-up (conducted in 2008),
determined that individual serum TCDD measurements were positively
associated with overall cancer incidence among women, but there was a non-
significant increase in the breast cancer hazard ratio (HR¼ 1.44; 95% CI,
0.89–2.33) associated with a 10-fold increase in serum TCDD over the
approximately 30-year follow-up period.34 Because this cohort of women
were young when exposed to TCDD (between 0 and 40 years), some of them
have still not reached menopause, thus future re-evaluation will help understand
the age-related extent of risk of breast cancer associated with early life dioxin
exposure.

There are even fewer examples of environmental effects on lactational
impairment in women, even though it is clear that environmental chemicals can
enter breast tissue, affect the gland, and be excreted into milk.35,36 Again, there
are many reasons that these types of studies have not been conducted. One
reason is that the studies must involve large numbers of pregnant women that
intend to breastfeed, so that women who want to breastfeed, but cannot, can be
identified and studied. However, environmental exposures that prevent effective
lactation may have their effects early in life, as already discussed, or during
development of the lactating tissue of the breast, during pregnancy. Those
effects would need to be teased out, and samples obtained prior to and during
pregnancy would be most beneficial for analyses. One example of an EDC that
may interfere with lactation time is the metabolite dichlorodiphenyl dichloro-
ethene (DDE). DDE is formed from its parent compound, dichloro-
diphenyltrichloroethane or DDT (highly used organochlorine insecticide),
and is a highly persistent environmental chemical that is known to have
estrogenic effects. Use of this compound has been eliminated in the US and
many other countries, but it is still detected worldwide in milk and fat bio-
specimens. Infants of nearly 860 US mothers with higher levels of milk-borne
DDE were breast-fed for shorter times; in fact there was a significant negative
association between DDE levels and duration of lactation in all women and in
first time lactations.37

Chemical tests in government and industry-run 2-year rodent bioassays, as
well as specific studies addressing altered mammary gland development in
rodent models, have allowed more precise identification of specific agents of
concern. These studies have also illuminated the biochemical and histological
details of altered development, shedding light on potential mechanisms by
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which altered development could predispose the tissue to cancer or
compromised lactational function.

11.3.2 Altered Development in Rodent Studies

Extensive rodent studies have been performed to date to determine the health
effects of only about 1–2% of the chemicals on the US market.38 However, not
all of these tests have included evaluation of the mammary gland. The number
of test chemicals assessed for mammary-specific effects is dwarfed by the
number assessed for more traditional endpoints of interest, such as hepato-
toxicity or mutagenicity. Often, the mammary gland is overlooked during
testing if a gross tumor is not visually observed at necropsy.39 This is unfor-
tunate, as rodents exhibit mammary development that parallels that of humans,
and as such offer a unique opportunity to examine the histological origins and
mechanisms of environmentally-induced alterations in mammary gland
development.

The entire rodent mammary gland can be slide-mounted and stained in order
to visualize the parenchymal epithelium within the stroma of the fat pad. This
preparation of the sample allows assessments of such developmental measures
as the length of ductal outgrowth, number of duct branch points, and the
presence and number of structures associated with the developmental stage of
the gland, such as TEBs in younger animals, lobules and terminal ducts in
mature animals, and lobulo-alveoli in lactating dams. Changes in these
endpoints, along with stromal and immune cell changes, among treated animals
as compared to concurrent controls, suggest the potential for the agent to alter
normal mammary gland development and function.

The agents observed to impact the rodent gland are frequently grouped into
classes, including (1) carcinogens, and (2) EDCs, which are further broken
down into (a) steroid hormones, both exogenous (pharmaceuticals) and
endogenous, (b) phytoestrogens, from dietary exposure to certain plants,
(c) environmental metals, and (d) chemicals, used in a variety of products
ranging from food packaging and upholstery to pesticides and personal care
products. For EDCs, the potential mode of action is almost certainly deemed to
be hormonal in nature—as it is with steroid hormones and phytoestrogens—
though the specific mechanisms of action may vary substantially between
agents. A short list of compounds is now known to alter rodent mammary
gland development after early life exposures, including (but not limited to)
atrazine, bisphenol A (BPA), dibutylphthalate, diethylstilbestrol (DES), dioxin,
methoxychlor, nonylphenol, phytoestrogens, polybrominated diphenyl ethers,
and perfluorooctanoic acid (PFOA).38 While this is a structurally disparate
group of chemicals, there is the suggestion that because of their mammary
gland-specific outcomes, there may be some common mode(s) of action among
them, resulting in a similar phenotypic effect.

Given this, it is important to add to the discussion of environmental factors
that their potential contribution to breast cancer risk may not simply be by
direct action. Rather, those environmental factors which are known or
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suspected to alter development may contribute to risk of cancer by predis-
posing the tissue to secondary assaults from other environmental agents. This is
referred to as the two-hit model,40 wherein the agent affects development in
such a way as to increase its basal vulnerability to a secondary event. Examples of
these types of effects might include an increase in certain receptor types making
the tissue more sensitive to a ligand, an increase in stromal density, altered
inflammatory cell populations, or an increase in the number of ductal cells.
Secondary events might come in the form of another environmental exposure at a
later point in life, or a genetically-driven event such as a mutated tumor
suppressor gene that allows precancerous cells to evade detection and elimination.
Examples of the numerous effects of EDCs and carcinogens on mammary
development, lactation, and breast cancer are shown in Tables 11.2 and 11.3
respectively. These tables and corresponding references were previously
presented in the IBCERCC document. This is not an all-inclusive list, but
demonstrates some similarity of effects across species.

11.4 Breast Cancer

11.4.1 It’s not all about Genetics

As discussed previously, breast cancer is a prevalent cancer in women worldwide,
increasing in probability with age. It was once believed that the basis for diseases
such as breast cancer was genetics or a single mutagenic event.41 However,
epidemiologic evidence suggests that only a small proportion of breast cancer
cases (approximately 5–10%)6 are determined by gene-based inheritance, such as
a single gene mutation like BRCA 1 or 2, and only 10–30% of the breast cancer
cases can be attributed to heritable factors of any kind.1,42 Over the last several
years, novel genes that contribute to breast cancer risk in some families have been
discovered. One example is the ATM gene, which causes severe disease when
both alleles are mutated, but can increase risk of breast cancer in some women
when only one allele is mutated.43 Nonetheless, somewhere between 70–90% of
all breast cancer cases are influenced by lifestyle or environment. Currently, a
number of environmental factors have been identified as known/accepted risk
factors,6,8,44 and many more remain possible contributors to breast cancer risk.

11.4.2 Known/Accepted, Non-Genetic Risk Factors

As discussed throughout, two risk factors of primary importance in breast
cancer are sex—being female—and age. These are clearly risk factors that are
not within an individual’s control. But, within these overlying risk factors are
other modifiable risk factors, or risk factors that can be altered by an individual
or a population. Some modifiable risk factors include being overweight, a lack
of exercise, and eating a diet low in vegetables, fruits, and whole grains and
fiber. Specifically, a body mass index (BMI) of 25 or higher increases the risk
for breast cancer after menopause.45 However, some studies have suggested
that a high BMI, a BMI of 31 or higher, may reduce the risk of breast cancer
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Table 11.2 Examples of endocrine disrupting chemicals affecting the breast. (Taken from Ref. 8.)

Endocrine Disruptor Description Animal, in vivo, in vitro Human epidemiology

Bisphenol A (BPA) � A component of polycarbonate
plastics and epoxy resins

� Large production volume
� Widespread human exposure
� Leaches into food through

food container linings
� Found in dental sealants and

composites
� ‘‘Weak’’ estrogen

� Binds to nuclear ER-a and -b
� Activates membrane-bound form of

the ER (ncmER), estrogen-related
receptor gamma (ERR-g), GPR30,
and aryl hydrocarbon receptor
(AhR); possible thyroid hormone and
androgen receptor interaction

� Induces hyperplastic lesions in
mammary tissue of prenatally
exposed mice and rats, at doses that
approach human exposures

� Alters growth of non-human primate
mammary gland

� Increases susceptibility to carcinogen-
induced mammary tumors in rodents

None

Nonylphenol � Found in the lining of food
containers and wraps, cleaning
compounds, and spermicides

� Known to have estrogenic
properties

� Induces dose-dependent increase in
mammary cell proliferation,
mammary epithelial branching and
budding, and hastened differentiation
in prenatally exposed female rats

� Produces DNA mutations and
chromosomal abnormalities, with
increased tumor risk

None

Phthalates � Used to soften plastics for
medical tubing and children’s
toys

� Disperses or retains scent in
health/beauty products

� Abnormal mammary alveolar
branching and hypoplasia in female
perinatally-exposed rats

� Retained nipples in perinatally-
exposed adolescent male rats

� One study showing increased
breast cancer risk in Northern
Mexico cohort of women at
highest phthalate burden
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� Widespread environmental
contamination; has been
measured in human infants
following critical care
procedures

� Dilation of mammary alveolar buds
and ducts in adult male rats

� BBP increased proliferative index of
TEBs and altered genomic profile in
weanling rats

Metals � Naturally occurring, they
mimic or perturb normal
hormonal milieu

� Exposure through water, air,
and cigarette smoking

� Cadmium can alter mammary
development in mice and rats with
low levels of prenatal exposure
mimicking estrogen

� Urinary cadmium levels in
women associated with a
Breast Imaging-Reporting and
Data Systems (BI-RADSs)
density category of ‘‘extremely
dense’’

Dichlorodiphenyl-
trichloroethane
(DDT)
(MIXTURE)

� Insecticide that controls
insect-borne disease

� Use peaked in US in 1959
� Banned by US EPA in 1972
� Degrades to p,p0-DDE, the

most prevalent and persistent
metabolite in the environment

� DDT and congeners known to exhibit
anti-androgenic and estrogenic
activity

� Limited evidence for acting as a
promoter of mammary tumors in rats

� No associations in pooled and
meta-analysis; one study
showing early life exposure
associated with increased
breast cancer risk in women

Dieldrin � Persistent agricultural pesticide
� Used in US from 1950s to

1970s; US ban in 1987

� Causes increased tumor burden in
Her2/neu transgenic mice exposed
during pregnancy and lactation

� One prospective study showed
positive association

Polychlorinated
biphenyls (PCBs)
(MIXTURE)

� Mixed set of organochlorine
isomers

� Bioaccumulate in the body
� Known exposures from fish,

milk
� Varying modes of action –

some estrogenic, androgenic, or
dioxin-like

� Affect pubertal endpoints in girls and
rodents

� Possible mutant p53 interaction

� Majority of studies null;
suggestions from several
studies that high PCB levels
and CYP1A1 genotypes may
interact to increase breast
cancer risk

� Declared ‘possibly
carcinogenic’ to humans by
IARC/EPA
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Table 11.2 (Continued)

Endocrine Disruptor Description Animal, in vivo, in vitro Human epidemiology

Atrazine � One of the most heavily used
herbicides on food and grain
crops in the U.S.

� Its use is banned in the
European Union.

� Unknown mode of action in
mammary tissue

� Causes early onset of mammary
tumors and an increased incidence of
tumors in specific rat strains.

� Alters pubertal timing in rodents
� Promotes mammary tumor

proliferation in rodent models
� Deters development of mammary

tissue and impacts lactational ability
in rats

� Ecologic data for well water
and breast cancer risk

� One proposed mode of action
for atrazine-induced rat
mammary tumors, accelerated
reproductive senescence, was
declared not relevant for breast
tumorigenesis in humans by the
FIFRA SAP in 2000.

2,3,7,8-
tetrachlorodibenzo-
p-dioxin (TCDD)

� Industrial incineration and
chemical reaction-dependent
pollutant

� Bioaccumulative, lipophilic
contaminant

� Binds the aryl hydrocarbon
receptor (AhR)

� Known carcinogen

� Increased susceptibility of mammary
tumor incidence and shorter latency
in developmentally exposed female
rats exposed to carcinogen

� Alters pubertal endpoints in rodents

� Slowed breast development in
highest-exposed girls in 2
countries

� Suggestive data for breast
cancer from industrial accident
in Seveso, Italy – not conclusive

Polybrominated
Diphenyl Ether
(PBDE)
(MIXTURE)

� Widely used to retard fire
ignition time in textiles,
construction materials, and
polymers used in electronics

� Bioaccumulative and lipophilic
compound

� Altered reproductive endpoints in
rodents; delayed mammary gland
development, and thyroid hormone
and behavioral alterations

� Effects on breast cancer risk not yet
assessed

None

Perfluorooctanoic
Acid (PFOA)

� Possesses long half-life in
humans (2–4 years) and mice

� Used in fire-fighting foams,
electronics, and to make
products that are grease- and
water-proof

� Final degradation product of
other48-carbon perfluorinated
materials

� Effects on mammary gland of mice
include delayed development, altered
lactation, decreased weight gain in
offspring, and changes in gene
expression

� Mammary delays at body burdens
that overlap with human exposure
burden in contaminated parts of the
US

� Delayed pubertal timing in girls
� Low-powered case-control

study of Greenlandic Inuit
women demonstrated
significant correlation of serum
perfluorinated chemicals and
breast cancer risk

A large amount of information on pesticides is included in this section because much work has occurred in this area. US EPA has helped to accelerate knowledge
of potential health effects of pesticides by requiring testing before they are marketed.
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prior to menopause.46 Obesity—defined as a BMIZ30–further modifies not
only incidence, but also survival, and is associated with lower survival, whether
diagnosis is pre- or postmenopausal.47 In addition to measured BMI, weight
gain (specifically during adult life) may contribute to postmenopausal cancer
risk, but be protective against premenopausal cancer risk. Interestingly, height
alone (one component of BMI) has been positively associated with increased
risk for both pre- and postmenopausal breast cancer.45,48

Alcohol consumption is another known contributor to breast cancer risk,
and increasing consumption is correlated with increasing risk. A meta-analysis
conducted on data from 53 epidemiological studies, on 58 515 women with
invasive breast cancer and 95 067 controls, specifically found that for each
additional 10 grams of alcohol consumed per day, relative risk of breast cancer
was significantly increased by 7.1% (95% CI, 5.5–8.7%).49 Furthermore, other
studies have replicated this finding, and a recent study from the Nurses’
Health Study has shown that even low alcohol intake can be a contributor to
breast cancer risk. The risk from low alcohol intake was independent of age,
but was associated with ERþ /PRþ tumor subtypes.50 Furthermore, it has also
been demonstrated that risk imparted by alcohol consumption is entirely
independent of smoking status, and is the same in both smokers and
non-smokers.51

Increased breast density is considered one of the strongest risk factors for
breast cancer, regardless of how it has been measured.52 Women with the
highest measures of breast density have a 4- to 6-fold increased risk of breast
cancer versus women with non-dense breasts.53 Breast density is thought to be a
‘‘stronger risk factor for breast cancer than any others except age and genetic
mutations’’.52 Breast density, while not strictly genetic, is not an environmental
factor in the same respect as most of those described here. The density of the
breast reflects the epithelial and stromal contributions to the breast, and can be
measured subjectively or quantitatively. The most common measure of breast
density in the clinical setting is the Breast Imaging Reporting and Data Systems
(BI-RADS) density method. This is a subjective measure used by radiologists to
classify a mammogram as follows: D1: Fatty; D2: Scattered density; D3:
Heterogeneously dense; or D4: Extremely dense. Computer-assisted methods
are also available to provide quantitative measures of breast density.54,55 The
density of the tissue can be altered by hormonal status, BMI, prior pregnancies,
and lactational events, as well as life-stage, such as menopausal status.56 Those
factors which are known to affect density are also independent contributors to
breast cancer risk. While the precise mechanism by which density increases risk
is unknown, some environmental chemicals, such as PFOA and BPA, have
been shown to increase mammary gland density in animal studies following
prenatal exposures.57,58 Similarly, increased risk is imparted by having a
personal history of benign breast disease, such as atypical ductal hyperplasia,
atypical lobular hyperplasia, and a history of prior biopsies.

A number of known environmental risk factors are linked to hormone status,
and the function of the tissue. Specifically, these risk factors are linked to a
woman’s lifetime exposure to estrogen and progesterone. Having children late
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in life or not having children at all increases one’s risk of developing breast
cancer.59–62 Independent of pregnancy, never breast feeding also contributes to
cancer risk.63 Early age at menarche (first period, not including breast devel-
opmental timing) and late age at menopause also contribute to total lifetime
exposure to the normal steroid hormones and increase breast cancer risk in
both the US and other countries.64–66 While the precise mechanisms behind
these risk factors are not known, it is believed that the increased number of
menstrual cycles over the life time causes an elevation in overall breast cell
proliferation events, which may increase the risk for mutations to be incor-
porated into cell populations and give rise to cancer. Direct evidence that
hormonal status during specific life stages contributes to risk is now available
due to the large number of women that took estrogen and progesterone
(combined) hormone therapy, only to have a significantly increased risk of
breast cancer.67 Another example is that women who have recent steroid
hormone contraceptive use are at an increased risk for breast cancer versus
those women that used contraceptives over 10 years prior to diagnosis.68

Timing of exposure does seem to be a critical element, that keeps recurring
as this field rapidly progresses.

Diethylstilbestrol (DES) is a synthetic estrogen that was given to pregnant
women between the 1940s and 1970s, ostensibly to reduce the risk of miscarriage.
It is now known that DES is a potent reproductive carcinogen to the developing
fetus. In a cohort of exposed (B4800) and unexposed (B2100) women followed
since the 1970s, breast cancer risk among women exposed to DES in utero was
significantly elevated, and that population exhibited an overall hazard ratio
(HR) of 1.82 (95% confidence interval (CI), 1.04–3.18), with the highest risks
being exhibited among those with the highest cumulative gestational doses.69,70

When broken down more carefully by age, women Z 40 years of age had a
hazard ratio of 1.91 (95%CI, 1.09–3.33), and womenZ50 years of age exhibited
an even higher risk of 3.00 (95% CI, 1.01–.98).70 In the most recent analysis of
data from these women,69 there was nearly a 2-fold higher chance of breast
cancer in DES-exposed daughters than those not exposed (3.9% vs. 2.2%; HR,
1.82; 95% CI, 1.04–3.18). Furthermore, the mothers who were prescribed the
drug also exhibited an increased risk of breast cancer, with a relative risk of 1.4
(95% CI, 1.1–1.9).71

As DES and early menarche illustrate, exposure to certain chemicals or
endogenous hormones during early life, respectively, is known to contribute to
breast cancer risk. Additionally, early exposure to ionizing radiation is also a
known contributor to risk. Unfortunately, most of these data derive from
populations exposed to nuclear weapon detonations at Hiroshima and
Nagasaki, where exposure increased the risk of developing breast cancer,
especially among those that received the exposure during adolescence.72–74

Similarly, exposure of the breast area to radiation for diagnostic or treatment
purposes increases the risk of developing cancer by more than four-fold,
especially if the exposure occurs before age 30 or if the subpopulation exhibits
genetic susceptibilities that predispose them to breast cancer.75 These data are
primarily from women who were treated for scoliosis, recurrent infections of
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the lung, cancer unrelated to the breast, or upper gastrointestinal tract
problems in their adolescent or teenage years.

11.4.3 Possible Environmental Risk Factors

In addition to known contributors to risk, there are a number of environmental
factors that may not have yet been accepted as risk factors, given limited
epidemiologic data. Animal studies however, have provided some opportunity
to test the potential for factors to alter breast cancer risk in validated models
for human breast cancer, when these factors have not yet been studied in
humans. Conversely, some factors have been suspected in human risk, but have
not yet been validated in animal studies.

Childhood BMI has been suggested to be positively correlated with breast
cancer risk. Obesity in childhood is implicated in early puberty,76 and both
obesity and early puberty may cause increased endogenous estrogen exposure
over the lifetime. Both the higher levels of circulating estrogens and the
potentially greater duration of time from menarche to menopause could
contribute to higher lifetime exposures to estrogens and thus higher risk of
developing breast cancer. Studies in mice however, have not found a clear
association between high dietary fat intake and mammary gland development,
as Balb/c and C57BL/6 exhibit opposing responses—absence of weight gain
and stimulation of gland development in the former, as compared to weight
gain and inhibition of gland development in the latter.77 Environmental
chemicals can induce both obesity78 and altered puberty timing (discussed
previously). Therefore, it is possible that environmental factors are affecting
not only the breast, but also a modifiable component, body fat.

There is some evidence that healthy dietary patterns may protect against
breast cancer. It was documented many years ago that when Asian women
immigrate to the US, their incidence of breast cancer increases and this
increased risk is transferred to subsequent generations, such that they reach the
incidence rates of white American women.79 It is broadly accepted that
modifiable exposures related to lifestyle or environment (i.e., dietary
components, industrial chemical exposure, health and beauty aids), and not
genetics, explain the international differences in breast cancer risk. One meta-
analysis found an 11% decrease in breast cancer risk within the group with the
healthiest eating habits as compared to those in the least healthy.80 Studies in
both Chinese and the Korean populations found that eating Western diets as
opposed to traditional diets contributed to breast cancer risk.81,82

Dietary exposures of concern also includes phytoestrogen intake. Phyto-
estrogens are plant-derived compounds, structurally and pharmacologically
similar to mammalian estrogens. The phytoestrogen content of soy is
particularly high and thought to impart the proposed health benefits of soy
foods. Often, a contemporary ‘‘healthy’’ diet includes reduced intake of animal
products, replaced instead with soy products, such as tofu and soy milk.
Genistein is the most studied of the phytoestrogens present in soy foods. Its
actions on the developing mammary gland have been studied because soy
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formula use for infants became increasingly popular in the US in the late 1980s
and 1990s.83 Effects of soy on the developing mammary tissue in both rats and
mice vary substantially, based on the route and timing of exposure, as well as
the dose and rodent strain.84 For example, postnatal exposures in the rat
appeared to accelerate the structural maturation of the gland, and in one study,
even increase the multiplicity of mammary tumors,85 whereas prenatal
exposures in the mouse slowed structural maturation of the gland.86 While
these data may appear conflicting, they highlight the significance of timing in
determining the outcome in the mammary gland of an event such as a dietary or
chemical exposure. Most studies of genistein however, have examined
exposures during development and tell little about potential protective effects of
adult dietary exposure and breast cancer risk. Decreased soy intake may also be
a major component of increased breast cancer risk in immigrant Asian women,
as discussed above.

Working at night, also referred to as shift work, is considered a probable risk
factor for breast cancer, and the mechanism by which it induces carcinogenesis
is likely through the suppression of melatonin that results from altered
light–dark timing and subsequently an altered circadian rhythm. Studies in
rodent models have confirmed these hypotheses. The contribution of shift work
to breast cancer risk specifically has not been definitively identified, though one
review found that six of nine epidemiologic studies suggested a moderate
increase in breast cancer risk with shift work.87

As discussed, in the case of DES, chemical exposures have the capacity to
greatly alter breast cancer risk. A number of synthetic chemicals in personal
care products or present in the environment as pollutants, have been
pinpointed as estrogenic agents that women and girls are likely to come into
contact with, which may disrupt normal hormone signaling and ultimate risk
factors in breast carcinogenesis. Animal studies have demonstrated the
endocrine-disrupting capacity for agents such as BPA and polybrominated
diphenyl ethers, and they have been supported with human data for agents such
as phthalates, dichlorodiphenyl trichloroethane (DDT), dioxin, poly-
chlorinated biphenyls, and certain heavy metals. These all represent agents that
may thus have the capacity to contribute to breast cancer risk, if exposure
occurs at the appropriate life-stage. More information of the effects of these
chemicals on risk for breast cancer can be found in Table 11.2, and in the
appendix of the IBCERCC document.8

11.4.4 Effect-Modifying Factors

11.4.4.1 Ethnicity–Subtype Interaction

The genetic makeup, race, and/or ethnicity of populations (not just individuals)
are known to be risk factor(s) for breast cancer. Importantly, these underlying
factors that cannot be changed by an individual, can impart specific risks when
combined with the many risk factors already discussed. It is now clear that
women of African–American descent are more apt to be diagnosed with more
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aggressive, harder to treat tumor subtypes (i.e., ER negative) than are women
of European ancestry.88 African–American girls also appear to be the most
affected by changes in puberty timing13 and childhood obesity,89 and display
more severe Vitamin D deficiency, as well as exhibiting increased gene poly-
morphisms in the Vitamin D receptor pathway, which may make them more
prone to ER negative tumor development.90 The Carolina Breast Cancer Study
has also determined that basal-like tumors (triple-negative) were seen at the
highest incidence among premenopausal African–American women.91 This
type of tumor is among the most likely to cause poor prognosis.

11.4.4.2 Smoking

Even though smoking is known as a risk factor for overall cancer, its effect-
modifying actions on tissue-specific cancers is not definitive. Cigarettes contain
many chemicals identified as carcinogens.92 Tobacco smoke can induce enzyme
reactions known to induce estrogenic and anti-estrogenic effects in specific cells
of the body. For many years, the link between smoking and breast cancer risk
was seen as weak; some studies detected an association, while others did not.
However, that changed when the risk for breast cancer took into consideration
gene-by-environment interactions. Specifically, when numerous studies were
pooled to form a cohort of more than 5000 cases and 5000 controls, and the
data was reanalyzed (a meta-analysis), the results showed that women
expressing genetic variants of NAT2 had slowed detoxification of the carci-
nogenic compounds in tobacco smoke. These women were at increased risk of
breast cancer due to smoking.93 However, another well-powered re-analysis of
several cohorts did not find associations between NAT2 gene variants and
breast cancer risk.94 More recently, 8772 women with breast cancer, in a cohort
of 111 140 participants (Nurses’ Health Study), were studied for effects of
smoking. The investigators determined that active smoking was associated with
a modest increase in breast cancer risk, especially if that smoking occurred
prior to the first birth.95 Furthermore, the Canadian Expert Panel on Tobacco
Smoke and Breast Cancer Risk96 concluded that ‘‘1) . . . the association between
active smoking and both pre- and postmenopausal breast cancer are consistent
with causality’’, and ‘‘2) The association between second-hand smoke and
breast cancer in younger, primarily premenopausal women who have never
smoked is consistent with causality’’.

Although the specific environmental factors discussed could be thought of as
either effect-modifying factors, or in some cases true risk factors, the notion of a
‘‘first-hit’’ in a ‘‘two-hit’’ model is an important line of discussion. That is, an
agent that contributes a first hit would initiate or predispose the tissue to an
increased susceptibility to a secondary agent, which would then promote the
carcinogenesis event. Tables 11.2 and 11.3 give several examples of environ-
mental factors, both potentially one hit (carcinogens) and two-hit (EDC)
compounds, that have been shown to have an association with breast cancer in
women. Volatile organic chemicals, such as benzene and the dry cleaning agent,
trichloroethylene have been hypothesized to have caused an outbreak of breast
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Table 11.3 Examples of chemical carcinogens affecting the breast. (Taken from Ref. 8.)

Chemical Description Animal, in vivo, in vitro Human epidemiology

Tobacco Smoke
(MIXTURE)

� Cigarettes contain about 3600
chemicals

� Affects the metabolism and/or
mutagenicity of hormones
and/or other carcinogens in
breast tissue

� Human studies demonstrate
that tobacco constituents can
reach breast tissue

� Of over 60 known carcinogens
in tobacco smoke, several are
known to induce mammary
tumors in lab animals

� The Canadian Expert Panel on
Tobacco Smoke and Breast
Cancer Risk declares that both
active and passive smoke
exposure increase breast cancer
risk

� The Nurses’ Health Study
confirms that active smoking,
especially prior to first child,
increases breast cancer risk

Polycyclic Aromatic
Hydrocarbons
(PAHs)
(MIXTURE)

� Formed from incomplete
combustion of hydrocarbons

� Pervasive in the environment

� Induce mammary tumors in
laboratory rats

� Presence of PAH-DNA
adducts is associated with
breast cancer risk in Long
Island Breast Cancer Project

� Associations between PAHs
and breast cancer risk could be
restricted to subgroups of
women with high-risk
genotypes

Aryl Aromatic Amines � Exposure from mainstream
and passive tobacco smoke,
synthetic fuels, and from
metabolic reduction of
polycyclic nitroaromatic
hydrocarbons (ubiquitous in
diesel exhaust and in airborne
particulates)

� Some aryl aromatic amines are
potentially mutagenic and
carcinogenic to human breast
cells

� Induces mammary tumor
formation in rodents

� Pooled and meta-analysis
showing increased risk with
smoking for women with slow
N-acetyltransferase genotypes
(detoxifies aromatic amines)
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Heterocyclic Amines
(HCAs)

� Formed when meat is cooked
� Present in tobacco smoke

� Some are powerful mammary
carcinogens in rodents

� 2010 Meta-analysis
demonstrated a 17% increase
in odds of breast cancer,
determined by meat intake
(31 epidemiological studies
represented)

N-Nitrosamines � Exposure through diet,
endogenous formation in the
stomach, tobacco smoke,
occupation, rubber products,
and medical therapies

� Have been detected in pacifiers
and baby bottle nipples

� Mutagenic compounds

� Induce rodent mammary
tumors that are histologically
similar to human cancers and
can metastasize

� Transform cultured mouse
mammary cells

� Cause cultured human
mammary epithelial cells to
undergo unscheduled DNA
synthesis

� None
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cancer in men and women in a Marine base in NC and other parts of the
US.97,98

Many examples of these compounds being successful first and second ‘‘hits’’ in
rodent models for breast cancer also exist. For example, the high use herbicide,
atrazine has been shown to exacerbate tumor development in both mice and
rats,99–101 acting as a second hit to alter the hormonal milieu, creating a
permissive environment for tumor development. Secondly, Table 11.2 lists
numerous EDCs that demonstrate a first hit, where an increased number of
rapidly proliferating target cells (TEBS) are present for an extended period of time
following an early life exposure to the EDC. The increased population of TEBs
are then at the mercy of another chemical or carcinogen exposure that comes
along. Without the ‘‘first hit’’ of the endocrine disrupting chemical during
development, the ‘‘second-hit’’ or the carcinogenic agent, might have had too
few targets, probabilistically, to plant the seeds of future carcinogenesis.

11.5 Conclusions

11.5.1 Life-Stage Consideration is Crucial

An important modifier, and possibly the most significant outside of sex, is the
stage of life at which an individual diagnosed with breast cancer experiences
an exposure—radiological, chemical, pharmaceutical—potentially determining
lifetime breast cancer risk. The timing or life-stage—neonatal, peripubertal,
lactational, pre-menopausal, postmenopausal, etc.—at which one of the
known or suspected risk factors previously listed is encountered is a critical
element in breast cancer risk5,8,44 (See Figure 11.4). The timing of early life
environmental exposures or lifestyle modifications can cause accelerated
weight gain as a child, altered pubertal timing, and even delayed conception
of the first child, all of which are known to substantially modify breast
cancer risk.

A few recent human studies, as well as numerous animal studies, have
supported the hypothesis that the life-stage during which specific environ-
mental factors are present plays a key role in the contribution of those envi-
ronmental factors to breast cancer risk. For at least three decades, the majority
of studies examining environmental factors that were associated with breast
cancer diagnoses measured factors present around the time of diagnosis. As
discussed, epidemiologic evidence from exposure to DES and ionizing radiation
offered the first solid proof of the sensitivity of life-stage with respect to the
outcome of the exposure, as well as the high latency between exposure and the
changes in the gland, which may culminate in breast cancer.

Since the mid-1990s, several nested case-control and case-control studies
have been conducted, and most have not observed a significant association
between breast cancer risk and serum, or adipose tissue levels of DDT or its
degradate, p,p0-DDE, the most prevalent and persistent metabolite in the
environment. However, a fairly recent study took a novel approach and
evaluated the risk of breast cancer in women based not only on how much
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Figure 11.4 Stages of normal rat MG development and effects of environment on subsequent events. Effects of early life EDC exposures can
lead to altered developmental programming in the breast and have been reported neonatally, at puberty, and well into
adulthood, when effects on lactation or mammary tumorigenesis become evident. The normal morphology and pace of pubertal
development are often altered, and these effects can be observed using MG whole-mount preparations. Transient or permanent
effects may be due to gene imprinting, altered gene expression, modified endogenous MG signaling, or changes in hormonal
milieu. Arrows indicate plausible (black) or more certain (gray) mechanistic pathways. Photomicrographs for early life and
puberty were all taken at 16� magnification on a macroscope (adapted from Ref. 104); photomicrographs for pregnancy/
lactation and adulthood were taken at 10� magnification on a standard microscope (from SE Fenton). Bars¼ 2 mm.
Adapted from Ref. 38.
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measurable compound was present in maternal blood prior to birth, but also on
how old the individual was when DDT was first put on the market in 1945.102

This study reported a significant five-fold rise in risk of breast cancer among
women exposed to p,p0-DDT prior to age 14, and when broken down into age
increments demonstrated that there was a significant effect of potential age of
exposure on breast cancer risk (see Figure 11.5 for specifics). In an evaluation
of the existing epidemiologic literature on DDT exposure and breast cancer
risk, Cohn reports that the studies to date have been limited in their ability to
assess exposure during early life, when windows of sensitivity exist for the
breast, thus may be failing to link DDT causally to breast cancer.103 Cohn uses
DDT as a case study, and specifically points out that epidemiologic studies are
often designed in a manner that focuses on immediate observations, and thus
limits their potential to identify causality, particularly with disease processes
that entail extended periods of progression, such as breast cancer. These reports
further support the theory that early life exposures may be the most relevant for
breast cancer etiology.

Epidemiological efforts are unlikely to clearly identify risk factors linked to
life-stage without performing longitudinal studies. With such potential risk
factors as elevated BMI in childhood, advanced puberty timing, and exposure
to mixtures of environmental compounds, longitudinal studies will need to be
conducted, ideally with existing cohorts, in order to follow participants with
known childhood medical histories through menopause and beyond. This
would allow us to gain a realistic picture of the roles of such factors in breast
cancer risk, as well as further understanding of the time(s) in an individual’s life
when they are most sensitive to these factors.

Figure 11.5 Associations of serum p,p0-DDT with early breast cancer in mothers in
the Child Health and Development Studies, according to their age in
1945, a proxy for age at first exposure to DDT. Tertiles are based on the
distribution of the p,p0-DDT in the controls. Tertile 1 is the reference
category for odds ratios shown. Breast cancer is defined as diagnosis
before age 50. See 102 for details.
Adapted from Ref. 103.
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11.5.2 Prevention – a Primary Purpose or an Afterthought?

Transdisciplinary research—that which brings together multiple facets of
research, such as animal biologists and clinicians working hand–in-hand on a
single question—may be the fastest and most efficient way to determine what
environmental factors we must avoid and if and when we are to begin to prevent
breast cancer. Prevention, in this context, is meant as simply that—we decrease
the incidence of breast cancer because we stopped the exposures that caused it.
This is the same idea that is conveyed in the ‘‘no texting while driving’’ laws. If
you stop texting while driving, the number of drivers killed in accidents will go
down to the level prior to the texting explosion. Because this disease takes
many, many years from exposures to disease, animal models will be critical
tools in gaining further understanding of life-stage sensitivities and the classes
of chemicals that contribute to breast cancer risk. Mechanisms to ‘‘shelter’’
sensitive tissues from events that contribute to breast cancer risk, regulations to
monitor or eliminate exposures such as early life clinical radiation and inad-
vertent chemical exposures in our water supply, laws to enable risk assessors to
crack down on environmental polluters, federal testing that requires evaluation
of mammary gland effects for every new pharmaceutical and chemical that
comes onto the market, and training of the next generation of clinicians in
environmental health sciences are imperative. That is, we must prevent exposures
as much as possible, by reducing exposures cumulatively and especially during
these sensitive windows of susceptibility. We must also inform the public, and it
will be especially important to include outreach specialists and breast cancer
advocates in the transdisciplinary studies outlined previously. There might be
intentional efforts to reduce levels of chemicals of concern in products—such as
baby bottles or formula for infants, makeup or jewelry targeted toward peri-
pubertal girls, and our health and beauty-aid products intended for daily use,
like toothpaste and anti-perspirant—which might be used by pregnant and
lactating women and their children during these windows of sensitivity.

Further preventative measures might include moving toward green chemistry,
as a means of reducing exposure to estrogenic and carcinogenic agents, and
promoting healthy living through better diets, greater physical activity, and
reduced contact with agents known to contribute to risk. Education will also
continue to be a primary element in prevention, with an end goal of minimizing
exposure.

11.5.3 Future Research – Age or Stage?

To begin the long road toward prevention of this disease that affects both
young and old women and men, we need far greater knowledge of the specific
environmental factors that are found in cord blood, infant, child, and
adolescent blood or urine, and breast milk so that we can mitigate the
exposures in the body during influential developmental stages of the breast.
Specifically in the case of men, we have no idea what the risk factors might be
for breast cancer. Continued research will be needed in order to further
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elucidate which breast life-stages are most susceptible to which combination of
assaults. Complementary epidemiologic and animal studies will be needed in
order to identify human-specific risk to these exposures, and determine the
mechanistic underpinnings. The influence of environmental factors on indi-
viduals of different ethnicities/race, socio-economic status, and tumor subtype
is expected to vary. It is a very complicated matter to resolve, but our future
understanding of these matters must include evaluation of tumor subtype, and
we should no longer consider breast cancer a single disease.

Study designs should no longer consider adult-only environmental exposures
or measurement of exposures around the time of cancer diagnosis as
acceptable. Future studies will need to be longitudinal, to understand the
history of the gland and potential early risk and modifying factors. One way to
enhance the ability to perform these types of studies is through development of
nationwide biospecimen banks and databases containing details of collected
specimens that other investigators can utilize to develop collaborations across
centers and disciplines of research.

Furthermore, our means of testing chemicals, pharmaceuticals, and food
additives for health effects in rodents and cells needs to change radically.
Beyond the study design issues discussed, current methods are simply too
cumbersome, being extremely time- and resource-prohibitive. Additionally,
there is little to no regulatory impetus to test for breast-specific effects, and
breast tissue is often not evaluated in these tests. Higher-throughput methods
of testing chemicals/pharmaceuticals/food additives currently in production
and on the market for their potential to affect breast health need to be
developed. To do this, the tests must include either relevant cells cultured with
the normal cells found in the breast, or include mammary evaluation in rodent
models. Breast cancer affects too many women to allow this important tissue to
keep being disregarded. Identifying new analytical strategies to clear these
many chemicals of any potential for harm to the breast, and establishing
regulations that enforce this testing, will be the charge of the future researchers
and risk assessors, as our world continues to be polluted with chemicals.

We have now come full circle to the very reason for writing this chapter –
breast cancer has long since been regarded a disease of aging, but we know that
it is the mixture of risk factor exposures at critical stages of breast development
that leads some individuals and populations to be more vulnerable to the
disease than others. It may also be the life-stage sensitivity interaction with
genes and environment that leads to the development of one subtype of tumor
versus another. Future studies should focus on the specifics of this complex
disease, such as when there was an interaction of genes and environment by
subtype, race/ethnicity, known risk factors, etc., and then we may begin to
decrease the incidence of this disease.
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The genomic and transcriptomic architecture of 2,000 breast tumours
reveals novel subgroups, Nature, 2012, 486(7403), 346–352.

3. S. P. Shah, A. Roth, R. Goya, A. Oloumi, G. Ha, Y. Zhao, G. Turashvili,
J. Ding, K. Tse, G. Haffari, A. Bashashati, L. M. Prentice, J. Khattra,
A. Burleigh, D. Yap, V. Bernard, A. McPherson, K. Shumansky,
A. Crisan, R. Giuliany, A. Heravi-Moussavi, J. Rosner, D. Lai, I. Birol,
R. Varhol, A. Tam, N. Dhalla, T. Zeng, K. Ma, S. K. Chan, M. Griffith,
A. Moradian, S. W. Cheng, G. B. Morin, P. Watson, K. Gelmon, S. Chia,
S. F. Chin, C. Curtis, O. M. Rueda, P. D. Pharoah, S. Damaraju,
J. Mackey, K. Hoon, T. Harkins, V. Tadigotla, M. Sigaroudinia,
P. Gascard, T. Tlsty, J. F. Costello, I. M. Meyer, C. J. Eaves, W. W.
Wasserman, S. Jones, D. Huntsman, M. Hirst, C. Caldas, M. A. Marra
and S. Aparicio, The clonal and mutational evolution spectrum of
primary triple-negative breast cancers, Nature, 2012, 486(7403), 395–399.

4. C. K. Anders, C. Fan, J. S. Parker, L. A. Carey, K. L. Blackwell,
N. Klauber-DeMore and C. M. Perou, Breast carcinomas arising at a
young age: unique biology or a surrogate for aggressive intrinsic
subtypes?, J Clin Oncol, 2011, 29(1), e18–20.

5. S. E. Fenton, Endocrine-disrupting compounds and mammary gland
development: early exposure and later life consequences, Endocrinology,
2006, 147(Suppl 6), S18–24.

6. American Cancer Society. ‘‘Breast Cancer Facts and Figures 2011–2012,’’
Atlanta: American Cancer Society, Inc., 2011. Web. 1 May 2012.
ohttp://www.cancer.org/acs/groups/content/@epidemiologysurveilance/
documents/document/acspc-030975.pdf4.

7. Institute of Medicine. ‘‘Breast Cancer and the Environment: A Life
Course Approach.’’ Institute of Medicine, December 7, 2011. Web.
1 May 2012. ohttp://www.iom.edu/Reports/2011/Breast-Cancer-and-the-
Environment-A-Life-Course-Approach.aspx4.

8. Inter-Agency Breast Cancer and the Environment Research Coordina-
ting Committee (IBCERCC). ‘‘Breast Cancer and the Environment:
Prioritizing Prevention’’. 2012. http://www.niehs.nih.gov/about/boards/
ibcercc/.

9. W. A. Marshall and J. M. Tanner, Variations in pattern of pubertal
changes in girls, Arch Dis Child, 1969, 44(235), 291–303.

10. S. Y. Euling, S. G. Selevan, O. H. Pescovitz and N. E. Skakkebaek, Role
of environmental factors in the timing of puberty, Pediatrics, 2008,
121(Suppl 3), S167–171.

Breast Cancer – Importance of Life Stage with Respect to Environmental Influences 321



11. S. Y. Euling, M. E. Herman-Giddens, P. A. Lee, S. G. Selevan, A. Juul,
T. I. Sorensen, L. Dunkel, J. H. Himes, G. Teilmann and S. H.
Swan, Examination of US puberty-timing data from 1940 to 1994
for secular trends: panel findings, Pediatrics, 2008, 121(Suppl 3),
S172–191.

12. M. E. Herman-Giddens, E. J. Slora, R. C. Wasserman, C. J. Bourdony,
M. V. Bhapkar, G. G. Koch and C. M. Hasemeier, Secondary sexual
characteristics and menses in young girls seen in office practice: a study
from the Pediatric Research in Office Settings network, Pediatrics, 1997,
99(4), 505–512.

13. F. M. Biro, M. P. Galvez, L. C. Greenspan, P. A. Succop, N. Vangeepuram,
S. M. Pinney, S. Teitelbaum, G. C. Windham, L. H. Kushi andM. S. Wolff,
Pubertal assessment method and baseline characteristics in a mixed longi-
tudinal study of girls, Pediatrics, 2010, 126(3), e583–590.

14. L. Aksglaede, K. Sorensen, J. H. Petersen, N. E. Skakkebaek and A. Juul,
Recent decline in age at breast development: the Copenhagen Puberty
Study, Pediatrics, 2009, 123(5), e932–939.

15. K. Sørensen, A. Mouritsen, L. Aksglaede, C. P. Hagen, S. S. Mogensen
and A. Juul, Recent secular trends in pubertal timing: implications for
evaluation and diagnosis of precocious puberty, Horm Res Paediatr.,
2012, 77(3), 137–145.

16. F. M. Biro, B. Huang, S. R. Daniels and A. W. Lucky, Pubarche as well as
thelarche may be a marker for the onset of puberty, J Pediatr Adolesc
Gynecol, 2008, 21(6), 323–328.

17. A. Mouritsen, L. Aksglaede, K. Sorensen, S. S. Mogensen, H. Leffers,
K. M. Main, H. Frederiksen, A. M. Andersson, N. E. Skakkebaek and
A. Juul, Hypothesis: exposure to endocrine-disrupting chemicals
may interfere with timing of puberty, Int J Androl, 2010, 33(2),
346–359.

18. Mayo Clinic. Gynecomastia. http://www.mayoclinic.com/health/
gynecomastia/DS00850 1998–2012 Mayo Foundation for Medical
Education and Research.

19. E. Iuanow, M. Kettler and P. J. Slanetz, Spectrum of disease in the male
breast, AJR Am J Roentgenol, 2011, 196(3), W247–259.

20. H. Sasano, M. Kimura, S. Shizawa, N. Kimura and H. Nagura,
Aromatase and steroid receptors in gynecomastia and male breast
carcinoma: an immunohistochemical study, J Clin Endocrinol Metab,
1996, 81(8), 3063–3067.

21. D. V. Henley, N. Lipson, K. S. Korach and C. A. Bloch, Prepubertal
gynecomastia linked to lavender and tea tree oils, N Engl J Med, 2007,
356(5), 479–485.

22. J. R. Weiss, K. B. Moysich and H. Swede, Epidemiology of male breast
cancer, Cancer Epidemiol Biomarkers Prev, 2005, 14(1), 20–26.

23. J. Russo and I. Russo, Development of the human mammary gland. In:
D. C. Neville MC (ed.), The Mammary Gland: Development, Regulation,
and Function, New York: Plenum Press, 1987, pp. 67–93.

322 Chapter 11



24. C. W. Elston and I. O. Ellis (1998). Normal structure and developmental
abnormalities. In: C. W. Elston and I. O. Ellis (ed.), The breast,
Edinburgh: Churchill Livingstone, 1998, pp. 1–19.

25. B. A. Gusterson and T. Stein, Human breast development., Semin Cell
Dev Biol., 2012.

26. H. Ma, L. Bernstein, M. C. Pike and G. Ursin, Reproductive factors and
breast cancer risk according to joint estrogen and progesterone receptor
status: a meta-analysis of epidemiological studies, Breast Cancer Res,
2006, 8(4), R43.

27. J. Russo, L. K. Tay, D. R. Ciocca and I. H. Russo, Molecular and cellular
basis of the mammary gland susceptibility to carcinogenesis, Environ
Health Perspect, 1983, 49, 185–199.

28. D. C. Radisky and L. C. Hartmann, Mammary involution and breast
cancer risk: transgenic models and clinical studies, J Mammary Gland Biol
Neoplasia, 2009, 14(2), 181–191.

29. G. M. Fara, G. Del Corvo, S. Bernuzzi, A. Bigatello, C. Di Pietro,
S. Scaglioni and G. Chiumello, Epidemic of breast enlargement in an
Italian school, Lancet, 1979, 2(8137), 295–297.

30. C. M. Tiwary, Premature sexual development in children following the
use of estrogen- or placenta-containing hair products, Clin Pediatr
(Phila), 1998, 37(12), 733–739.

31. E. Den Hond, H. A. Roels, K. Hoppenbrouwers, T. Nawrot, L. Thijs,
C. Vandermeulen, G. Winneke, D. Vanderschueren and J. A. Staessen,
Sexual maturation in relation to polychlorinated aromatic hydrocarbons:
Sharpe and Skakkebaek’s hypothesis revisited, Environ Health Perspect,
2002, 110(8), 771–776.

32. M. M. Leijs, J. G. Koppe, K. Olie, W. M. van Aalderen, P. Voogt,
T. Vulsma, M. Westra and G. W. ten Tusscher, Delayed initiation of
breast development in girls with higher prenatal dioxin exposure; a
longitudinal cohort study, Chemosphere, 2008, 73(6), 999–1004.

33. M. Warner, B. Eskenazi, P. Mocarelli, P. M. Gerthoux, S. Samuels,
L. Needham, M. Westra and G. W. ten Tusscher, Serum dioxin concen-
trations and breast cancer risk in the Seveso Women’s Health Study,
Environ Health Perspect, 2002, 110(7), 625–628.

34. M. Warner, P. Mocarelli, S. Samuels, L. Needham, P. Brambilla and
B. Eskenazi, Dioxin exposure and cancer risk in the Seveso Women’s
Health Study, Environ Health Perspect, 2011, 119(12), 1700–1705.

35. W. J. Rogan, A. Bagniewska and T. Damstra, Pollutants in breast milk,
N Engl J Med, 1980, 302(26), 1450–1453.

36. L. L. Needham, P. Grandjean, B. Heinzow, P. J. Jorgensen, F. Nielsen
and D. G. Patterson, et al., Partition of environmental chemicals between
maternal and fetal blood and tissues., Environ Sci Technol., 2011, 45,
1121–1126.

37. W. J. Rogan, B. C. Gladen, J. D. McKinney, N. Carreras, P. Hardy,
J. Thullen, J. Tingelstad and M. R. Tully, Polychlorinated biphenyls
(PCBs) and dichlorodiphenyl dichloroethene (DDE) in human milk: effects

Breast Cancer – Importance of Life Stage with Respect to Environmental Influences 323



on growth, morbidity, and duration of lactation, Am J Public Health,
1987, 77(10), 1294–1297.

38. R. A. Rudel, S. E. Fenton, J. M. Ackerman, S. Y. Euling and S. L.
Makris, Environmental exposures and mammary gland development:
state of the science, public health implications, and research recom-
mendations, Environ Health Perspect, 2011, 119(8), 1053–1061.

39. S. L. Makris, Current assessment of the effects of environmental
chemicals on the mammary gland in guideline rodent studies by the US
Environmental Protection Agency (US EPA), Organisation for Economic
Co-operation and Development (OECD), and National Toxicology
Program (NTP)., Environ Health Perspect, 2011, 119(8), 1047–1052.

40. A. G. Knudson, Hereditary cancer: two hits revisited, J Cancer Res Clin
Oncol, 1996, 122(3), 135–140.

41. D. Hanahan and R. A. Weinberg, The hallmarks of cancer, Cell, 2000,
100(1), 57–70.

42. National Cancer Institute, National Cancer Institute: Genetics of Breast
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CHAPTER 12

Environmental Chemicals and
Prostate Cancer Risk

JASPREET S. JONEJA, WEN-YANG HU,
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Department of Urology, University of Illinois at Chicago, Chicago, IL,
USA 60612
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12.1 Introduction

Male reproductive health is defined by both the proper development of the
reproductive system and maintenance of function throughout adult life, including
the capacity to reproduce. While female sexual differentiation, considered the
default developmental pathway, is largely independent of estrogens and
androgens, male sexual differentiation is driven by androgens produced by the
fetal testes and is entirely androgen-dependent.1,2 Many environmental chemicals
(ECs) have been shown to directly or indirectly interfere with androgen action or
mimic estrogenic action, thus impacting male developmental programming and
reproductive tract maturation, as well as initiating direct effect in adults. Several
compounds—including endocrine-disrupting chemicals (EDCs), industrial
compounds, cigarette smoke, air pollution, radiation, electromagnetic fields,
processed foods, alcohol, and pharmaceuticals—have been implicated in various
abnormalities of the reproductive tract organs.

The present discussion is organized around the potential involvement of ECs
in direct and indirect effects on the prostate gland in adults, as well as early life
exposures to these compounds, which may predispose this sensitive developing
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tissue to prostate cancer upon aging. As a cross-reference, Table 12.1
summarizes the evidence and provides references for individual ECs with
regards to prostate cancer (PC).

PC is the most common non-cutaneous cancer and the second leading cause
of cancer deaths in North American men.3 It is known that steroids play a role
in the initiation and progression of PC, which is the basis for hormonal
treatment strategies that include androgen ablation and androgen receptor
(AR) blockade.4,5 Increasing evidence indicates that in addition to androgens,
estrogens play key roles in prostate carcinogenesis and progression, although
the mechanisms are not fully understood.6–9 In men, chronically elevated
estrogens have been associated with increased risk of PC,10 while in rodents,
estrogens in combination with androgens induce PC.11 In addition to the direct
effects of steroids, it is currently recognized that age, race, genetics (family
history), diet, and environmental factors can impact prostate cancer risk.12

Recent advances in stem cell research indicate that stem cells and early stage
progenitor cells may be direct carcinogenic targets and, potentially, the cells of
origin in cancer initiation and progression. Novel in vitro and in vivo models
using stem and early stage progenitor cells isolated from normal human
prostates have been developed and used to initiate hormonal carcinogenesis.7

These in vitro prostasphere and in vivo chimeric prostate models with carci-
nogenic induction serve as suitable models for examining stem cell pertur-
bations and carcinogenic actions of ECs on human prostate cells. Using these
models, our laboratory has recently found evidence that human prostate
epithelial stem cell exposures to natural and environmental estrogens and other
ECs such as dioxin and inorganic arsenic can alter stem cell self-renewal and
differentiation and gene expression programs.13 Thus it is likely that various
ECs influence carcinogenic risk in the human prostate gland, in part by
permanently reprogramming the stem cell population.

12.2 Evidence and Mechanisms

12.2.1 Farming and Pesticides

Regarding links between prostate cancer and environmental factors in humans
(outside of diet), the most compelling data come from the established occu-
pational hazard of farming and increased prostate cancer rates.14–16 While
several variables may contribute to higher PC rates in farmers, chronic or
intermittent exposures to pesticides are the most likely explanation.15,17,18 This
is supported by a large epidemiology study (Agricultural Health Study)—a
collaborative effort between the National Cancer Institute, the National
Institute of Environmental Health Sciences, and the Environmental Protection
Agency in the United States—that has examined agricultural lifestyles and
health in B90 000 participants in North Carolina and Iowa since 1993
(www.aghealth.org). Evaluation of 455 000 pesticide applicators revealed a
direct link between exposure to methyl bromide, a fungicide with an unknown
mode of action, and increased PC rates. Furthermore, 6 out of 45 common
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Table 12.1 Summary of evidence for prostate cancer risks in humans and
animal model systems as a result of exposure to environmental
chemicals.

Environmental
Chemicals

Evidence for
cancer risk in
humans References

Evidence for cancer
risk in experimental
models References

Environmental

Estrogen

DES Elevated prostate
cancer risk

[31,32,33]

BPA Elevated prostate
cancer risk

[40,41] Elevated prostate
cancer risk

[41,42]

PCBs Elevated prostate
cancer risk

[44,45,46] Elevated prostate
cancer risk

[47]

Atrazine Elevated prostate
cancer risk

[52,53] Elevated prostate
cancer risk

[51]

Decreased prostate
cancer risk

[54,55]

Anti-androgens

Vinclozalin Decreased prostate
cancer risk

[69]

Elevated prostate
cancer risk

[50,71]

DDT/DDE Elevated prostate
cancer risk

[18]

Heavy metals

Arsenic Elevated prostate
cancer risk

[59,66] Elevated prostate
cancer risk

[62,65]

Cadmium Elevated and
decreased prostate
cancer risk

[56] Elevated prostate
cancer risk

[57,58]

Pesticides

Methyl bromide Elevated prostate
cancer risk

[15]

Chlorpyrifos Elevated prostate
cancer risk

[15,19]

Fonofos Elevated prostate
cancer risk

[15,19]

Coumaphos Elevated prostate
cancer risk

[15,19]

Phorate Elevated prostate
cancer risk

[15,19]

Permethrin Elevated prostate
cancer risk

[15,19]

Butylate Elevated prostate
cancer risk

[15,19]

UV filters

4-methyl-benzylidene
camphor (4-MBC)

Elevated prostate
cancer risk

[48,49]

3-benzylidene
camphor (3-BC)

Elevated prostate
cancer risk

[48,49]

Dioxin

TCDD Decreased
prostate cancer
risk

[79]
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agricultural pesticides showed correlation with exposure and increased PC in
men with a familial history, suggesting gene–environment interactions. These
six agents were chlorpyrifos, fonofos, coumaphos, phorate, permethrin, and
butylate.15,19 The first four of these compounds are thiophosphates and share a
common chemical structure. While these agents are regarded as acetylcholine
esterase inhibitors and have not been shown to have direct estrogenic or anti-
androgenic activities, a literature search revealed that these compounds have
significant capacity as p450 enzyme inhibitors. In particular, chlorpyrifos,
fonofos, and phorate strongly inhibit CYP1A2 and CYP3A4, which are the
major p450s that metabolize estradiol, estrone, and testosterone in the liver.20,21

Furthermore, the human prostate constitutively expresses CYP1A2 and
CYP3A4 enzymes that are involved in intraprostatic metabolism of steroids,
drugs, and dietary compounds.22–24

This raises the possibility that exposure to these compounds may interfere
with steroid hormone metabolism by the liver as well as the prostate, and in
doing so, alter steroid balance and availability, which in turn may contribute to
increased PC risk. A similar mechanism of endocrine disruption in vivo has
been identified for polychlorinated biphenols (PCBs) and polyhalogenated
aromatic hydrocarbons [including dioxins, bisphenol A (BPA), and diben-
zofurans] through potent inhibition of estrogen sulfotransferase, which
effectively elevates bioavailable estrogens in various target organs.25,26

12.2.2 Environmental Estrogens

In men, chronically elevated estrogens have been associated with increased risk
of PC.10 In rodents, estrogens, in combination with androgens, induce PC.27

For the sake of simplicity, we here refer to environmental estrogens as
molecules with identified estrogenic activity (estrogen mimics), mostly through
activation of estrogen receptors (ERs).

12.2.2.1 Diethylstilbesterol (DES)

DES exposure is considered an important model of endocrine disruption and
provides proof of principle for exogenous estrogenic agents as disruptors of
multiple endorgans. Maternal exposure to DES during pregnancy was found to
result in more extensive prostatic squamous metaplasia in human male
offspring than observed with maternal estradiol alone.28 While prostatic
metaplasia eventually resolved following DES withdrawal, ectasia and
persistent distortion of ductal architecture remained.29 This has led to the
postulation that men prenatally exposed to DES may be at increased risk for
prostatic disease later in life, although this has not been borne out in the limited
population studies conducted to date.30 However, extensive studies with DES
in rodent models predict marked abnormalities in the adult prostate, including
increased susceptibility to adult-onset carcinogenesis following early DES
exposures.31–33
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12.2.2.2 BPA

BPA is a synthetic polymer used in the production of polycarbonate plastics
and expoxy resins and significant levels have been found in the urine of 93% of
US population in a recent screen by the Centers for Disease Control and
Prevention.34 The relative binding affinity of BPA for either nuclear ERa and
ERb or capacity for BPA to activate ER-dependent transcription is B10 000
lower than estradiol or DES.35,36 While these data might suggest that BPA has
minimal estrogenic activity, 1 mM BPA is 50% as efficacious as 1 mM
17b-estradiol in activating an estrogen-responsive luciferase reporter.37 This
indicates that, although BPA may have a significantly lower potency than
endogenous estrogens in vitro, it is a full agonist for both ERa and ERb.
Furthermore, BPA induces ER through non-genomic pathways with an EC50
equivalent to 17b-estradiol, suggesting that in vivo estrogenic activity of BPA
may be due to non-genomic activation of ER.38,39 The effects of BPA with
regard to carcinogenic potential, including the prostate gland, have recently
been reviewed by an expert panel.40 In short, there is evidence from rodent
models and human prostate cell lines that BPA can influence carcinogenesis,
modulate PC cell proliferation, and for some tumors, stimulate progression.
The recent reports have provided evidence that early life exposure to BPA may
increase susceptibility to hormonal carcinogenesis in the prostate gland,
possibly by developmentally reprogramming carcinogenic risk.41 Studies using
a rat model showed that brief neonatal exposure to a low dose of BPA
(10 mg kg�1 BW per day) significantly increased the incidence and grade of
prostatic intraepithelial neoplasia following adult estrogen exposure. This
model of sensitivity to hormonal carcinogenesis is relevant to humans in that
relative estradiol levels increase in the aging male and may contribute to
prostate disease risk.42 Global analysis of the DNA methylome in prostates
neonatally exposed to BPA revealed that multiple genes involved in signaling
pathways have permanent DNA methylation alterations that directly lead to
complex changes in gene transcription programs throughout life.41,43 Altered
expression of DNA methyl transferases (Dmnt 3a and b) and methyl binding
proteins (MBDs) by early-life exposures may underpin the DNA methylation
modifications.43 Together, these findings indicate that early-life exposures to
ECs may increase susceptibility to prostate carcinogenesis through epigenetic
reprogramming.

12.2.2.3 PCBs

Persistent organic pollutants, such as PCBs, are fat soluble chemicals that
bioaccumulate in the human body. Many have estrogenic or anti-androgenic
activity and as such, may perturb male reproductive activity. A recent analysis
of adipose tissue concentrations of PCBs in Swedish men with and without PC
revealed a significant association between PCB levels in the higher quandrants
and PC odds ratio, with the most marked associations for PCB153 and
trans-chlordane.44 A more extensive epidemiologic study of capacitor
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manufacturing plant workers highly exposed to PCBs revealed a strong
exposure–response relationship for PC mortality.44 This supports previous
findings of correlations between PCB 153 and 180 and PC risk in electric utility
workers.45,46 While estrogenic activity of these compounds is a suspected mode
of action, there is also evidence that PCBs inhibit estrogen sulfotransferase
activity in the liver and effectively increase bioavailable estrogen in the body.25

Recently, Aroclor-1254, a mixture of 60 PCB pollutants, was tested on rat
prostate cells in vitro and shown to disrupt gap junctions and expression of
connexin 32 and 43, and increase double-stranded DNA breaks, suggesting that
PCBs may be able to transform prostate cells leading to carcinogenesis.47

Further investigation using animal models is warranted for PCBs and PC risk.

12.2.2.4 Ultraviolet (UV) Filters

There are a few recent reports that UV light filters used to protect against the
sun have estrogenic activity.48 Specifically, 4-methylbenzylidene camphor and
3-benzylidene camphor are ERb ligands.49 While little, if any, work has been
done with regard to these UV filters and human PC, a few recent reports
indicate that developmental exposure to the compounds can alter prostate
gland development and estrogen target gene expression in the rat.48,50 This
raises the possibility that the fetal prostate may be affected following maternal
use of these compounds.

12.2.2.5 Atrazine

Atrazine at environmentally relevant levels has been shown to result in chronic
prostatitis in rats, which is believed to be a predisposing factor to PC.51

Atrazine exposure was associated with a 4–6 fold increase in PC in men
working in an atrazine production facility;52,53 however, this was refuted in a
subsequent case-controlled analysis of these workers.54 Furthermore, a large
epidemiologic study of California agriculture workers exposed to atrazine
found no increased risk for PC.55 Atrazine stimulates aromatase activity, thus
resulting in elevated circulating estradiol and reduced testosterone levels, and
this shift in the estradiol : testosterone ratio is known to contribute to prostate
diseases in several animal model systems. Furthermore, atrazine exposure and
its resultant elevation in estradiol have been shown to elevate circulating
prolactin levels, which have also been correlated with increased PC risk. Thus
indirect effects of atrazine on prostate disease risk are likely attributable to the
hormonal perturbations elicited by this chemical.

12.2.2.6 Cadmium

Cadmium is known to bind to ERs and function as an estrogenic mimic. While
some large epidemiologic reports have indicated a relationship between
cadmium exposure and PC rates, others have refuted these findings.56

Nonetheless, there are intriguing reports in the literature which show that
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cadmium has proliferative action with human prostate cells in vitro, through an
ER-dependent mechanism, and that this exposure is associated with acquisition
of androgen independence.57 Furthermore, prostatic tumors have been shown
to be experimentally induced by oral exposure to cadmium.58 Since cadmium
bioaccumulates in the body, further epidemiologic analysis of cadmium and PC
risk is warranted, particularly in men with occupational exposures.

12.2.2.7 Arsenic

Arsenic is a semi-metallic element found naturally in soils, ground water and
surface water, and is a notable carcinogen at environmentally relevant
doses.59–61

Exposure to inorganic arsenic (iAs) is widespread for humans with millions
exposed to potentially harmful levels worldwide, primarily through drinking
water and food, as well as occupational inhalation exposure (http://www.
epa.gov/teach/).

The US-EPA standard for arsenic in drinking water is 10 ppb; however,
geographic hotspots exist in the southwest US, Bangladesh, Taiwan and
elsewhere with excessive drinking water levels, reaching 200 to 4500 ppb. In
2009, the International Agency for Research on Cancer classified arsenics as
‘‘carcinogenic to humans’’ based on sufficient evidence in humans for lung,
skin, and urinary bladder cancers. Additionally, epidemiology and animal
studies show heightened risk for PC with chronic iAs exposure.62–64

Epidemiologic studies have shown an association between arsenic exposure
and PC mortality in Taiwan, a finding that was substantiated by a later study in
the United States.59,65 In this context, there is a recent report that arsenic can
induce malignant transformation of prostate epithelial cells in vitro and drive
them toward an androgen-independent state.66 Importantly, it has been
documented that arsenic may mediate some of these effects through endocrine
disruption, specifically through interaction and interference with multiple
steroid receptor family members, including ERs, ARs, and retinoid acid
receptors/retinoid X receptors, perhaps through common zinc-finger inter-
actions.66,67 Thus it is possible that endocrine disruption by arsenic can
contribute to PC risk.

12.2.3 Anti-Androgens

While there are no known environmental androgens, environmental chemicals
can also function through anti-androgenic pathways. Since prostate cancer is
an androgen-dependent disease, we will briefly examine the known effects of
some of these agents on the prostate gland.

12.2.3.1 Vinclozolin

Vinclozolin is a fungicide that is used as a pesticide on crops. It has known anti-
androgenic properties, interfering with AR activity.68 Since vinclozolin effects
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are driven through AR antagonism, it is not surprising that there are no
reported associations between this compound and PC, an androgen-dependent
disease. Exposure of rats to vinclozolin during development results in reduced
prostate gland growth and size, which would be expected for an anti-
androgen.69 Of interest, however, are recent studies with maternal (i.e. in utero)
exposure to vinclozolin in rats which produce transgenerational effects on
offspring through epigenetic alterations.69 These permanent perturbations
include adverse consequences on the prostate gland, such as premature acinar
atrophy and aging-associated prostatitis for four generations.70 This may be
particularly significant in light of recent evidence that chronic inflammation
may play a role in prostate cancer initiation.71

12.2.3.2 Dichlorodiphenyltrichloroethane/dichlorodiphenyl-
dichloroethylene (DDT/DDE)

DDT and its metabolic derivative p,p0-DDE were widely used as pesticides in the
United States, and they are still used in other countries worldwide. In addition to
AR antagonistic effects,72 p,p0-DDE at high concentrations has been shown to
function as an inhibitor of 5a-reductase, the intraprostatic enzyme responsible
for converting testosterone to the more potent androgen, dihydrotestosterone.73

While many reproductive abnormalities, including reduced prostate growth,
have been attributed to DDT/DDE exposure, there is limited data for an
exposure to DDT/p,p0-DDE and PC risk. A recent assessment of pesticide
exposures in British Columbia farmers noted a significant association between
DDT exposure and PC risk (odds ratio¼ 1.68) and this deserves follow-up
investigations in other populations and cohorts.18

12.2.4 Dioxins

Dioxins [polychlorinated dibenzo-p-dioxins (PCDDs)] resist degradation and are
thus considered persistent organic pollutants. 2,3,7,8-tetrachlorodibenzo-
p-dioxin (TCDD) is the most toxic dioxin and causes a variety of effects,
including immunotoxicity, hepatotoxicity, teratogenicity, and tumor
promotion.74 Changes in gene expression induced by TCDD and related
chemicals are initiated by binding to the aryl hydrocarbon receptor (AhR),75 and
crosstalk between AhR and ERa is well established. Activated AhR inhibits ER
activity through several mechanisms, whereas ERa has a positive role in AhR
signaling.76 Additionally, an inverse relationship was found between serum
TCDD levels and serum testosterone in chemical production workers.77

Adult TCDD exposure at general population levels is associated with a
decreasing risk of benign prostate hyperplasia (BPH) with higher exposure
levels.78 Further, TCDD increased tumor-free survival in transgenic TRAMP
mice that spontaneously develop PC, while AhR activation decreased lymph
node metastasis, suggesting that TCDDs may protect against prostate cancer in
adulthood. In contrast, in utero exposure to TCDD in mice interferes with
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prostate bud patterning and is associated with hyperplastic lesions in aged
animals. Together, these findings suggest that timing of TCDD exposures may
dictate their effects on subsequent prostate disease.79

12.3 Environmental Chemicals and Prostate

Stem/Progenitor Cells

The prostate gland contains a simple columnar epithelium with three differ-
entiated cell types— basal, luminal, and neuroendocrine—that are embedded in
a fibro-muscular stroma.80,81 The major epithelial cell population is luminal
secretory cells, which express cytokeratins (CK) 8/18 and AR and are
androgen-dependent for growth, survival, and production of secretory proteins
such as prostate specific antigen (PSA). Basal epithelial cells are interspersed
along the basement membrane and express p63 and CK5 but are largely AR
negative and androgen-independent. The scarce population of neuroendocrine
cells is scattered within the basal layer and is identified by the expression of
chromogranin A and synaptophysin. Strong evidence now exists for the
presence of a rare population of adult stem cells within the human prostate
gland; these cells are capable of self-renewal, as well as differentiation into early
progenitor cells, which give rise to the three differentiated epithelial cell
populations.81–85

It is widely accepted that adult stem cells are involved in normal tissue
replenishment throughout life, while cancer stem cells support cancer
growth,86,87 although the cell(s) of origin for prostate cancer may include
luminal, basal, neuroendocrine, progenitor, and stem cells.81,88 It is increasingly
evident that the resultant prostate cancers contain cancer stem cells that
continuously seed and maintain tumor growth.89,90 As the property of self-
renewal allows for a long life span of stem cells, undifferentiated stem/
progenitor cells are highly susceptible to environmental injuries over time and
have the capacity to transmit their ‘‘injury memory’’ to the differentiated
progeny.91 Since the prostate gland is most susceptible to environmental insults
during early development, it is reasonable to predict that prostate stem and
early stage progenitor cells may be the primary targets of estrogenic exposures
throughout life.7

Recently, our laboratory reported that that human prostate stem/progenitor
cells from normal, disease-free prostates express high levels of estrogen
receptors, including ERa, ERb, and GPR30, and exhibit a proliferative
response to 1 nM 17b-estradiol.13 New studies using side-population fluor-
escence activated cell sorting (FACS) analysis of primary prostate epithelial cell
cultures (Hoechst 33342 exclusion with and without verapamil) show a dose-
dependent increase in human prostate stem cell numbers after 4 days of culture
in 10–1000 nM E2 (Figure 12.1 A). Together, these results demonstrate that
normal human prostate stem and progenitor cells are responsive to estrogens
with increased rates of self-renewal, implicating them as direct estrogen targets.
Furthermore, treatment of primary prostate epithelial cells with 10 nM BPA
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Figure 12.1 Effects of E2, BPA, arsenite and dioxin on prostate stem/progenitor cell proliferation, evaluated by side population analysis and
prostasphere assay. (A) E2 (10–1000 nM) treatment increased the percentage of side population cells (R1) at all doses, as
measured by Hoechst 33342 dye efflux using flow cytometry analysis. Prostate epithelial cells were stained with 5mgmL�1 of
Hoechst 33342 either in the absence (graphs shown) or presence (not shown) of 50 mM of verapamil hydrochloride before
analysis. (B) BPA (10 nM) treatment also increased the percentage of side population cells (R1). (C) Dioxin (100 ngmL�1)
treatment increased the percentage of side population cells (R1).
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increased the percentage of side population of prostate stem/progenitor cells
(Figure 12.1 B), similar to the E2 exposures. Dioxin (100 ngmL�1) markedly
increased side population numbers in 2-D prostate epithelial cell cultures,
indicating a stimulation of stem cell self-renewal (Figure 12.1 C).13 Together,
these findings support the hypothesis that ECs may target the prostate stem and
early-stage progenitor cell populations which may contribute to increased
prostate cancer risk following exposures.

12.4 Conclusion

There is accumulating and consistent evidence that exposures to ECs over a life
time are associated with an increased risk of PC. Published findings for the
individual chemicals are summarized in Table 12.1. While the findings for
individual compounds and classes of compounds may be somewhat limited and
at times contradictory, the evidence must be considered as a whole. Overall,
there are clear trends that support a link between early-life EC exposures, as
well as accumulation of persistent ECs throughout life, and an increased risk of
PC. This is supported with a wealth of research using animal models, as well as
in vitro systems, that has allowed researchers to dissect potential mechanisms of
action. Clearly, continued animal and epidemiologic studies are required over
the next several years to accurately determine risks of cancers as a function of
accumulating ECs in the environment. These evaluations will be critical for the
establishment of proper guidelines and federal regulations regarding use,
exposure, and dispersal of these compounds. The development of biomarkers
for EC exposures would also be of great future benefit to the medical and
regulatory community as we try to link exposures with disease outcomes. In
summary, while there has been significant progress in determining human PC
risks from ECs, there is much that remains to be done in the decades to come.
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CHAPTER 13

The Aging Kidney and Exposure
to the Nephrotoxic Metals
Cadmium and Mercury

CHRISTY C. BRIDGES* AND RUDOLFS K. ZALUPS

Mercer University School of Medicine, Division of Basic Medical Sciences,
Macon, Georgia 31207, USA
*E-mail: Bridges_cc@mercer.edu

13.1 Introduction

Aging is an inevitable fact of life. Owing to advances in modern medicine over
the past century, the life-expectancy of humans in developed and developing
countries has lengthened significantly. According to the World Health
Organization, the global life expectancy has risen from 64 years in 1990 to 68
years in 2011.1 In developed countries such as the United States, the average life
expectancy has increased from 47.3 years in 1900 to 77.9 years in 2007.2 Similar
trends exist for other developed and developing countries, such as the United
Kingdom, Japan, Chile and Sri Lanka. Increases in life expectancy have led to
an increase in the aged and elderly population. World-wide, it is currently
estimated that approximately 650million individuals are over the age of 60.
Because of lengthening life expectancies, this figure is expected to increase to
2 billion by 2050.1 In the United States alone, the percentage of individuals over
the age of 65 has increased approximately tenfold in the past century. In 1900,
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approximately 3.1million individuals, or 4.1% of the population, were over the
age of 65. This number increased to approximately 35million (12.4% of the
population) in 2000.3 A thorough understanding of the impact of aging on
organ systems, such as the kidney, will be critical when managing the healthcare
of elderly and aged individuals. Furthermore, aging may enhance individual
susceptibility to disease as well as increase one’s risk of being negatively affected
by exposure to environmental and/or occupational toxicants. Because of
increased life expectancy and increased pollution in the environment, it is likely
that elderly and aged individuals will be exposed more often and possibly to
higher levels of toxic pollutants than individuals were decades ago. Given this
trend, it is important that we understand not only the normal aging process, but
also the effects of exposure of aging individuals to potential nephrotoxicants,
such as the toxic metals cadmium (Cd) and mercury (Hg).

13.2 Aging and the Normal Kidneys

Aging results in many deleterious structural and physiological changes in the
kidneys. These changes may be related entirely to renal cell senescence or,
alternatively, they may be consequences of multiple factors, such as age-related
hemodynamic changes, renal or non-renal disease, and/or life-long exposure to
environmental and/or occupational toxicants. The aging kidneys are capable of
maintaining normal renal function and systemic homeostasis in healthy indi-
viduals, despite the fact that the normal aging process has been shown to have
significant deleterious structural and physiological consequences. These
changes are thought to significantly affect the functional reserve of the kidneys
in that the kidneys have a reduced capacity to respond to challenges such as
changes in hemodynamics and exposure to toxicants. Because of this reduction
in functional reserve, the kidneys, and possibly other organs, may be more
susceptible to physiologic, pathologic, and toxicologic challenges.

13.2.1 Structural Changes within the Glomerulus

One of the primary targets of the aging process is the renal glomerulus.
Significant ultrastructural changes occur within numerous glomeruli as a result
of the normal aging process. Indeed it has been reported that approximately
30%–40% of all glomeruli become sclerotic by the eighth decade of life.4–7

Structural characteristics of a typical sclerotic glomerulus include a thickened
glomerular basement membrane (GBM), expanded mesangial matrix, and
shrinkage and occlusion of the glomerular capillaries (Figure 13.1).6,8–10

Although the pathogenesis of this process is not completely understood, it is
thought that age-related glomerulosclerosis and the resulting drop in
glomerular filtration rate (GFR) are the results of multiple factors, including
increased susceptibility to inflammatory cytokines, alterations in blood flow,
and damage to the glomerular filtration barrier (Figure 13.2).11–13 A reduction
in the total number of functioning nephrons appears to be an additional
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contributing factor in the development of glomerulosclerosis. As nephrons are
lost, vascular and glomerular changes occur in remaining functional nephrons
in an attempt to compensate for the reduction in GFR.11,15 These changes lead
to glomerular hypertrophy, hyperperfusion, and hyperfiltration, which increase
the single nephron GFR (SNGFR) and thus predispose affected glomeruli to
sclerotic changes.11,16–18

Indeed a positive correlation between glomerular hypertrophy and the
development of glomerulosclerosis has been demonstrated in aging mice.19 In
addition, proliferation of mesangial cells and expansion of mesangial matrix,
both of which are often associated with glomerular hypertrophy, appear to
precede and contribute to the development of glomerulosclerosis.20 Alter-
natively, age-related glomerulosclerosis may occur via immunologic
mechanisms whereby formation of circulating or in situ immune complexes
leads to glomerulonephritis.13

Interestingly, glomeruli in the outer cortex appear to be affected earlier and
more severely by sclerotic changes than those in the juxtamedullary
region.6,21,22 As cortical glomeruli degenerate, glomerular capillaries atrophy,
which leads to sclerosis. Interestingly, in juxtamedullary glomeruli, a direct
channel is formed between the afferent and efferent arterioles, resulting in

Figure 13.1 Glomeruli of young rats display normal glomerular morphology
(a) [periodic-acid Schiff (PAS) stain]; At 24 months of age rat kidneys
contained glomeruli that were characteristic of both focal segmental
glomerulosclerosis (b) and global glomerulosclerosis (c). Adhesions
(arrow) between Bowman’s capsule and the glomerular tuft were also
observed in some glomeruli (d) [Silver stain]. (400�).
Reprinted with permission from Ref. 14.
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arterioles that do not communicate hemodynamically with a glomerulus.11 In
general, these aberrant glomeruli tend to be larger than other cortical
glomeruli; therefore, a significant reduction in the functionality of this popu-
lation of glomeruli likely leads to significant reductions in whole-body GFR.
An important marker of glomerular damage is proteinuria, which results from
a disruption of the glomerular filtration barrier. Indeed recent studies have
suggested that injury to and dysfunction of podocytes, which are key
components of the glomerular filtration barrier, may play a role in the
pathogenesis of age-related glomerulosclerosis.23–25

Continued glomerular hypertrophy & 
damage

Increased SNGFR

Tubular 
Fibrosis

Glomerular 
Damage

Interstitial 
Fibrosis

Glomerular 
Hypertrophy

Hyperperfusion & Hyperfiltration

Aging

InflammationArterial 
Damage

Alterations 
in GBM

Glomerulosclerosis

Renal
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Figure 13.2 Possible pathogenesis of age-related glomerulosclerosis. Many factors
have been proposed to contribute to age-related glomerulosclerosis; these
include hemodynamic and structural alterations at the site of the
glomerulus. These changes may lead to glomerular hypertrophy followed
by hyperperfusion and hyperfiltration of affected glomeruli. Owing to
these hypertrophic changes, single nephron glomerular filtration rate
increases and may lead to glomerular injury, and ultimately glomeru-
losclerosis and renal insufficiency.

The Aging Kidney and Exposure to the Nephrotoxic Metals Cadmium and Mercury 349



13.2.2 Structural Changes in Renal Tubules and Interstitium

Age-related changes have also been observed within renal tubules. These
changes include atrophy and degeneration, formation of diverticula, irregular
thickening of the tubular basement membrane, and tubulointerstitial fibrosis,
which is associated with interstitial inflammation, fibroblast activation, and
increased deposition of collagen.10,26–28 Ding and colleagues26 examined
senescent tubular epithelial cells and found increased expression of trans-
forming growth factor b-1 (TGF-b1), which plays a role in cell cycle regulation,
and p21WAF1/CIP1, a cyclin-dependent kinase inhibitor thought to be involved
in regulating cell growth. Although the reason for the upregulation of TGF-b1
and p21WAF1/CIP1 is unclear, it is possible that this increased expression leads to
a dysregulation of the cell cycle and consequently, cell growth. Similarly,
increased expression of genes such as the hypoxia-inducible factor 1 (HIF-1),
which mediates cell and tissue responses to hypoxia,29 appears to play a role in
the development of interstitial fibrosis.30 In addition, accumulations of
macrophages and myofibroblasts, which are involved in collagen deposition,
have been shown to be present in interstitial areas of fibrosis.31 Given the
presence of myofibroblasts, it is not surprising that increased deposition of
collagens (types I and III),31 as well as noncollagenous proteins,27 has been
detected in the interstitial space of fibrotic nephrons. This deposition is thought
to contribute to fibrosis and expansion of the interstitium. An increase in
apoptosis of tubular and interstitial cells has also been observed in areas of
fibrosis.10 This apoptosis may be one reason for the documented decreases in
volume, length, and number of tubular segments from fibrotic nephrons.13,28,32

As a consequence of these structural changes, alterations in tubular function
are also likely to occur. These alterations include a reduced ability to
concentrate/dilute urine,33 maintain acid/base balance,34 and filter solutes,
especially sodium.28,35

13.2.3 Physiologic Changes in the Kidney

Since the aging kidney is subjected to considerable changes in structure, it is not
surprising to find that GFR also changes significantly as the kidney
ages.6,9,22,28,36,37 Estimates indicate that beginning at an age of 30–40 years,
total GFR decreases by approximately 10% per decade of life.9,13,17,37,38 The
rate of decline has been shown to increase after the age of 65.35,37,39 The
Baltimore Longitudinal Study of Aging, which collected data from patients
aged 17 to 96, over a 23-year period, found that creatinine clearance (i.e., GFR)
declined by 0.75 mL min�1 per year.40,41 This decrease is most likely a conse-
quence of multiple factors, including damage to and inadequate regeneration of
podocytes, glomerulosclerosis, and an eventual reduction in the total number of
functioning nephrons.25,42,43 Interestingly, the findings from the Baltimore
Longitudinal Study suggested that GFR may not decrease in every patient.
Although the overall findings of this study suggested that GFR is reduced
steadily over time, of the 254 patients evaluated, 92 (36%) showed no
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significant reduction in GFR.40 Since the publication of this study, weakness in
the design and analysis of data have been noted by others.44 Interestingly,
several recent studies have proposed a link between one’s genetic background
and the tendency to develop age-related glomerular changes that lead to
reductions in GFR.45–48 Thus individual genetic differences may account for
the lack of change in GFR observed in some patients. Despite the mixed
findings of the Baltimore Longitudinal Study, there is overwhelming evidence
to suggest that a decline in GFR is a normal consequence of aging.5,13,37,44

In addition to changes in GFR, aging also appears to affect renal blood flow
(RBF) to the kidney.5,9,22 Maximum RBF is reached around the third decade,
following which RBF has been shown to decrease by approximately 10% per
decade of life.6 This decrease appears to be related to changes in the vascular
resistance in afferent and efferent arterioles rather than to changes in cardiac
output49 or renal perfusion.50 Because the decrease in total GFR is generally
less than the decrease in RBF, filtration fraction (FF) increases in most
patients.5,13,22,38 It should be pointed out that although overall RBF decreases,
variable changes in blood flow occur at the level of the individual nephron.
Within a single, hypertrophied nephron, RBF increases as a result of the
hypertrophic changes that occur within that nephron.51,52 Increases in RBF
may lead to increased intraglomerular pressure, which may then lead to
glomerular injury.

Renal functional reserve may also be altered in elderly and aged individuals.
Renal functional reserve is the ability of the kidney to increase its basal RBF
and GFR by 20% or more after a stimulus, such as a protein load.36,53 Studies
of renal functional reserve in elderly individuals have yielded mixed results.
While some studies found that the functional reserve of the kidneys is preserved
to some extent in healthy elderly individuals,54,55 a separate study reported that
renal functional reserve is reduced or depleted in the elderly and aged, in order
to accommodate for the age-related decline in renal function and as an attempt
to preserve normal renal function.56 Another study found that the renal
functional reserve of the elderly remained intact, but its magnitude was lower in
older individuals than in younger individuals.57 Similarly, in vivo studies using
aged Sprague-Dawley rats provided evidence for an age-related decline in renal
functional reserve.58 Moreover, it has been shown that functional reserve of
the kidneys is decreased or absent in patients with diseases such as diabetes
and hypertension.59–62

Aging and cell senescence also leads to changes at the cellular level. Under
normal conditions, the mitotic index for renal epithelial cells is low, with
proliferation occurring in approximately 1% of renal tubular cells. This
percentage declines with age and may impair the ability of renal tubules to
repair themselves.63 Similarly, studies in mouse kidneys have shown that the
normal burst of proliferation observed following an acute insult to renal
tubules is reduced in aged kidneys.64 These data are supported by the findings
of Shurin and colleagues, who assessed plasma levels of various cytokines in
individuals ranging from 45 to 78 years old65 and found that levels of insulin-
like growth factor-1 (IGF-1) were lower in aged individuals.65 Others have

The Aging Kidney and Exposure to the Nephrotoxic Metals Cadmium and Mercury 351



reported decreases in epidermal growth factor (EGF).52 Furthermore, results
from cDNA microarray profiling of genes from human kidneys indicate that
many genes are down-regulated in aged kidneys. Most of these genes appear to
be related to energy metabolism, as well as nucleotide, amino acid, and protein
turnover. An increase in gene expression was noted in a selected set of genes
responsible for immune and inflammatory responses.47 Indeed, in separate
studies, increases in the expression of tumor necrosis factor (TNF)-a and
interleukin (IL)-6, which are both involved in inflammatory processes, were
found to be associated with aging.66–68 In addition to changes in cytokines
responsible for growth and inflammation, it appears that aging also negatively
affects the regulatory control of apoptosis, leading to an increase in the basal
levels of apoptosis in the kidney.69

13.3 Aging and Kidney Disease

There is a clear association between aging and the development of kidney
disease. One can speculate that as the kidneys age, they lose their capacity to
cope with certain challenges. Therefore, when an aged kidney is challenged,
physiologically, pathologically, or toxicologically, renal function will likely be
affected. Indeed an epidemiological study analyzing 437 cases of acute renal
failure in Spain demonstrated that acute renal failure was 3.5 times more
prevalent in adults over the age of 70 than in younger adults.70 Similarly, an
analysis of data obtained from the Third National Health and Nutrition
Examination Study (NHANES) in the United States identified an association
between age and the incidence of chronic renal failure.71 It was noted that, even
in the absence of other diseases such as hypertension and diabetes,
approximately 11% of individuals over the age of 65 have been diagnosed with
moderate to severe renal failure.71 The progression of renal failure also
appeared to occur more rapidly in aged patients than in younger patients.71

Another study of elderly patients with acute or chronic renal failure suggested
that older individuals are at greater risk of morbidity associated with their
disease.72

Comorbidities such as hypertension and diabetes are common in the elderly
population and are likely to increase the susceptibility of individuals to renal
disease.73,74 In the United States, approximately 30% of the adult population is
affected by hypertension,75 the incidence of which has been shown to increase
with age. Approximately 70% of adults over the age of 65 have been
diagnosed with the disease.75 A similar trend exists for diabetes, which affects
approximately 8% of the population in the United States.76 Of individuals aged
65 and older, nearly 27% have been diagnosed with diabetes.76 The presence
of diseases such as hypertension and/or diabetes in aging patients likely
enhances the normal age-related decline in renal function compared with
healthy individuals.77 Therefore, it is reasonable to suggest that aged and
elderly patients with superimposed diseases are more susceptible to the
development of acute or chronic renal failure.
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It is also important to consider the increase in prescription drug use in the
elderly and aged population. Aging not only leads to a reduction in renal
function, but can also lead to a reduced ability to metabolize drugs and eliminate
drug metabolites.78 For example, non-steroidal anti-inflammatory drugs
(NSAIDs) such as salicylate may be used frequently by aged and elderly indi-
viduals. In fact, the use of these drugs by the aged and elderly population is
estimated to be three times that of the younger population.78 In addition, time
required to eliminate drugs such as salicylate has been shown to be greater in the
elderly population than in younger individuals.79 This reduction may be due, in
part, to age-related loss of renal function. Considering the increased use and
reduced elimination of certain drugs in the elderly and aged population, it
is possible that the use of these drugs may predispose individuals to kidney
diseases, such as analgesic nephropathy (which often leads to renal insufficiency
or failure).

13.4 Aging and Exposure to Toxic Metals

Owing to naturally occurring and chemically manufactured toxicants in the
environment, individuals are exposed frequently over their lifetime to toxicants
that have the capacity to negatively affect various organ systems. Just as aging in
the presence of diseases can have a negative impact on renal function and may
enhance the development of renal disease, exposure of elderly and aged indi-
viduals to nephrotoxicants may promote or enhance the progression of renal
disease. Since not all relevant nephrotoxicants can be addressed here, we will
focus on two prevalent environmental metal toxicants, cadmium and mercury.
Because of their abundance in the environment and in numerous occupational
settings, exposure of humans to each of these metal toxicants is nearly
unavoidable. The toxic effects of cadmium and mercury have been characterized
extensively and a great deal is known about the mechanisms by which they gain
access to target cells. Based on that knowledge and the frequency of human
exposure, we have chosen to use cadmium and mercury as example nephrot-
oxicants in our discussion of aging and exposure to toxic metals.

As discussed in previous sections, the major age-related change within the
nephron is glomerulosclerosis. As the sclerotic process progresses and
glomeruli become non-functional, this decrease in functional renal mass leads
to hypertrophy of remaining functional glomeruli. Glomerular and tubular
hypertrophy is associated with hyperperfusion and an increase in SNGFR.80

Consequently, the luminal and basolateral surfaces of renal tubular epithelial
cells are potentially exposed to higher levels of xenobiotics, metabolic wastes,
and nephrotoxicants. In addition, these substances may be taken up more
readily by hypertrophied tubular cells because of increases in the expression of
certain cellular transport mechanisms. The increased exposure to, and probable
uptake of, available xenobiotics, metabolic wastes, and nephrotoxicants likely
enhances the risk of hypertrophied tubular cells being affected adversely by
these substances.11 These adverse effects could conceivably lead to additional
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cell death and glomerulosclerosis, which would further reduce the functional
renal mass of the patient.

13.4.1 Cadmium

Cadmium (Cd) is a prevalent environmental pollutant and nephrotoxicant.
Industrial uses of cadmium include manufacture of batteries, pigments,
coatings, and plastics.81 Current regulations regarding cadmium emissions
and disposal have reduced occupational exposure to cadmium, yet the
environments and surrounding areas where cadmium is/was used industrially
remain heavily contaminated. Additionally, the use of this metal in phosphate
fertilizers can leave soil and water heavily contaminated with cadmium residue.
Cadmium concentrates in soils and subsequently accumulates in plants,
particularly root vegetables, as well as grains and tobacco.82 Cadmium is also
present in high concentrations in aquatic animals such as seals and mollusks,
and in crustaceans such as oysters and crabs.82

Diet is the primary means by which the general, non-smoking population is
exposed to cadmium.82 In contrast, individuals who smoke are exposed to this
metal primarily via the inhalation of cigarette smoke due to the high concen-
tration of cadmium in tobacco.82 Each cigarette contains approximately 1–2 mg
of cadmium.83 About 10% of the cadmium contained in a cigarette is inhaled,84

with approximately 50% of that being absorbed in the lungs.85 Therefore, it is
estimated that individuals who smoke one pack of 20 cigarettes each day will
absorb approximately 1–2 mg of cadmium daily.86 Cadmium is also present in
air and drinking water in various regions of the world, although the concen-
tration of cadmium in air is relatively low and drinking water is generally not a
major source of exposure for the general population.82,86,87

In a recent assessment by the US Centers for Disease Control and Prevention,
as part of the NHANES, blood and urine content of cadmium was analyzed
in over 5000 individuals. In individuals over the age of 20, the average blood level
was 0.376mgL�1 while the average urinary concentration of cadmium
was 0.232mgL�1.88 Both urinary and blood levels of cadmium have remained
fairly steady over the past decade. These data suggest that individuals continue
to be exposed chronically to cadmium. Thus, a thorough understanding of the
effects of exposure to cadmium on an organ system is important to overall human
health.

13.4.1.1 Renal Handling of Cadmium

Cadmium appears to gain access to renal epithelial cells by several different
mechanisms. When bound to the metal-binding protein, metallothionein (MT),
it is thought to be taken up via receptor-mediated endocytosis. Cadmium is also
a strong electrophilic cation, which enables it to compete for and interact with
membrane transporters that are involved in the uptake of nutritive metals, such
as calcium, iron, and zinc. Alternatively, cadmium(II) ions may form linear
complexes with select sulfhydryl (thiol)-containing biomolecules, such as
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glutathione (GSH), cysteine (Cys), or homocysteine (Hcy).89,90 These
cadmium-thiol complexes may gain access to cells at the site of membrane
transporters normally involved in the transport of endogenous amino acids,
oligopeptides, organic anions, or organic cations.91,92

Following exposure and absorption, a significant amount of cadmium is
transported to the liver, where it becomes associated with MT to form
CdMT.93,94 It is believed by numerous investigators that when cadmium
induces hepatocellular necrosis, CdMT is released into sinusoidal blood. This is
especially true following acute exposure to nephrotoxic doses. CdMT is filtered
freely at the glomerulus and is then thought to be taken up at the luminal
plasma membrane of proximal tubular epithelial cells via receptor-mediated
endocytosis.92,95–102 This route of uptake appears to be a major route of
proximal tubular entry for cadmium.103 Indeed, the cells of the proximal
convoluted tubule are the primary sites adversely affected by
CdMT.93,97,99,104–108 Following uptake by proximal tubular cells, CdMT is
delivered to endosomes and lysosomes, where Cd21 is dissociated fromMT and
transported into the cytoplasm via the divalent metal transporter 1
(DMT1).96,109 DMT1 is also localized in the luminal plasma membrane of the
epithelial cells lining the ascending thick limb of the loop of Henle, the distal
convoluted tubule, and the principal cells of the cortical collecting duct,110

where it may play a role in the uptake of cadmium ions and lead to adverse
effects within these cells.

Cadmium ions may also be taken up from the proximal tubular lumen by a
mechanism involving ligand exchange. Cadmium may dissociate from MT or
other ligands under certain conditions,111 and the process of ligand exchange
may allow the cadmium ion to exchange from a protein or non-protein thiol to
the binding site of a cation transporter. Certain zinc transporters appear to be
capable of utilizing cadmium ions as substrates. ZIP8 (SLC39A8) and ZIP14
(SLC39A14) have both been identified in the kidney and have been shown
in vitro to mediate the uptake of cadmium ions into cultured renal epithelial
cells stably transfected with either of these carriers.112–115 Cadmium ions and
complexes appear to utilize additional mechanisms to gain access to renal
epithelial cells; however, those mechanisms and processes remain unclear at
present.

13.4.1.2 Renal Effects of Cadmium Exposure

Exposure to cadmium can be assessed by measuring cadmium concentrations
in urine or blood. Urinary excretion of cadmium is considered to be a reliable
indicator of renal and body burden and typically represents chronic levels of
exposure.86,116,117 In contrast, plasma levels of cadmium usually reflect a more
recent exposure, such as one occurring within the previous month.86,116,118

Cadmium has a long half-life within the body, partly due to its incorporation
into bone.81 Therefore, following exposure, decades may be required for
complete elimination of this toxic metal.86
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Following chronic exposure to cadmium, approximately 50% of the total
body stores accumulate in the kidney.119,120 Thus, it is not surprising to find
that this organ is a primary target of cadmium toxicity, which leads to
reductions in GFR and generalized tubular dysfunction (i.e., Fanconi’s
syndrome).116,120,121 One of the earliest signs of renal damage is the presence of
urinary biomarkers, such as b2-microglobulin, N-acetyl-b-D-glucosamidase
(NAG), and kidney injury molecule-1 (Kim-1).116 b2-microglobulin is a low
molecular weight protein that is filtered freely at the glomerulus and is normally
absorbed by proximal tubules.122 Following tubular damage, a small fraction
of b2-microglobulin escapes absorption and is excreted in urine. Alternatively,
NAG is derived from mitochondria within proximal tubular epithelial cells and
thus, following cellular damage, this enzyme is released into tubular fluid for
eventual elimination in urine.123 More recently, Kim-1, which is a trans-
membrane protein not normally detectable in urine, has been shown to be a
useful marker of renal tubular cell injury and/or death.124

Recently, studies have shown that chronic exposure to even low levels of
cadmium can result in early signs of renal toxicity.121,125–129 The earliest sign of
cadmium-induced renal damage is microproteinuria, which is usually identified
by the presence of b2-microglobulin in urine.82,86 After exposure to greater
doses of cadmium, tubular damage is evidenced by the presence of a Fanconi’s
syndrome, which is typically characterized by glucosuria, aminoaciduria,
hyperphosphaturia, and hypercalciuria.82 In addition, the glomerulus is injured
and consequently, GFR declines. This decline results in increased detectable
levels of urinary protein.82,86,130 The incidence of kidney stones also increases in
individuals exposed chronically to (or to larger doses of) cadmium, possibly due
to the increased concentration of calcium in tubular fluid and urine.131 Owing
to the fact that the active form of vitamin D (1,25 dihydroxy-cholecalciferol) is
formed in the kidneys, it is possible that renal damage would impede the
conversion of the inactive form of this vitamin to the active form. Indeed,
studies from cadmium-polluted areas report an association between cadmium-
induced renal damage and lowered plasma levels of active vitamin D.132,133

Interestingly, the renal changes that are observed following chronic exposure to
a low dose of cadmium are similar to those observed with normal aging of the
kidneys.86

13.4.1.3 Aging and the Effects of Cadmium Exposure on the
Kidneys

Epidemiological studies have demonstrated a positive correlation between
age and the renal accumulation of cadmium in individuals exposed chronically
to this metal.128,134 Since the normal filtration capacity of the kidney appears to
decline with aging, exposure of elderly individuals to cadmium appears to
potentiate the negative effects of age-related renal dysfunction. Consequently, it
is reasonable to postulate that exposure of elderly and aged individuals to
cadmium may be especially detrimental to target organs. In aged kidneys, the
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threshold at which nephrotoxic effects are observed may be lower than in the
kidneys of a younger individual. Indeed, it has been suggested that long-term
exposure to cadmium exacerbates the age-related decline in GFR.135,136

Moreover, exposure to cadmium or other nephrotoxicants may further
reduce or completely eliminate the renal functional reserve and the ability of the
remaining functional renal mass to maintain normal homeostasis when
challenged.137–139 Sprague-Dawley rats exposed chronically to oral cadmium
have been shown to have less renal functional reserve than unexposed rats.58

Similarly, in an epidemiological study assessing renal function in cadmium/zinc
smelter workers with detectable amounts of cadmium in their urine, it was
found that age-related reduction in renal functional reserve was enhanced
following exposures to cadmium that resulted in microproteinuria.140

Collectively, these studies suggest that exposure to cadmium, and perhaps
other nephrotoxicants, can abolish renal functional reserve, which may increase
the susceptibility of these individuals to renal failure resulting from other risk
factors, such as hypertension and diabetes.

Given that smoking is a common route of exposure to cadmium, it is not
surprising to find that urinary and blood levels of cadmium increase with age in
current smokers.128,141,142 Individuals who smoke may have blood cadmium
levels as high as 4–5 times greater than that of non-smokers.86 This increased
exposure to cadmium may lead to an increased susceptibility of smokers to the
nephrotoxic effects of cadmium. Furthermore, increased exposure to cadmium
may eventually play a role in the development of chronic kidney disease.

Aging kidneys are often characterized by areas of glomerular and tubular
hypertrophy, hyperfiltration, and glomerulosclerosis. This pathological
scenario is somewhat similar to the experimental model created by a
uninephrectomy. In uninephrectomized animals, the contralateral kidney
undergoes significant compensatory hypertrophy in order to maintain normal
fluid and solute homeostasis.52,143 As part of the compensatory mechanism, the
transcription and translation of numerous proteins, including membrane
transporters and metal-binding proteins (MT1 and MT2), are upregulated
significantly.52,143,144 An increase in the number and/or activity of transport
proteins involved in the proximal tubular uptake of cadmium may enhance the
nephropathy induced by this metal. When uninephrectomized and sham
Sprague-Dawley rats were exposed to cadmium, the renal burden of cadmium
was greater in the contralateral kidney of uninephrectomized rats than in the
corresponding kidney of sham rats.108 In addition, urinary excretion of NAG
and cadmium was greater in uninephrectomized rats than in sham rats.
Furthermore, when a toxic dose of cadmium was administered to each group of
rats, it was found that uninephrectomized rats were more susceptible to the
toxic effects of cadmium than corresponding sham rats.108 Considering these
data, it is logical to suggest that exposure to cadmium following a reduction in
functional renal mass may lead to more severe nephropathy.108

Diseases that affect renal health, such as hypertension and diabetes, are
common in elderly and aged individuals. Therefore, it is important to
understand the relationship between aging, cadmium exposure, and
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superimposed diseases. A link between aging and body levels of cadmium
following chronic exposure has been clearly established. Similarly, numerous
epidemiological and animal studies have provided evidence suggesting an
association between exposure to cadmium and the occurrence and severity of
diabetes.145,146 While diabetes alone may lead to decreased GFR, albuminuria,
and morphological alterations along the nephron.147 chronic exposure to
cadmium may enhance the onset of these negative renal effects.145 Indeed studies
in which normal Sprague-Dawley rats were injected intraperitoneally with
cadmium showed that administration of cadmium induced hyperglycemia.148,149

This hyperglycemia may be the result of increases in levels of the gluconeogenic
enzymes, glucose-6-phosphatase, fructose-1,6-diphosphatase, phosphoenol
pyruvate carboxykinase, and pyruvate carboxylase.149 Exposure of rats to
cadmium chloride also appears to decrease the gene expression and release of
insulin.150–152 Taken together, these studies suggest that exposure to cadmium
may increase one’s susceptibility of developing diabetes. Exposure to cadmium
may also promote the development of signs and symptoms in a diabetic patient.
Diabetes-induced renal pathology may be observed earlier in patients that are
exposed chronically to low levels of cadmium compared with un-exposed
patients. This theory is supported by studies comparing streptozotocin-induced
diabetic Wistar rats and non-diabetic Wistar rats.153 The findings from these
studies showed that urinary levels of protein, NAG, and g-glutamyltransferase
were greater in diabetic rats than in controls, suggesting that renal damage
was more extensive in diabetic rats.153 In addition, diabetic rats were found to
excrete less cadmium in urine and consequently had a greater renal burden of
cadmium than that of non-diabetic rats, suggesting the presence of glomerular
damage.153 In a similar study it was found that exposure of diabetic Sprague-
Dawley rats to cadmium significantly increased the urinary excretion of albumin,
transferring, and IgG.154 In a separate study, varying concentrations of CdMT
were injected into normal or obese hyperglycemic (ob/ob) mice.155 Pathological
signs of nephron damage (proteinuria and calciuria) were observed at lower
concentrations of cadmium in the ob/ob mice than in normal mice, suggesting
that the hyperglycemic state increases susceptibility to cadmium-induced
nephropathy.155

The results of multiple epidemiological studies correlate well with the
aforementioned animal studies and provide additional support for the notion
that exposure to cadmium enhances the renal pathology associated with
diabetes. In a cross-sectional study carried out in the Torres Strait Islands,
located between Australia and New Guinea, investigators identified a strong
positive correlation between urinary markers of cadmium exposure and
diabetic nephropathy.156 Similarly, a cross-sectional study of 1699 Belgian
subjects suggested that diabetic patients may be more susceptible to the
nephrotoxic effects of cadmium.157 Moreover, Åkesson and colleagues assessed
the effect of cadmium exposure on diabetes-induced renal dysfunction in 10 766
subjects and reported that the nephrotoxic effects of cadmium exposure could
be observed at lower levels in diabetic patients compared with non-diabetic
patients.121
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Interestingly, cadmium levels in men and women appear to differ
significantly. The body burden of cadmium in women tends to be significantly
greater than that in men. In a study of healthy Thai men and women, it was
found that the average urinary excretion of cadmium in non-smoking women
was similar to that of men who smoked cigarettes.158 In a study of 57 non-
smoking women, it was found that urinary and blood levels of cadmium
correlated with age and body iron stores.159 Women with lower serum ferritin
were found to have higher levels of cadmium.159,160 In general, women have
lower iron stores than men; when iron stores are low, the divalent metal
transporter 1 (DMT1) in the intestine is upregulated to facilitate increased
intestinal uptake of ferrous iron (Fe21).161 DMT1 has also been shown to
mediate the intestinal uptake of cadmium;161,162 therefore, upregulation of this
carrier could potentially increase the absorption of dietary cadmium ions from
the lumen of the intestine. Indeed, it has been proposed that an increase in
DMT1 expression and consequent increase in cadmium absorption is the
primary reason for the greater levels of cadmium detected in women.158–160

13.4.2 Mercury

Mercury is a toxic metal found in many environmental and occupational
settings. It exists in elemental (metallic), inorganic, and/or organic forms.
Elemental mercury (Hg0) is unique in that it exists as a liquid at room
temperature. Inorganic mercury may be found as mercurous (Hg11) or mercuric
(Hg21) ions, which are usually bonded with anionic species of chlorine, sulfur,
or oxygen to form mercurous or mercuric salts. In the environment, inorganic
mercury is usually found in the mercuric form. Organic forms of mercury
include phenylmercury, dimethylmercury, and monomethylmercury. Of these
forms, methylmercury (CH3Hg1) is the most frequently encountered in the
environment. It is formed primarily when inorganic mercuric ions are
methylated by microorganisms present in soil and water.163–166

Humans may be exposed to mercury in occupational and environmental
settings, as well as through dental amalgams, and medicinal and dietary
sources.163,164,166,167 The majority of human exposure, however, results from
the ingestion of food and water contaminated with CH3Hg1. Much of the
dietary intake of this metal is via ingestion of large predatory fish, such as
northern pike, salmon, swordfish, and shark, which may contain high levels of
CH3Hg1. Upon ingestion, CH3Hg1 is absorbed readily by the gastrointestinal
tract of humans and other mammals.163 Mercuric ions can then enter systemic
circulation where they can be delivered to target organs.

13.4.2.1 Renal Handling of Mercury

Inorganic and organic forms of mercury accumulate readily in the kidney.
While the kidney is the primary site of accumulation of and intoxication by
inorganic forms of mercury, organic forms of mercury, which primarily affect
the central nervous system, also have serious toxicological effects in the
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kidney.168–171 Within this organ, the primary site of uptake and accumulation
of mercuric species is the proximal tubule.166 It should be noted that following
exposure to CH3Hg1, a fraction of absorbed CH3Hg1 will be oxidized within
tissues and cells to form Hg21.172–175 It is also important to note that within
biological systems, mercurous, mercuric, or methylmercuric ions do not exist as
inorganic salts, or in an unbound, ‘‘free’’ ionic state.176 Rather, mercuric ions
are found bonded to one or more thiol-containing biomolecules, such as GSH,
Cys, Hcy, N-acetylcysteine (NAC), and albumin. For Hg21, this bonding
occurs in a linear II, coordinate covalent manner while thiol-conjugates of
CH3Hg1 form linear I, coordinate covalent complexes.179,180

Renal accumulation of as much as 50% of a nontoxic dose of Hg21 occurs
rapidly in the kidneys within a few hours of exposure.177 The vast majority of
this Hg21 accumulates in the epithelial cells of the proximal tubule.166 A
preponderance of data collected in the past decade indicates that mercuric ions
gain access to proximal tubular cells viamechanisms present on both the luminal
and basolateral plasma membranes.178–182 Early studies utilizing isolated
perfused proximal tubules indicate that the primary transportable, biological
form of mercury across the luminal membrane of the proximal tubule is a Cys
S-conjugate (Cys-S-Hg-S-Cys).183–185 Additional studies in isolated perfused
tubules indicate that amino acid transporters located in the luminal plasma
membrane are likely involved in the uptake of mercuric conjugates from the
tubular lumen.178,179 It has been hypothesized that since Cys-S-Hg-S-Cys is
similar in size and shape to the amino acid cystine, this mercuric conjugate may
be a substrate of a cystine transporter. Studies using Madin-Darby Canine
Kidney (MDCK) cells stably transfected with the sodium-independent cystine
transporter, system b0,1, provide strong evidence implicating this carrier in the
uptake of Cys-S-Hg-S-Cys from the lumen into the proximal tubular cell.186

Similar studies have also identified the Hcy S-conjugate of Hg
(Hcy-S-Hg-S-Hcy) as a substrate for system b0,1.187 To our knowledge, a
sodium-dependent mechanism for the luminal uptake of Cys-S-Hg-S-Cys and
Hcy-S-Hg-S-Hcy by proximal tubular cells has not yet been identified. In
contrast, experimental evidence from Xenopus laevis oocytes indicates that Cys-
and Hcy-S-conjugates of CH3Hg1 (Cys-S-CH3Hg1 and Hcy-S-CH3Hg1

respectively) are substrates of the sodium-dependent amino acid carrier,
system B0,1.188 Currently, there are no experimental data supporting a role for
system B0,1 in the uptake of Cys-S-Hg-S-Cys or Hcy-S-Hg-S-Hcy.188

Approximately 40–60% of the mercury that accumulates in proximal tubular
cells is taken up at the basolateral plasma membrane.180,182,185,189–192

Numerous in vitro studies using cultured MDCK cells stably transfected with
the organic anion transporter (OAT)-1 provide strong evidence indicating that
mercuric conjugates of Cys, Hcy, and NAC (NAC-S-Hg-S-NAC) are taken up
by this carrier.193–203 Cys-S-Hg-S-Cys has also been shown to be a trans-
portable substrate of another isoform of OAT, namely OAT3.204 Both, OAT1
and OAT3 are localized in the basolateral plasma membrane of proximal
tubular epithelial cells.195,196 Based on published reports, it appears that
OAT1 is the primary mechanism involved in the basolateral transport of
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Cys-S-Hg-S-Cys, NAC-S-Hg-S-NAC, and Hcy-S-Hg-S-Hcy into proximal
tubular cells.180,181,185,189–192,204–206 In addition to conjugates of inorganic
mercury, Cys-, NAC-, and Hcy-S-conjugates of CH3Hg1 have also been
identified as substrates for OAT1.201–203 Collectively, these data provide strong
support for a role of OAT1 and OAT3 in the basolateral uptake of certain
mercuric complexes.

Once mercuric ions gain access to the intracellular compartment of cells, they
form strong bonds with protein and non-protein thiol-containing biomolecules.
Intracellular mercuric ions also induce, and bind to, MT and/or GSH.207,208

Bonding to these biomolecules often prevents or reduces greatly the export of
mercuric ions from the cell. However, it is well-documented that mercuric ions
can be extracted from renal tubular cells following treatment with a metal
complexing agent, such as 2,3-bis(sulfanyl)propane-1-sulfonic acid (formally
known as 2,3-dimercaptopropane-1-sulfonic acid, DMPS)209 or 2,3-dimer-
captosuccinic acid (DMSA).209–214 It is thought that DMPS and DMSA gain
access to proximal tubular cells at the basolateral membrane via OAT1, OAT3
and/or the sodium-dependent dicarboxylate transporter (NaC2).215–218 It is
hypothesized that once internalized, DMPS and DMSA form complexes with
intracellular Hg21 and these complexes are then exported across the luminal
membrane via the multidrug resistance-associated protein 2 (MRP2). In a
recent study, TR� rats, which lack Mrp2, were exposed to a non-nephrotoxic
dose of HgCl2 and treated subsequently with DMPS or DMSA. The results of
this study provided strong evidence for a role of Mrp2 in the DMPS- and
DMSA-mediated extraction of mercuric ions from proximal tubular cells.219,220

In addition, in vitro studies utilizing inside-out, brush-border membrane vesicles
prepared from Sf9 cells transfected with human MRP2 provided direct evidence
indicating that DMPS- and DMSA-S-conjugates of Hg21 are transportable
substrates of MRP2.219,220 Mrp2 also appears to play a role in the NAC-mediated
extraction of mercuric ions following exposure to CH3Hg1.221 In vivo studies in
TR� rats suggest that Mrp2 plays a role in the transport of CH3Hg-S-NAC from
within proximal tubular cells into the tubular lumen.222 The ability of Mrp2 to
utilize CH3Hg-S-NAC as a substrate was also shown directly via studies using
inside-out, brush-border membrane vesicles prepared from the kidneys of TR�

rats.222 Similarly, Mrp2 has been implicated in the DMPS- and DMSA-mediated
elimination of CH3Hg1 from proximal tubular cells using TR– rats and inside-
out, brush-border membrane vesicles from MRP2-expressing Sf9 cells as
experimental models.223 Collectively, these data provide strong support for the
hypothesis that MRP2 plays an important role in the renal elimination of
mercuric ions following exposure to forms of Hg12 or CH3Hg1.

13.4.2.2 Renal Effects of Mercury Exposure

Exposure to all forms of mercury can have nephrotoxic effects;168–171 however,
exposure to conjugates of inorganic mercury induces the most severe acute
nephropathy. Following exposure to a low dose of HgCl2, cellular damage can
be observed in the pars recta of the proximal tubule, suggesting that this region
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of the nephron is the most sensitive to the toxic effects of mercury.166 Exposure
to higher doses of HgCl2 not only results in more rapid induction of cellular
necrosis, but also leads to necrosis in the pars convoluta and distal segments of
the nephron.224,225 Following exposure to a nephrotoxic dose of mercury,
injury can be detected at the cellular level in pars recta segments in as little as
three hours.226 Changes in mitochondrial structure are evident and pyknotic
nuclei can be identified. After six hours, cells begin to lose microvilli, mito-
chondrial swelling worsens, and dilation of the endoplasmic reticulum can be
detected.224 Reductions in enzymatic activity in the pars recta have also been
reported.225 Twelve hours after exposure to HgCl2, electron microscopic
analyses of cells reveal rupture of the plasma membrane, loss of microvilli,
decreased contact with the basement membrane, and loss of cell shape.227 After
24 hours, cellular fragments can be identified in the tubular lumen, junctional
complexes between cells are absent, and nuclear structure is compromised.225–227

When tubular epithelial cells are injured and die, numerous brush-border and
intracellular enzymes, such as alkaline phosphatase, g-glutamyltransferase,
lactate dehydrogenase, aspartate aminotransferase (AST), and alanine amino-
transferase (ALT) can be detected in urine.213,228–232 As the extent of mercury-
induced renal injury progresses, there is also a simultaneous increase in the
urinary excretion of mercuric ions.233–235

Exposure to HgCl2 can also have detrimental effects on glomeruli. Hall and
colleagues236 exposed rats to a non-nephrotoxic dose of HgCl2 for 21 weeks. At
the end of the exposure period there were no significant differences in the
parameters of renal function (i.e., plasma urea nitrogen, plasma creatinine,
protein excretion); yet significant histological changes were noted in the
kidneys. Tubular, interstitial and glomerular lesions were found to be
significantly worse in rats exposed to HgCl2 than in control animals.236

Similarly, in rats exposed to methylmercury over a two-year period, fibrotic
changes were identified in a fraction of glomeruli.237 In addition, deposits of
IgG, IgM, and C3 were detected along the glomerular basement membrane,237

suggestive of the development of membranous glomerulonephritis.166,238–240

Glomerular changes such as fibrosis and glomerulonephritis often lead to
reductions in GFR. Therefore, it is not surprising that following exposure to
mercury, reductions in GFR have been observed.224,241

Based on these studies, it is clear that acute and chronic exposure to mercuric
compounds has numerous, deleterious effects in the kidneys. Considering that
aged and elderly individuals have reduced functional renal mass (due to
glomerulosclerosis, tubular atrophy, and interstitial fibrosis), it is possible that
exposure of these individuals to mercuric compounds may be even more
detrimental to renal health.

13.4.2.3 Aging and the Effects of Mercury Exposure on the
Kidney

Although the aged and elderly make up a significant percentage of the popu-
lation, and exposure to mercury and mercuric compounds appears to be
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increasing, little is known about the relationship between aging kidneys and the
renal effects of mercury exposure. Several in vitro studies suggest that
accumulation of mercuric ions is greater in aged animals than younger animals.
Hirayama and Yasutake242 exposed C57BL/6N mice, ages two weeks to
45 weeks, to a single dose of methylmercury and found that accumulation of
mercuric ions was greater in older mice than in younger mice. This study also
found that urinary excretion of mercury was lower in older mice, suggesting
that more mercury was retained within the kidneys and other organs.242

Interestingly, increases in the expression of MT and GSH, which have been
shown to occur with aging, may lead to increased binding and retention of
mercuric ions within target cells.243

As the kidneys age, the total number of functioning nephrons decreases
significantly. This decline in functional renal mass is somewhat similar to an
experimental model in which animals are uninephrectomized. Although the
uninephrectomized rat model does not mimic exactly the changes that occur in
an aging kidney, similarities exist between the two systems. In each, a
significant number of nephrons are lost and remaining nephrons must go
through a compensatory, hypertrophic phase in order to maintain normal fluid
and electrolyte homeostasis.51,52,143 It has been suggested by a number of
investigators that hyperfiltration and hyperperfusion occurring in hyper-
trophied nephrons may result in these nephrons being exposed to higher levels
of potential nephrotoxicants such as mercury. This increased exposure may
increase the susceptibility of these nephrons to the deleterious effects of
mercury or other nephrotoxicants.231,244–250

Several studies in uninephrectomized rats support the idea that hyper-
trophied nephrons are more sensitive to the toxic effects of mercury. Ramos-
Frendo and colleagues246 exposed uninephrectomized and sham rats to a
nephrotoxic dose of HgCl2 and found that the development of acute renal
failure was more pronounced in uninephrectomized animals than in sham
animals. Similarly, Houser and Berndt244 exposed uninephrectomized and
sham Sprague-Dawley rats to a nephrotoxic dose of HgCl2, following which
they assessed renal susceptibility to mercuric ions. Exposure to HgCl2 included
glomerular and tubular dysfunction, which appeared to be more severe in
uninephrectomized rats than in sham rats.244 In a separate, more detailed study
using uninephrectomized and sham Sprague-Dawley rats exposed to a neph-
rotoxic dose of HgCl2, it was discovered that mercuric ions were redistributed
within the kidney following uninephrectomy. The concentration of mercuric
ions was greater in the renal cortex and outer stripe of the outer medulla in
uninephrectomized rats than in sham animals.245 Not surprisingly, the urinary
excretion of mercury (per kidney) was greater in uninephrectomized rats than
in shams.244,245 A similar study was carried out in uninephrectomized and sham
Long Evans hooded rats, which were exposed to nephrotoxic doses of HgCl2.

231

It was found that mercury-induced proximal tubular necrosis was more
extensive in uninephrectomized animals than in sham animals. In addition, the
urinary excretion of cellular enzymes and plasma proteins, including lactate
dehydrogenase, g-glutamyltransferase and albumin, was greater in
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uninephrectomized animals than in sham animals.231,251 Collectively, the
results of these studies indicate that kidneys of animals with reduced renal mass
are more susceptible to the toxic effects of mercury. Similarly, elderly and aged
individuals who have reduced renal function, due to normal aging processes
and/or superimposed disease processes may be more susceptible to renal injury
following exposure to a nephrotoxicant such as mercury.

Chronic kidney disease, which may lead to end-stage renal failure, frequently
affects the elderly and aged population. This disease, which is often caused by
uncontrolled diabetes and hypertension, is characterized by a progressive and
permanent loss of functioning nephrons. In the United States, which has one of
the highest rates of chronic kidney disease in the world,252 nearly 50% of
patients with this disease are over the age of 65.253 Because many patients in the
early stages of chronic kidney disease are asymptomatic, a diagnosis is often
not made until renal function has been compromised significantly and GFR is
well below the normal range. During this period, patients may continue to be
exposed to nephrotoxicants such as mercury. Such exposure may enhance
morbidity and mortality as these patients may be more sensitive to the toxic
effects of mercury. In rat models of chronic kidney disease (i.e., 75% neph-
rectomy), the disposition of mercuric ions differs significantly from that in sham
or uninephrectomized animals.254 The renal accumulation of mercuric ions has
been shown to be significantly lower in 75% nephrectomized rats compared
with uninephrectomized rats. This finding is likely related to the fact that GFR
is reduced more in 75% nephrectomized rats than in uninephrectomized rats.
Based on these data, it has been suggested that the uptake of a large fraction of
the mercuric ions that accumulate within the kidney is dependent upon
filtration of these ions at the glomerulus.251,254 A reduction in GFR would be
expected to decrease the amount of mercury filtered at the glomerulus and
presented to the tubular epithelial cells. This theory is consistent with the
finding that the concentration of mercuric ions in blood is significantly greater
in 75% nephrectomized rats than uninephrectomized or sham rats. Inter-
estingly, the hepatic accumulation and fecal excretion of mercury have been
shown to be significantly greater in 75% nephrectomized rats than in sham or
uninephrectomized rats. The increased concentration of mercuric ions could
enhance the injurious effects of mercury in hepatocytes, which may lead to a
decline in overall health.251,254

13.5 Summary

The aging process in the kidneys has been studied and characterized
extensively. It is well known that glomerulosclerosis leads to decreases in GFR
and RBF. However, there is little information regarding the response of aged
kidneys to environmental toxicants such as cadmium or mercury. Because of
the prevalence of these metals in the environment, human exposure is nearly
unavoidable. Furthermore, it is well-known that acute and chronic exposures
to each of these toxic metals can be detrimental to the kidneys of normal adults,
thus it can be postulated that exposure of the elderly and aged to these metals
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may lead to additional reductions in renal function. Individuals with
compromised renal function, either from aging, disease, or a combination of
aging and disease, are especially susceptible to nephrotoxicants. The few studies
available have demonstrated an association between exposure to mercury or
cadmium and an increase in the incidence and severity of renal disease. It is
important to note that early signs of renal dysfunction often go unnoticed, thus
individuals with reduced renal function are often unaware that they are at risk
during the early stages of disease. Exposure to nephrotoxicants may occur
during this early period, and this exposure may be especially detrimental to
these individuals. Therefore, a thorough and complete understanding of the
way in which nephrotoxicants are handled by aging kidneys is of utmost
importance. Because of the paucity of data available on this topic, additional
studies are clearly necessary.
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CHAPTER 14

Age Related Effects of Cadmium
and Possible Roles in Aging
Processes

BRUCE A FOWLER

ICF International, Fairfax, VA 22031, USA
E-mail: drtox@earthlink.net

14.1 Introduction

14.1.1 Cadmium Exposures

The element cadmium (Cd) is atomic number 48 in the Periodic Table of
Elements and is used in a wide variety of industrial applications, including
batteries, solar cells, and various alloys.1 It is also found as a contaminant in
super phosphate fertilizers and municipal sewage sludge,2 where it may be
taken up by certain food crops such as rice, leafy green vegetables, and tobacco
plants.1,2 In addition, filter feeding shellfish, such as oysters, have been found to
accumulate Cd from seawater.3,4 Organ meats from the liver and kidneys of
livestock1 also accumulate cadmium, depending on dietary feed stocks. Stat-
istical associations between dietary intakes of cereals, leafy green vegetables,
organ meats, yams, and tofu with urinary Cd were reported in a study of 191
premenopausal women.5 Interestingly, consumption of tofu showed the
strongest association in this study.
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14.1.2 Cadmium from Diet and Tobacco

The main sources of human exposure to Cd are from consumption of food items
containing Cd and from use of tobacco products such as cigarettes. The latter
can greatly increase body burden.5,6 The absorption of Cd from dietary
exposures is of the order of 5–10%, while inhalation absorption from sources
such as tobacco smoke is estimated to be of the order of 50%.1 The reduction in
smoking rates in the US has recently been shown7 to reduce urinary Cd excretion
patterns. Several factors have been reported to be associated with differences in
Cd uptake. Low iron status has been shown to exert a marked increase in uptake
of Cd from the gastrointestinal tract.8–12 Race and ethnic differences among
women of child bearing age have also been reported,13 with higher Cd uptake
levels among Hispanics and African Americans. These factors may have
important health consequences for these sub-populations at later life stages.
A recent study,14 which modeled the National Health and Nutrition Exam-
ination Study (NHANES) dataset for urinary Cd in a representative sample of
the general US population from ages 2–70 years, showed that dietary uptakes
varied as a function of age and gender, with females showing approximately
2-fold greater uptake than males. Even though Cd uptake among females was
higher, both genders showed marked increases in urinary Cd concentrations in
the 6–11 year old age range, followed by a monotonic increase throughout later
years. These increased uptakes in early life are potentially of great importance
since Cd has an estimated half-life in the human body of the order of decades.
Thus early life exposures may have health impacts in later years and may impact
a number of diseases associated with old age, as well as the aging process itself.

This chapter will review a number of human health studies which have
evaluated human exposures to Cd, accumulation of this element in various
organ systems, and known health outcomes associated with Cd in the elderly.
These results will be compared with those from experimental animal studies
which examined accumulation of toxic effects of Cd as a function of age, to
assess similarities and differences. Studies focused on the mechanisms of Cd-
induced toxicity/carcinogenicity will be evaluated in order to understand the
organ system effects of this element at the target cell level of biological
organization. Finally, the chapter will include a discussion of how available
data from these studies may suggest roles for Cd in contributing to the aging
process itself15 through the production of oxidative stress16 in target cell
populations of major organ systems such as the kidney, lungs, skeleton,
endocrine/reproductive, and visual and cardiovascular systems.

14.2 Cadmium Accumulation and Effects in Humans

14.2.1 Kidney and Skeletal Effects

14.2.1.1 Role of Gender

Early occupational studies in Japan of Cd-exposed workers1,17 and multiparous
elderly women consuming Cd-contaminated rice demonstrated age-related
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accumulation of Cd in kidneys; this was associated with tubular proteinuria,
calciuria, and an osteomalacia, known in Japan as Itai-itai disease.1 Similar
losses of bone mineral density have been reported among older females with
environmental exposures to Cd in Thailand18 and Korea,19 but not Poland.20

Other studies from the US using data from the NHANES III21 showed that
long-term exposure to environmental cadmium levels was associated with
increased bone mineral loss, increased serum levels of follicle stimulating
hormone (FSH), and urinary cadmium concentrations in women in the 42–60
year old age group, suggesting that a complex set of factors may be involved in
the degree of bone mineral loss in females. It is generally agreed that the skeletal
effects of Cd are primarily related to renal toxicity of Cd and depletion of
calcium body stores since osteomalacia has also been observed in battery
workers who were occupationally exposed to Cd,1 but Cd-induced hormonal
disruptive effects may also play a role at the level of bone cells.

As noted,14 age and gender comparisons from the NHANES studies, which
are representative of the general US population, demonstrated that females had
much higher urinary cadmium concentrations than males. The data show a
marked increase in urinary concentrations of Cd in the 6–11 year old age group,
with females approximately twice as high as males, followed by a monotonic
rise into the 8th decade of life. It is worth noting that since Cd has a half-life in
humans of the order of decades, the early accumulation pattern may well have
health consequences in later life. More recent studies from Japan22 showed
similar age-related increases in both blood and urinary Cd as function of age in
women from the general population. Urinary Cd more closely correlated with
proteinuria biomarkers than blood Cd. Other studies15 also reported gender
related findings using scalp hair as the biomonitoring matrix for Cd, with
females showing higher concentrations than males. The authors also suggested
an age-dependent hair accumulation of Cd and suggested that it, along with
other toxic elements such as arsenic and mercury, may play a role in aging and
even increase the rate of aging. Other Japanese studies23 which measured
urinary markers of oxidative stress, such as 8-OH deoxyguanosine (8-OHDG),
found that these markers were positively associated with urinary Cd and
negatively associated with selenium. The probable role of Cd-induced oxidative
stress in mediating the target organ system effects of Cd and the more global
associations of Cd with age-related disease processes will be discussed in greater
detail in following sections. As noted, the effects of Cd on target organ systems
in humans, such as the kidneys, lungs and skeleton, have been appreciated for
many years, but Cd is a broad-spectrum toxic agent that is increasingly being
recognized to produce toxicity in a number of other organ systems, as discussed
in the following sections.

14.2.2 Effects on the Blood Vasculature

More recent studies have also demonstrated effects on cells of the blood
vasculature24–27 and the retina.28–31 In agreement with these laboratory findings,
several large scale epidemiological studies32–34 have reported associations of
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increased risks of hypertension, stroke, and peripheral vascular disease and
environmental exposures to Cd in adult populations from the US and Thailand.
Reported data also suggest an increase in risk of breast cancer.35 The breast
cancer effects could be related to the known endocrine disrupting effects of Cd36

and to the increased presence of the cadmium-binding protein, metallothionein,
in breast cancer cells.37 A similar increase from Cd may be present in the risk of
human prostate cancer38 as shown from cadmium studies in animals, discussed
later. Taken together, these data indicate that Cd exerts a broad spectrum of
health effects that most commonly present themselves in the elderly, with a
generally greater manifestation of effects in females.

The putative roles of Cd in mediating the morbidity and mortality of these
major diseases are of potentially great public health importance and cost to
society. The following sections, which provide a brief overview of data from
in vivo animal studies and in vitro tests systems, provide further experimental
support for hypotheses suggesting an important role for this toxic element both
in mediating common diseases which typically manifest themselves in the later
decades of life, and in the aging process itself.

14.3 Cadmium Accumulation and Effects in

Experimental Animal Studies

14.3.1 Rodent Studies

14.3.1.1 Effects of Age and Gender

Wada and colleagues39 studied the accumulation of Cd in various organs of
hamsters aged 3–27 months in relation to Cd binding to the metallothionein
fraction following a short-term injection protocol. They reported increased
accumulation of Cd in the liver as a function of age, but that the kidney
accumulation of Cd was elevated in younger animals but attenuated in older
animals. These accumulation patterns followed Cd binding to MT, which was
suggested to be responsible for observed Cd accumulation patterns. These
studies suggested both organ- and age-related differences in the accumulation
of Cd. Rho and Kim40 reported that anti-oxidant dietary grape formulations
exerted marked attenuation of age-relatedand Cd-induced oxidative damage
and enhancing effects on anti-oxidant enzyme systems in rats of 16, 18, and 20
months of age. Other studies by Ninomiya, et al.41 in 10 and 40 week old female
rats given SC injections of 0, 0.3, 0.9, or 2.7 mg kg�1 showed dose-related
increases in liver accumulation in the 10 week old animals but attenuated Cd
accumulation of Cd in livers of the 40 week old animals, which was associated
with increased renal accumulation of Cd at the high Cd dose level in this age
group. The results of these studies indicate a marked age difference in response
to Cd treatment.

There have been a number of in vivo experimental studies in rodents over
the last three decades indicating that older animals are more susceptible
to cadmium-induced target organ toxicity than younger animals.42–44 Renal
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damage has been related to mitochondrial gene deletion in rats45 and found to
accelerate age-related changes in mitochondrial DNA in kidney epithelial
cells.46,47 Other studies48 on renal metabolism of calciotropic hormones in aged
female rats indicated marked decreases in serum 25OH vitamin D and 1,25 di-
OH vitamin D and in 1,25 di-OH vitamin D in the renal mitochondrial fraction.
These changes were associated with increases in calcitonin and parathyroid
hormone. These data were correlated with decreases in renal GFR and altered
bone mineralization and suggest that long-term low dose exposure to Cd may
produce the known bone demineralization secondary to renal damage via this
physiological mechanism.

Studies by Yang et al.49 have also noted cadmium-induced death in
mesangial cells via an apoptotic pathway involving Ca21 release from the ER
and cellular autophagy. Other studies50 have reported that Cd exposure
produces altered insulin metabolism via pancreatic toxicity, possibly leading to
renal vascular damage secondary to development of some forms of diabetes.

Organs, such as the testes51 are also sensitive to Cd toxicity, and Cd may
hence play a role in declining sperm counts observed in modern male popu-
lations in developed countries. Ototoxicity from Cd exposure52 is another
important effect that clearly has implications for elderly populations.

14.3.2 Effects of In Utero Exposures

Studies in rats concerning the effects of in utero exposure to Cd have reported
decreased body size.53 Other studies54 have reported delayed effects in renal
function of offspring of female rats treated with Cd via the oral route
throughout gestation. The changes were not observed until postnatal day 45
and renal failure, characterized by decreased GFR and altered excretion of
electrolytes, was observed at postnatal day 60. The importance of these data
rests with the growing appreciation that in utero exposures to toxic agents, such
as Cd, may produce deleterious delayed health consequences at later life stages.

Cadmium exposure has also been demonstrated to produce cancer in
experimental animals and IARC has designated Cd a human carcinogen55

based on combined lines of evidence. The results of these investigations are also
consistent with the observations from analogous studies in humans and provide
further impetus for examining the effects of Cd at later stages in life and
considering the elderly as a subpopulation at special risk for Cd toxicity. In
addition, the observed low-dose effects of Cd exposure in exacerbating the
effects of the aging process on important organ systems, such as the kidneys,
blood vasculature, lungs and skeleton, suggest an important set of inter-
relationships from the perspective of public health. The relevance of cadmium
in development of cancer is an obvious concern in elderly populations. Further
research concerning the roles of Cd as a factor in mediating aging processes of
target organ systems disease is clearly warranted. As discussed in the following
section, Cd-induced production of reactive oxygen species (ROS) in target cell
populations appears to play a major role in the mechanisms of Cd toxicity. The
attenuating effects of cellular antioxidant systems, metallothionein, and the
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stress protein response must also be considered in developing mode of action
risk assessment strategies. This observation is of particular importance for
elderly organisms in which such protective cellular systems may be diminished
as a result of the aging process itself combined with marginal nutritional status.

Based on the information from the human and animal studies discussed it is
clear that there are a number of analogous organ system effects that are
produced by environmental or low-level exposures to Cd. Furthermore, these
effects seem to exacerbate similar effects produced by the aging process, such
that organisms at later life stages may be rendered as sensitive subpopulations.
This observation has important implications for risk assessment strategies to
protect the public health.

14.4 Molecular Mechanisms of Cadmium Toxicity

14.4.1 Roles of Cd-Induced Oxidative Stress and Anti-Oxidant

Systems

In order to make a clear linkage between Cd exposures and observed target
organ toxicities, it is essential to have an understanding of the underlying
mechanisms of action and factors, such as age, that may modulate the shape of
the dose–response curve for a given toxicological endpoint. Cd is a broad-
spectrum toxic agent which may affect a number of intracellular systems. Cd-
induced production of ROS, leading to oxidative stress, appears to play a
central role in mediating a number of these effects, which include induction of
cellular anti-oxidant systems such as glutathione (GSH), superoxide dismutase
(SOD), and the metal-binding protein metallothionein (MT). Attenuated
control of ROS leads to alterations of cell signaling pathways which regulate
cellular replication and cell death by induction of apoptosis. The health
consequences of these events may hence include cancer and physiological
decrements in target organ function commonly associated with old age. It must
be noted that all of these cellular processes are inter-related and the timing and
degree to which these important processes become engaged appear to be largely
regulated by production of ROS and the ability of cells to sequester Cd21 ions
and regulate the production and activity of ROS.

14.4.1.1 Insulin Signaling Pathway Effects

There are a number of papers describing relationships between genes regulating
longevity in the worm C. elegans and Cd exposure in vitro. Studies by Barsyte
et al.56 described the interaction of the insulin-like receptor protein DAF-2,
AGE-1 and DAF-16 in mediating resistance to a number of cellular insults
which produce oxidative stress. In particular, they found that mutations in daf-
2 and age-1, but not daf-16, increased resistance to Cd ion toxicity in a 24-hour
assay. They also found that induction of MT1 and MT2 was markedly higher
in daf-2 mutant worms. They concluded that the insulin signaling pathway
determines lifespan in this species by modulating stress-related proteins such
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as MT. Regulation of MT hence also influences susceptibility to Cd toxicity in
this species. Subsequent studies by Wang et al.57 studied the combined effects
of Ca and Cd on the lifespan of C. elegans and found that the combination of
these elements increased oxidative damage and resulted in the induction
of hsp-16. They observed that a mutation in daf-16 increased the toxicity of
Ca/Cd on lifespan while mutation of daf-2 attenuated the combined effects of
Ca/Cd mixtures on life span. Other studies by Tvermoes et al.,58 who examined
the metal-inducible genes numr-1 and numr-2, also demonstrated their role in
mediating Cd resistance and increasing C. elegans’ lifespan. These findings are
of interest in that these genes also act through interactive effects on the insulin
signaling pathway in this species with daf-16 and skn-1.

Studies using mammalian cells from long-lived mouse systems59 have also
reported increased resistance to oxidative stress produced by agents such as Cd
and that these systems also produce reduction of the insulin/GF-1FOXO
pathway, which is connected to several other cell signaling pathways. The linkage
with the insulin signaling pathways in relation to longevity in both C.elegans and
long-lived mice is intriguing and seems to suggest an inter-connection with
formation of ROS generated by agents such as Cd at a basic molecular level.
Studies by other investigators60,61 using cells from long-lived mice have also
demonstrated resistance to Cd-induced oxidative stress, but the results high-
lighted the complexity of this resistance at several levels of biological organ-
ization and the involvement with cell signaling pathways, including the induction
of immediate early genes in response to Cd exposure. These investigators62 also
noted the important protective roles played by cellular anti-oxidant systems in
mediating oxidative stress and consequently the aging process.

Studies in mammalian systems have shown similar effects in relation to
regulation of the anti-oxidant response element (ARE) by the transcriptional
factor nrf2 in long-lived Snell dwarf mice.63 The anti-oxidant systems of these
mice (e.g., glutathione) are elevated, and treatment of cells from control mice
with an inducer of oxidative stress (arsenite) also increases resistance to other
oxidative stress inducers such as Cd. The authors suggest that the enhanced
activity of genes regulated by the Nrf2/ARE may confer stress resistance in cells
from the Snell dwarf mice and hence increase longevity.

14.4.2 Oxidative Stress, Protein Turnover and Chromosomal

Effects

Other recent studies64 on mouse embryo fibroblasts have demonstrated, using
system-based gene expression systems, the confirmation of ROS formation in
response to in vitro Cd exposure, which was associated with alterations in cell-
cycle regulation and disruption of the ubiquitin–proteosome system in these
cells. The importance of these data rests with a more complete understanding of
the mechanisms and consequences of Cd cellular toxicity to essential cellular
machinery that is also intimately involved in the aging process, systemic chronic
diseases, and cancer.
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Studies using cultured lymphocytes from young (18–30 years) and old (80–93
years) persons65 exposed to Cd demonstrated that those from the older group
had increased decondensation in both facultive and constitutive regions of the
heterochromatin relative to that observed in lymphocytes from younger
persons. These data suggest that heterochromatin remodeling processes are
altered as a function of age and that consequently the effects of metals, such as
Cd, on these processes will be changed.

It is important to note that Cd exposure may also alter epigenetic
mechanisms of cell injury and cancer. Doi et al.66 recently reported down-
regulation of the DNA methyl transferase gene (DNMT3A/3B) in chick
embryos incubated with Cd for 60 hours and harvested at a 4 hour time point
relative to saline controls. They also reported decreased immunoreactivity of
50-methyl cytidine (50MeC) at this time point. The 4 hour time point is an
important time period in body wall formation in the chick, and these epigenetic
effects may underlie Cd-induced formation of ventral body wall defects in chick
embryos. Other recent reports67 have noted the importance of Cd-induced
formation of ROS in mediating the carcinogenic effects of Cd, which results in a
panoply of effects on signal transduction pathways, DNA damage, and the
roles of antioxidant systems, stress proteins, and molecular regulatory factors
in mediating these effects. Again, age-related attenuation of these protective
systems may facilitate the development of Cd-induced cancer in elderly
individuals.68

14.5 Potential Roles of Cadmium in Aging Processes

It is clear from the previous discussion that Cd could play a role in the aging
process/longevity via formation of ROS and that older organisms, including
man, have a more limited capacity to deal with Cd-induced cell injury following
lifetime exposures to this element. This limited ability appears to be largely a
function of attenuation of cellular antioxidant systems, such as GSH and SOD,
but also includes limitations in the stress protein response including synthesis of
MT. The net result of this interaction between Cd exposures and the aging
process is that older organisms are more susceptible to the toxic effects of Cd on
target organ systems, such as the lungs, kidneys, blood vasculature, and
skeleton. Hence future risk assessments for Cd should take the elderly into
account as a sensitive subpopulation. In addition, based on the previous
discussion, the female gender seems to be at elevated risk for Cd toxicity, and
further research is needed to understand the mechanisms underlying these
gender-specific effects.

14.6 Summary and Conclusions

Based on the evidence, it is clear that Cd is a broad-spectrum toxic agent
that accumulates in people over the course of a lifetime and affects a number
of organ systems. These effects usually manifest themselves in the later stages
of life. Females appear to be a subpopulation at particular risk. From
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experimental animal and cellular studies, Cd-induced production of oxidative
stress in target cell populations is a major underlying cause of toxicity, which
seems to occur largely by the process of apoptosis. The toxic effects of Cd are
modulated by cellular anti-oxidant systems and binding to MT. It appears that
the capacity of these protective molecular systems attenuates with age, and
these systems may play a role in the manifestations of toxicity which occurs
in the elderly from life-tem exposures to this element. In addition, it has been
hypothesized that Cd, which is present in all living organisms, may actually
play a role in the aging process itself by persistent production of oxidative stress
in target tissues until the capacity of anti-oxidant systems becomes depleted.
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CHAPTER 15

Lead Exposure and
Osteoporosis: Mechanisms
and Clinical Manifestations
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15.1 Introduction

Lead exposure and osteoporosis represent two of the most widespread health
concerns facing the people of the United States and the world. These two
entities are inextricably linked by virtue of the fact that almost all of the lead in
humans resides in their skeleton. Yet the toxic effects of lead on the musculo-
skeletal system have been an under-investigated topic. As we better
understand the interrelationship between environmental toxins and the
skeleton, it should improve our ability to diagnose and treat bone diseases such
as osteoporosis.

Osteoporosis is a disease characterized by an increased risk of skeletal
fracture. The underlying causes for the increased risk are numerous; however,
the two most important contributing factors are a decrease in bone mass and
bone quality. Bone mass is measured with techniques that can assess the
mineral density at susceptible skeletal sites. The lower the bone mineral density,
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the higher the risk of fracture. Bone quality is an encompassing term that
relates to the micro architecture of bone, the organic composition of the tissue,
the degree of mineralization and the ability to repair micro damaged areas.
More recent data has begun to show that environmental agents such as lead can
contribute to decreases in both the mass and quality of the skeleton.

Lead, in its ionic form, affects the functioning of both bone forming cells
(osteoblasts) as well as bone resorbing cells (osteoclasts). However, it appears
that the effects of this heavy metal are more deleterious on the action of
osteoblasts and as such, the normal remodeling process in humans can be
compromised. That is, lead decreases the rate of new bone formation relative to
the rate of bone resorption and the skeleton loses mass and quality over a
lifetime. Interestingly, since lead is stored in the osseous compartment, it is
possible to observe harmful effects on bone, even at blood levels that could be
considered normal.

In this treatise we will explore the issues of lead in our environment, its route
of exposure and accumulation in the skeleton. We will also discuss how this
toxin affects the cells of bone to predispose exposed individuals to an increased
risk of osteoporosis.

15.2 Lead in the Environment

The widespread use of lead in manufacturing, gasoline, paints and plumbing
has led to its dispersal throughout the environment.1,2 Lead persists in the
environment as it binds to soil and cannot be broken down.3 No safe lower
limit of lead exposure has been found and in fact, recently, the Center for
Disease Control in the United States has issued a statement acknowledging
this. Lead can affect virtually all organs and systems, causing adverse effects in
the reproductive system and kidneys, and exerting a wide variety of neuro-
logical and cognitive effects, as well as being a potential carcinogen. We believe
that we have identified another target of low level lead exposure that may be
affecting the morbidity of a large part of the population, i.e. the structural
skeleton responsible for mechanical support.

15.2.1 Is Lead a Physiologically Important Environmental

Toxicant?

The answer is a definitive yes. And it may pose serious health issues in bone at
levels well below any adopted safety threshold in blood. That is, bone cells are
exposed to lead from two different sources, the extracellular fluid and the
mineralized compartment of bone. This is due to their proximity to and
metabolism of mineralized tissues, where greater than 90% of the body burden
of lead resides. In fact, it has been shown that bone cells (both osteoclasts and
osteoblasts), when cultured on bone wafers containing lead, show a depressed
function in the absence of any detectable lead in the media. If this phenomenon
exists in vivo then it is likely that we are grossly underestimating the effect of this
heavy metal on skeletal metabolism.
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Lead toxicity has become a controversial topic. Some organizations suggest
that the levels of lead in the environment and in humans are not dangerous. It is
true that the average blood lead level has been decreasing since the late 1960’s
and 1970’s and that the childhood lead levels are the lowest in decades,
averaging around 6 mg dL�1. These data have been used by organizations such
as the Small Property Owners Association (http://www.spoa.com/pages/lead-
paint.html) to make the case that lead is no longer a safety issue in our country.
They claim that de-leading houses and raising concerns for new sources of lead
is an antiquated idea worthy of abandoning. They also state that the risk of
lead poisoning in inner-city homes can be brought to zero with minimal
measures such as wiping one’s feet upon entering the house. Although some of
these points are based on research data, many claims have been taken out of
context. The overwhelming evidence in the literature supports the fact that lead
remains an environmental problem. In fact, as our ability to perform careful
clinical and basic science research becomes more refined, it is apparent that
10 mg dL�1 in blood is no longer a safe threshold. A recent case in point shows
that there is a decrease in IQ in children with each 1.0 mg dL�1 increase in blood
lead levels and that the effect is largest at levels below 10 mg dL�1.4 This toxin,
previously thought to be harmless below 10 mg dL�1, is not.

We now have definitive data demonstrating that a stunting of skeletal growth
in children, a predisposition to osteoporosis later in life and a compromised
ability to heal osteoporotic fractures are all manifestations of lead-exposed
individuals. The fact that women currently entering the menopause had the
greatest exposure to lead in their formative years (in the 1960’s and early
1970’s) suggests that we may on the verge of experiencing a significant increase
in lead-related osteoporotic fractures.

15.2.2 Routes of Exposure

Elemental lead has two primary routes of absorption into the body, oral
ingestion and inhalation. Lead may also be absorbed through cuts in the skin,
however an intact integument represents a barrier to absorption. One third to
one half of inhaled lead is absorbed into the bloodstream. Aside from behavior
that increases lead exposure, physiological differences contribute to elevated
lead exposure in children. The intestinal track of young children absorbs
30–40% of ingested lead, while adults absorb only 5–10%. In spite of reduced
absorption in adults, lead bioaccumulates over time due to its slow release from
the body. Once ingested, the skeleton acts to sequester lead, effectively
removing it from the bioavailable extracellular fluid pool, and documented
findings have confirmed that the skeleton is the major reservoir of lead in the
body (harboring nearly 95% of the total lead burden). Once stored in the
skeleton, the half-life of lead has been estimated to be from 20 to 30 years.5–7

Lead localized to the bone continues to contribute to toxicity by exposing bone
cells to high concentrations, even though circulating and soft tissue levels are
low. Additionally in times of excessive skeletal remodeling, such as menopause,
paraplegic immobilization, endocrine diseases such as thyrotoxicosis, and after
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a fracture, the re-release of lead from bone back into circulation8–11 can elevate
blood levels by 2–5 mg dL�1.

15.2.3 Bioaccumulation of Lead

Lead is an insidiously unique toxicant in that no safe level of lead exposure has
been found. In general, animals bioaccumulate lead due to its long half-life in
the body and persistence in nature, providing continued exposure; however,
biomagnification up the food chain does not generally occur. Additionally,
increases in environmental lead have given rise to increased body burden, with
preindustrial skeletons of native Americans containing 1000 fold lower lead
levels than modern counterparts. As lead affects numerous organs and systems,
its compartmentalization and deposition throughout the body is of great
interest. Of US preschoolers, 10–15%, have blood lead levels above the former
Center for Disease Control (CDC) acceptable range.

15.2.4 Blood Levels, Intracellular Concentrations, Mitochondrial

Storage

Blood levels are a poor surrogate for assessing long-term lead exposure as the
half life for the metal in blood is 30 days12 and in serum is between 100 and 200
days. However, for assessing short-term exposure where 99% of lead is bound
to erythrocytes, blood lead levels can be a sensitive metric. While in the blood,
lead is capable of passing through the blood brain barrier and placenta.
Furthermore, blood lead levels reflect the interaction of environmental levels
with humans as the mean blood lead level of persons between the ages of 1 and
74 has gone from 12.8 mg dL�1 in 1976 to 2.8 mg dL�1 in 1991.

Cellular uptake of lead can vary dramatically between cell types, with dorsal
root ganglia allowing no entry13 and cultured CHO cells taking up lead to
achieve a concentration of 97 mM.14 It seems that cells of the skeleton, such as
osteoblasts and chondrocytes, have intracellular lead levels hovering around
120–180 nM.

Mitochondria serve as an intracellular calcium storage site and contain a
calcium transporter on the inner membrane to sequester calcium from the
cytosol into the mitochondrial matrix. This transporter also moves lead into the
mitochondrial matrix and exhibits an even greater affinity for the heavy
metal.15 This lead sequestration could result in higher levels of lead in the
mitochondrial compartment and is known to interfere with mitochondrial
calcium uptake.16

15.2.5 Lead in the Skeleton and Teeth

As a divalent cation, lead exhibits a strong affinity for calcified tissues of the
skeleton and dentition, with490% of the total body burden residing in bone.17

It has been shown that levels of lead in pre- and post-natally formed dentine
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and enamel correlate with blood lead levels at the time of their formation,18 and
tooth lead levels have been used as an indicator of exposure in adults as well.19

Experiments using lead isotopes show that in humans, 40–70% of blood lead
originates from re-release of skeletal repositories.20 Bone and tooth lead levels
are more indicative of long-term lead exposure levels, relative to blood, as the
half-life of lead in bone is estimated to be over 20 years. Due to a slower relative
turnover rate, cortical bone may have a longer half-life of lead retention than
trabecular bone. To measure bone lead levels, k-shell X-ray fluorescence
spectrometry (k-XRF) can be used. The latest generation of instruments
employed utilizes a 109Cd source to excite the lead K shell electrons to produce
gamma rays (i.e., X-ray fluorescence) and a four detector array, each with its
own multi-channel analyzer. This system is more precise than earlier
generations and can accurately detect lead levels in the range of 2–4 mg g�1

bone.

15.3 Skeletal Effects of Lead

15.3.1 Suppression of 1,25-Dihydroxycholecalciferol

Until relatively recently, it was held that skeletally sequestered lead was inert
with regard to the body’s soft tissues; however, a growing body of evidence
shows that lead can exert its toxic effects upon the skeletal system directly and
indirectly. One of the most important and far-reaching of these effects is
reducing vitamin D levels. The effect of lead on vitamin D was proposed as an
explanation for the observed correlation between elevated lead levels and
osteoporosis.21 This correlation was corroborated by associative findings
linking lead exposure to reductions in active vitamin D levels22,23 and the ability
of ethylenediaminetetraacetic acid (EDTA) chelation to restore the levels. The
mechanism behind the suppression of vitamin D is most likely due to several
non-mutually exclusive factors. It is well established that oral lead exposure can
lead to appetite suppression and vomiting.24 Reduction in overall food intake
could contribute to reduced vitamin D intake. The ability of EDTA to restore
1,25 (OH)2 vitamin levels without altering levels of 25 (OH) vitamin D points to
lead impairment of renal biosynthesis of the active form of the vitamin, and this
renal impairment has been shown to be a secondary effect of lead toxicity
resulting from a reduction in the heme body pool.25 Lead-induced musculo-
skeletal pathologies result from direct effects of lead on the cells of this system;
however, the possible contribution of vitamin D suppression to these skeletal
pathologies is an important factor.

15.3.2 Developmental Effects

The spatial distribution of lead in the proximity of the growth plate is evidenced
radiographically by lead lines.26,27 Exposure to lead in utero as well as post-
natally can disrupt normal skeletal development. It compromises chondrocyte
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function, leads to skeletal malformations, reduces bone formation rates and
prevents children from achieving a normal stature. Ronis et al. found that mice
exposed to lead from gestational day 4 to day 55 had significantly ‘‘reduced
somatic growth, longitudinal bone growth, and bone strength’’ compared to
controls.28 Maternal lead exposure prior to and throughout pregnancy was
likewise shown to reduce early post-natal growth as measured by tail length and
tail vertebral bone growth.29 Moreover, data from NHANES II in humans
showed that blood lead levels of 20–30 mg dL�1 were associated with decreased
height in children aged 1–7.30,31 The data showed a 1.57 cm decrease in stature
and 0.52 cm decrease in head circumference for every 10 mg dL�1 increase in
blood lead concentration.32 Even in utero lead may be exerting skeletal effects,
as prenatal lead exposure has been linked to shorter birth lengths.33,34 Inter-
estingly, lead suppression of skeletal growth continues well after the cessation
of exposure, a finding that implicates the skeletal release of lead in extending
the duration of its effect. Chelation, however, was found to ameliorate
suppression of skeletal development by lead.35

Lead has been shown to delay growth plate chondrocyte maturation,36,37 but
the most probable mechanism by which lead toxicity on skeletal maturation
occurs is through inducing a defect in osteoblast function. Historically, there
have been a number of reports describing the effect of lead on osteoblasts.38–41

These studies have been performed in transformed cell lines, freshly isolated
normal cells and in in vivo experiments. Uniformly, it has been observed that
lead is deleterious to the functioning of these cells. The metal ion has been
shown to inhibit secretion of osteonectin, alkaline phosphatase activity and
type I collagen synthesis.42,43 Lead also adversely affects osteoblast cell
proliferation and the effect of regulatory growth factors.44,45

In animal experiments directly analogous to what occurs in humans, it has
been shown that osteoblast activity is suppressed and stem cell frequency is
decreased with lead exposure. In dogs, lead exposure resulted in a suppression
of osteoblastic activity that continued after cessation of exposure.46 In mice
that were exposed to lead in their drinking water for 6–12 weeks,47 osteogenic
precursor cells isolated from bone marrow demonstrated a decreased number
of mineralized nodules, a measure of osteogenic precursor cell frequency. Even
a brief exposure of the animals to lead led to an approximately 50% decrease in
colony forming ability. This occurred at a dose of 55 ppm lead in the water.
This concentration achieved a blood lead level in the mice similar to that
observed in exposed humans (i.e. approximately 20 mg dL�1).

One of the key paracrine factors that regulates the progression of cells from
mesenchymal stem cells into osteoprogenitor cells is TGF-b. The current
thinking is that the TGF-b pathway stimulates the expansion of osteoblast
numbers and maintains a pool of cells that can be primed for new
bone formation.48 Inhibition of the pathway would then favor a depletion
of osteoprogenitor cell number. Recent data support this observation and
suggest that the mechanism by which lead has its effects on bone formation may
involve a decrease in the pool of phosphorylated TGF-b intermediates in
exposed cells.
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15.3.3 Delayed Tooth Development and Increased Incidence of

Dental Caries

Lead also affects another of its mineralized repositories, delaying tooth
development and increasing the incidence of dental caries. Eruption rate and
enamel formation are both susceptible to lead.49 In rats, intraperitoneal
injection of lead acetate was responsible for delaying tooth eruption rate and
decreasing mineralization.50 These findings implicate enamel development as a
target of lead toxicity. A potential mechanism by which lead might be exerting
these effects is disruption of specific enzyme cascades, a mechanism common to
other lead pathologies. Enamel mineralization occurs on a protein scaffold
(i.e. amelogenin), which is then removed by matrix metalloproteinases;51 lead,
however, disrupts the activity of these enzymes.52

A number of epidemiological studies have found an association between high
lead levels and the presence of dental caries. Analysis of the third NHANES
study showed an association between elevated blood lead levels and dental
caries in both deciduous and permanent teeth.53 In a survey of children aged
6–10 years, a positive correlation between lead levels and dental caries was
again found, with a stronger association observed in primary teeth than
permanent teeth, as well as higher incidence of caries on occlusal, lingual and
buccal tooth surfaces.54 Furthermore, the ability of lead to exert effects beyond
initial exposure was again demonstrated when it was found that infants (aged
18–37 months) exposed to lead were more likely to have developed caries on the
lingual surface of their primary teeth than later in life.55

15.3.4 Fracture Healing and Incidence of Non-Union

Paralleling the inhibitory effect of pre- and perinatal lead exposure on skeletal
development, lead exposure in older animals has also been shown to delay
fracture healing and increase the incidence of fibrous non-unions.56 These
investigations utilized a closed tibial model of fracture on mice that had been
treated with lead for 6 weeks and found that bridging cartilage formation and
overall amount of cartilage types II and X were suppressed and delayed, as was
maturation and calcification of osseous tissue. No effects on osteoclasts were
observed, therefore the observed effects were attributed to disruption of
chondrocyte function, resulting in inhibition of endochondral ossification.
Lead was shown to exert effects on chondrocyte populations through the
modulation of TGF-b and BMP signaling. Taken in concert, these findings on
chondrocytes offer a mechanistic explanation of shorter birth lengths. Lead
causes an initial increase in chondrogenesis, resulting in increased growth plate
activity but with premature closure and overall reduction in bone mineral-
ization and density, while in the fracture callus, this process is paralleled and
ossification is delayed and reduced. Not only are these findings important for
observing lead effects on fracture healing, but in the larger scope of skeletal
pathology, they show that lead can affect chondrocytes through disruption of
TGF-b signaling.
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15.4 Osteoporosis and the Mechanism of Lead Toxicity

in Bone Cells

15.4.1 Osteoporosis

While the developing skeleton may be susceptible to lead toxicity at lower doses
or shorter exposure times, the adult skeleton also is a vulnerable target.57 Along
with increased tooth degeneration and disruption of fracture healing, numerous
studies have identified a reduction in bone density as an effect of lead exposure.
Examination of NHANES II data revealed a positive correlation between
blood lead levels and osteoporosis in post-menopausal women.58 A case study
presented by Berlin et al. similarly found evidence of elevated skeletal turnover
and osteoporotic fracture in a lead poisoned individual.59 Animal studies have
further elucidated lead effects on bone density. After 7 months of low-level lead
exposure, adult beagles experienced reductions in bone formation rates.60 In
adult rats exposed to lead, during which they maintained a biologically relevant
blood level of 21 mg dL�1 for one year, a significant decrease in bone density
was observed.61 The cellular mechanisms for this effect included a number of
bone related processes, as reviewed by Holz et al.62 In lead-exposed adults,
Ronis et al. found decreased bone density and less formation of new endosteal
bone.63 Lead-induced disruption of bone density resulted from inhibition of
osteoblastogenesis,64 as well as increased osteoclast number, potent inhibition
of downstream effects of vitamin D and (it was speculated) inhibition of
collagen or collagen precursor synthesis.65

15.4.2 Mechanisms of Action for Lead Toxicity

15.4.2.1 Enzyme and Kinase Inhibition

Heavy metals such as lead are transported across cell membranes and can
interfere with a number of cellular processes. In particular, kinase activities can
be markedly affected. This would include the kinases associated with Smad
phosphorylations in the TGF-b and BMP pathways. Since these are key
pathways for the control of mesenchymal stem cell expansion and differen-
tiation, they represent a sensitive target for agents such as lead.

15.4.2.2 Generation of Reactive Oxygen Species

Reactive oxygen species (ROS) are oxygen containing molecules with highly
reactive unpaired valence electrons. These molecules are produced as normal
byproducts of cellular respiration but can exert a number of toxic effects, such
as damaging DNA and forming adducts with cellular molecules.66 One possible
source of the ROS that have been associated with musculoskeletal disease is
lead. As stated, lead accumulation at concentrations greater than that seen in
bone and blood occurs in the articular cartilage, synovial fluid and mineralized
cartilage matrix. Furthermore, heavy metals have been shown to induce ROS
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production through the widely known Fenton reaction, involving iron.67

Interestingly, Huang et al. found that lead induced ROS in S. alfredii roots68

and, more importantly, has been shown to induce oxidative stress in mice.69

High levels of lead and cadmium have been associated with elevated levels of
ROS in humans.70 Mechanistically, lead depletes cellular defenses against
oxidative stress, such as glutathione and protein-bound sulfhydryl groups, and
exerts pro-oxidant activity through Fenton-like reactions, phagocytic cell
recruitment and redox cycling quinines. These combined effects result in an
increasingly oxidized cellular state.71 DNA damage, formation of other adducts
and alterations in ROS sensitive signaling pathways are some of the
mechanisms by which ROS play a well-documented role in pathological
etiologies, and their role in heavy metal toxicity further illustrates this. Stohs
et al. reasoned that the cell damage caused by heavy metals was due at least in
part to ROS generation, and Ercal et al., reviewing a more recent and broader
literature base, go further and state that most heavy metal pathology is exerted
through ROS and disruption of oxidative state.72 Ahamed et al. concluded that
hypertension, kidney disease, neurodegenerative disease and cognitive
impairment could be caused by ROS generated by high-level lead exposure and
that increasing evidence for low-level lead exposure similarly affecting these
diseases was accruing.73 Furthermore, lead disrupts the expression of growth
factor receptors through ROS intermediates,74 and lead generated ROS is also
known to induce apoptosis.

15.4.3 Bone Mass and Osteoporosis

Osteoporosis is a disease of epidemic proportions in the United States, with an
estimated 25million affected individuals.75,76 The health care costs associated
with treatment of osteoporotic hip and spine fractures and associated
morbidity may exceed $15 billion per year. During childhood and adolescence,
bone mass accretion occurs through both the activities of the chondrocytes in
the growth plates and the bone forming activity of osteoblasts. Thus bone mass
and bone mineral density (BMD) gradually increase during growth. Bone mass
is a reflection of the relative rates of bone formation and bone resorption, and
continues to increase into early adulthood after growth plate closure, until peak
bone mass is reached at age 25–30. After peak bone mass is reached, bone
resorption rates exceed formation rates, and there is a gradual loss of bone with
further aging in both men and women. At menopause, the loss of estrogen
results in an acceleration of the rate of bone loss, which occurs over
approximately a 10 year period, subsequently slowing to a rate resembling pre-
menopausal bone loss. Systemic stimuli of bone resorption, such as cortico-
steroids, thyroid or parathyroid disease, can further enhance the rate of bone
loss. BMD correlates directly with bone strength and inversely with fracture
risk. As bone is lost, an individual can cross a theoretical ‘‘fracture threshold,’’
where the BMD and associated bone strength are insufficient to resist non-
traumatic forces on the bone and can lead to fractures. Men achieve greater
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peak bone mass levels and are not subject to the accelerated decline associated
with menopause, so bone density levels are less likely to cross the fracture
threshold, explaining the 5–6-fold higher incidence of osteoporosis in women as
compared to men. Also, there are other genetic determinants of bone mass,
such as race. Black men and women have been shown to have higher peak bone
mass compared with White and Hispanic individuals, thus accounting for the
decreased incidence of osteoporosis among Blacks. Antiresorptive treatments
such as estrogen, estrogen analogs and bisphosphonates at menopause have
been shown to prevent accelerated bone loss and reduce fracture risk in
perimenopausal women.77–82 The inhibitory effects of lead on chondrocytes
and osteoblasts could result in attainment of a lower peak bone mass, predis-
posing lead-exposed individuals to osteoporosis later in life. Furthermore, lead
released from bone matrix during increased resorption, such as at menopause,
could increase local concentrations at bone surfaces, worsening the inhibition
of osteoblastic bone formation and therefore accelerating the loss of bone by
further disturbing the balance of bone formation and resorption. Osteoporosis
associated with lead intoxication has been previously reported,83 consistent
with our own findings and those of others who have shown lead toxicity causing
osteopenia in animal models.

15.4.3.1 Bone Quality vs. Bone Density

Bone densitometry with dual energy X-ray absorptiometry (DXA) has been an
extremely valuable tool for the identification of patients with low bone mass. In
fact, the operational definition for osteoporosis has been defined as a
t-scorer�2.5 as measured by DXA. At this time, and probably for a
reasonable period into the future, DXA will remain the gold standard for the
diagnosis of patients with osteoporosis and a tool to measure the effect of
medications.84 However, as has become more apparent over the past five years,
there are a number of measurements of bone strength that cannot be explained
solely on changes measured by DXA. This is due to the inherent limitations of
the DXA measurements.85 DXA cannot distinguish i) specific attributes of 3D
geometry, ii) cortical vs. cancellous density, iii) trabecular architecture and
iv) intrinsic material properties of bone matrix. Because of this, the correlation
of DXA data with bone strength varies considerably and ranges from r2¼ 0.5
to 0.7 at different sites in the body (i.e., radius, vertebrae and proximal femur).
Furthermore, the ability of DXA to predict changes in fracture risk after
treatment with medications is also low.

When these data are analyzed with logistic regression models, they show that
the ability of DXA to predict fracture risk reduction is poor. The percentage
change in bone mineral density with various treatments accounts for only a
small percentage of the observed reduction in fracture risk.86–92 The impli-
cations of these findings are that changes other than bone density have occurred
that account for the increase in strength. That is, osteoclast and osteoblast
activity has been able to create a skeletal structure that resists mechanical forces
with only a small change in the total amount of bone.
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The work by Hochberg et al.93 analyzed the change in BMD as a function of
antiresorptive therapy and found a regression line that showed a change in
bone strength that was only partially dependent on BMD. In this work, the
author plotted the percent change in BMD vs. the relative risk of fracture. If
BMD could explain entirely the change in fracture risk, then at a ‘‘0’’ percent
change in BMD the relative risk of fracture should be 1.0. What they found was
an approximate 30% reduction in fracture risk with a 0% change in BMD. This
suggested that the medications were altering another parameter of bone
strength that was independent of the quantity of bone. This parameter is likely
to be the micro architecture of the tissue.

A more careful analysis of skeletal structure has documented at least eight
parameters of architecture that can be involved in altering the mechanical
strength of the bone. These micro architectural parameters can be measured
with micro computed tomography and magnetic resonance imaging. Using
three of these analytic measures, Dufresne et al. 94 showed that within 1–2
years after the menopause, bone mineral density can decrease by a little
more than 3%, but deterioration of the micro architecture and true 3D bone
density can occur to levels of 13–20%. These findings highlight the need to
evaluate parameters of bone quality other than simple density with DXA.
Additionally, the picture appears more complex as age, prior fracture and
skeletal turnover also appear to contribute independently to the risk of
fracture.95–98

15.4.4 Lead and Osteoporosis

Our hypothesis, along with preliminary data in both in vitro and in vivo animal
and human models, suggests that a significant proportion of people with
osteoporosis may have the disease due to lead exposure and that lead in the
skeleton will prevent normal healing of fractures.

It appears that environmental lead exposure prevents a person from attaining
a high peak bone density during skeletal development. This is accomplished
mechanistically by interfering with endochondral bone formation and
bone remodeling. Additionally, compromising osteoclast and osteoblast func-
tion would cause an individual to cross over a ‘‘fracture threshold’’ at an earlier
age and predispose them to a decrease in bone strength and osteoporotic
fractures.

15.4.4.1 Lead and the DXA Measurement Artifact

The skeletal data on rats with lead exposure is somewhat controversial. Gruber
et al.99 demonstrated that lead caused a decrease in bone mass by DXA,
histomorphometry, and mineral analysis. In a subsequent study, the effect of
lead exposure was ameliorated by calcium supplementation.100 Lead-exposed
rats have also been shown to have decreased femoral weights and L5 vertebral
body heights, as well as histomorphometric evidence of osteopenia.101
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However, the bone density in these studies, as measured by DXA, was higher in
the lead treated animals. This is consistent with data in our laboratory which
indicates that bone samples doped with increasing quantities of lead have
spuriously high BMD with a direct dose–response effect when measured by
DXA, an artifact which may be related to interactions of the low energy
photons of the DXA with lead atoms. The magnitude of the effect far
outweighs the calculated effect of lead on mineral density, which would
theoretically be too small to be measurable. If this artifact occurs in
measurements of BMD by DXA in humans, there may be serious implications
in the interpretation of clinical data, which may necessitate knowing an indi-
vidual’s bone lead content to correct for this problem. Preliminary clinical data
indicate a significant (po0.05) inverse relationship between blood lead and the
ratio of two densitometric measurements (BMD measured by ultrasound
divided by the BMD measured by DXA), in a pilot study of 13 subjects, which
supports our contention that DXA of lead-containing bone overestimates its
density. This finding may also explain the discrepancy, reported by Escribano
et al.,102 between the histomorphometric data, which indicated osteoporosis in
lead-treated rats, and DXA densitometric data, which showed higher BMD in
the same animals.

15.4.5 Measurement of Bone Lead

The method of K shell X-ray fluorescence has been employed to measure bone
lead in occupationally lead-exposed and unexposed individuals.103 In vivo bone
lead measurements were first developed by Ahlgren and Mattsson at Lund in
Sweden. They used X-rays from a 57Co source to excite lead K-shell electrons.
The measurement was made in a finger bone and this system has been in
operation since 1972.104 Subsequently, an improved system was developed by
Chettle, Scott, Laird and Somervaille in Birmingham, England. This system
used X-rays from a 108Cd source to excite the lead K-shell electrons to produce
gamma rays (i.e., X-ray fluorescence), and proved to have three particular
advantages over the original approach: measurements were more precise, bone
lead content could be directly related to bone mineral and measurements could
usefully be made of any superficial bone.105 The first human measurements
were made in 1983 and, initially, the tibia lead concentration was studied. Since
then, both the tibia and calcaneus have frequently been selected as represen-
tative of cortical and trabecular bone sites respectively. The patella has also
been used in this way, and measurements have also been reported of radius,
sternum and skull. This measurement approach has been adopted by a number
of laboratories around the world. In 1991, Chettle and Webber of McMaster
University developed a new system with improved precision, based on the same
principles.106

Two particular features of the relationship between bone lead and lead
exposure have consistently emerged from studies in which K X-ray fluorescence
technology has been employed. First, bone lead concentration reflects
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cumulative lead exposure. Cumulative exposure can be represented by the
time-weighted integral of blood lead, monitored regularly in lead-exposed
workers. Second, release of lead from bone contributes to circulating lead
in blood, thus constituting an endogenous exposure. This relationship is
particularly clear when industrial exposure has ceased. For such people,
endogenous exposure can often be the dominant contributor to current
blood lead.

15.4.6 Skeletal Effects of Lead Exposure – in vitro and Animal

Studies

Lead has been associated with both low birth weight and short stature,
although there is controversy as to whether this results from specific skeletal
effects or is related to systemic and nutritional factors.107–109 Substantial
preliminary data demonstrate potent specific effects of low levels of lead on
chondrocytes, osteoblasts, osteoclasts, and mesenchymal stem cells. In vitro
studies have shown that lead has specific effects on growth plate chondrocytes
that alter cell phenotype and function.110 Also, potent inhibitory effects on
osteoblast and osteoclast phenotype and function have been demon-
strated.111–113 suggesting that lead may have effects on bone development and
remodeling. Importantly, lead toxicity at environmentally relevant levels has
been shown to decrease BMD in rats and produce osteoporosis in other animal
models.114–116 Thus while systemic effects of lead on other organ systems may
influence the skeleton, there appears to be direct effects of low levels of lead on
the cells involved in bone development, remodeling and repair. Examination of
the histomorphometry of lead intoxicated rats shows abnormalities of the
growth plates, including defective remodeling and altered growth plate
thickness, with loss of proliferating cells and disorganization of the growth
plate architecture.117

15.4.7 Skeletal Effects of Lead Exposure – Clinical Studies

Despite the extensive laboratory research on the effects of lead exposure on
bone metabolism, human studies on this association are limited. Laraque et al.
found that lead-exposed African-American children had a higher mean mineral
content than age-matched, white norms.118 At age 36–47 months, the mean
bone mineral content of the radius of the lead-exposed subjects and norms
were 0.268 gm cm�2 vs. 0.215 gm cm�2 respectively (po0.005). The authors
attributed the findings to racial differences in bone density. In further analyses,
Laraque plotted age against bone density among children with low vs. high lead
exposure (i.e., blood lead levelr29 mg dL�1 vs. Z30 mg dL�1); the difference in
bone density was not significant (p¼ 0.63). Laraque concluded that lead
exposure is not associated with changes in bone mass. However, since the
comparison group was made up of children with moderate-level lead exposure
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(i.e., blood lead level 12–29 mg dL�1), such an analysis cannot exclude the
possibility that lead exposure has a threshold effect on bone density at lower
blood lead levels.

Although recent studies report a dramatic decrease in the prevalence of lead
exposure in the US,119,120 this does not imply that adults have not had exposure
in the past. As recently as the late 1970s, 78% of the entire US population—
children and adults—had blood lead levels Z10 mg dL�1,121 the threshold of
concern defined by the Centers for Disease Control (CDC, 1991) at that time.
This means that the majority of adults in the US had, at some time in the past,
an elevated blood lead level, and therefore currently have elevated bone lead
levels, given the extremely long half life of lead in bone (t1/2¼ 20 years).122 With
this large number of adults who have elevated bone lead levels, and the
morbidity associated with osteoporosis, it is important to investigate whether
an association exists between lead exposure and the disease, osteoporosis. This
research, however, should not be limited to adults. Although osteoporosis is an
affliction of the elderly, its roots may be established during childhood. An
individual who does not achieve peak bone mass during childhood may be at
risk for osteoporosis in later life.123 Since 90% or more of bone mass is
achieved by age 17–20 years,124,125 the association between lead exposure and
bone density should be examined among children and skeletally mature
adolescents.

15.5 Summary

In summary, lead toxicity in the skeleton is emerging as an important risk
factor in diseases of bone, especially in older adults and women. These would
include such conditions as growth plate defects, impairment in remodeling,
fracture healing and osteoporosis. It appears that an exposure to lead, even at
an early age, can predispose individuals to any of these conditions, with the
possibility of more serious manifestations later in life. Osteoporosis is the most
widespread of these afflictions and consumes the greatest number of health care
dollars. When considering the effects of lead exposure on osteoporosis, it is
important to note that the effects of lead may begin prior to development of a
peak bone density. Considering that the half-life of lead is of the order of
decades, even an early exposure can be a life-long hazard to one’s skeletal
health. This is diagrammatically depicted in Figure 15.1.

Early exposure will prevent attaining a peak bone mass that can protect an
individual later in life. Lead exposure also accelerates the rate of bone loss after
the menopause, driving a number of individuals, mainly females, across a
fracture threshold at younger age. Along with these effects of lead in bone, the
heavy metal tends to mask the diagnosis of low bone mass by DXA and
prevents the body from normally healing fractures. All things considered,
significant lead exposure in humans, though decreasing in incidence, continue
to represent a real health hazard to the skeleton.
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16.1 Introduction

The liver is the largest organ in the body, weighing approximately 1.5 kg in
adults, and it is possibly the most complex organ in terms of metabolism. It has
a unique dual blood supply, being perfused by both the portal vein and hepatic
artery, and comprises multiple cell types having differing functions. Hepa-
tocytes make up over 80% of total liver mass and play a critical role in the
metabolism of amino acids and ammonia, biochemical oxidation reactions, and
detoxification of a variety of drugs, vitamins, hormones, and environmental
toxicants. Kupffer cells represent the largest reservoir of fixed macrophages in
the body. They play a protective role against gut-derived toxins that have
escaped into the portal circulation, and they are a major producer of cytokines,
which can influence the toxicity of environmental toxicants. Hepatic stellate
cells are the major storehouse for vitamin A in the body and play an important
role in collagen formation during liver injury. Other specific cell types also have
unique functions (e.g., bile duct epithelium in bile flow, sinusoidal endothelial
cells in adhesion molecule expression and endocytosis). The liver plays a vital
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role in protein, carbohydrate, and fat metabolism, as well as micronutrient
metabolism. It synthesizes plasma proteins, nonessential amino acids, urea (for
ammonia excretion), glycogen, and critical hormones such as the anabolic
molecule, insulin-like growth factor-1. The liver is a major site for fatty acid
metabolism, and bile from the liver is needed for fat absorption from the
intestine. The liver plays a critical role in protecting against gut-derived toxins
and converting environmental toxicants/xenobiotics into non-toxic agents.
While the liver is generally considered somewhat resistant to the effects of
aging, important changes do occur. This chapter reviews the effects of aging on
the liver and its response to environmental toxicants.

16.2 Aging Associated Changes in Liver Structure and

Function

Aging is associated with changes in hepatic morphology, physiology,
biochemistry, immune function, and regeneration, which could increase
susceptibility to toxicants, resulting in liver disease (Table 16.1). These changes
are subsequently discussed.

16.2.1 Morphologic Changes

Aging is associated with a 20% reduction in liver weight. Macroscopically, the
liver undergoes ‘brown atrophy’ with old age, secondary to accumulation of
pigmented waste products within the hepatocytes. The major pigment is lipo-
fuscin. Lipofuscin is composed of insoluble, cytoplasmic, highly oxidized
proteins related to chronic oxidative stress and end products of lipid per-
oxidation in lysosomes.

In addition to a reduced number of hepatocytes, several microscopic changes
occur with hepatocyte aging, including increased binuclear index, and nuclear
polyploidy. Nuclear vacuoles become larger in size and more irregularly shaped
with aging. These ‘‘terminal hepatocytes’’ are incapable of cell division.
Mitochondrial volume (but not number) increases, and there is a decrease in the

Table 16.1 Age-related hepatic changes conferring increased susceptibility to
toxicant exposures.

Category Change

Morphologic k Hepatic mass
Physiologic Sinusoidal pseudocapillarization

k Bile salt formation and bile flow
Mitochondrial dysfunction

Biochemical k Phase I activity (cytochrome P450)
Altered III activity (k xenobiotic transporters)

Antioxidant Defenses k Glutathione
Immune Function m Kupffer cells and pro-inflammatory cytokines
Regeneration k Regeneration (shortened telomeres)
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smooth endoplasmic reticulum.1,2 The liver sinusoidal endothelial cells
(LSECs) lose fenestrations and became 50% thicker with sub-endothelial
collagen deposition (Pseudocapillarization).3,4 The presence of complete
basement membrane in liver sinusoids is a sign of age-related degeneration.
Unlike ‘‘capillarization’’ seen in other liver pathology, aging is not associated
with bridging fibrosis and nodular regeneration.5 Therefore, pseudocapillar-
ization leads to relative hypoxia of hepatocytes and may be reflected by lower
ATP/ADP ratios in older versus younger subjects. This process could be
important for drug therapy in old age, because the clearance of drugs undergoing
oxidative metabolism, such as theophylline and propranolol, has been shown to
be impaired.6 Kupffer cell (resident macrophage) morphology remains
unchanged, but both numbers and phagocytic activity increase with aging.3,7

16.2.2 Physiologic Changes

The most striking age-related change in liver physiology is the approximately
40% reduction in blood flow primarily due to sinuosoidal pseudocapillar-
ization.2,4 Declines in hepatic volume and blood flow may strongly contribute
to age-related diminished oxygen-dependent hepatocyte functions, including
xenobiotic metabolism and drug clearance and the liver’s overall functional
capacity.3,8 Also, bile flow and bile salt formation are decreased by about 50%,
resulting in reduced hepatic clearance of certain drugs, e.g. cardiac glycosides,
with biliary elimination.2,3 Additionally, recent studies have demonstrated a
marked age-related increase in the cholesterol content of rat liver microsomes,
leading to increased rigidity of the membrane lipid domain, thus impeding the
ability of cytochrome P450 isoforms (CYPs) to interact efficiently with other
mono-oxygenase components.3

16.2.3 Biochemical Changes

There are several biochemical mechanisms that underlie the primary aging
process and probably contribute to age-related changes in adaptive responses
and functions (e.g., toxicant clearance), thereby increasing susceptibility to
environmental or endogenous stresses.2,9 These mechanisms include: altered
xenobiotic metabolism, reduced antioxidant capacity, immune dysfunction,
and impaired regeneration.

16.2.3.1 Xenobiotic Metabolism

Foreign compound and drug metabolism occurs generally in three phases. The
first phase involves activation of the foreign chemical by oxidative enzymes,
predominantly the cytochrome P450 family. Following activation, the meta-
bolite is frequently conjugated with sulfate, glutathione or sugar (glucuronide),
which simultaneously reduces the ability of the metabolite to react with either
protein or DNA and facilitates excretion of the metabolite. The final phase
involves elimination of the conjugate by specialized transporters. The liver is
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the major organ in the body responsible for drug and foreign compound
metabolism, and the levels of these enzyme systems are greatest in this organ.

In general, there is an age-related decline in phase I drug metabolism of the
order of 30–50%, which appears to be isozyme specific.2,10–12 Phase II meta-
bolism appears to be well maintained;12 however, glutathione levels do decline
with advancing age,13,14 and more importantly, the ability to recover after an
event that depletes glutathione is impaired.15 The effects of aging on Phase III
metabolism, which involves transporters on either the basolateral or apical
surfaces of hepatocytes, are not well characterized; however, some age-related
declines have been observed.

16.2.3.1.1 Phase I Metabolism. Foreign chemicals and drugs are meta-
bolized by relatively few of the cytochromes P450 expressed in the body. The
major enzymes include the CYP1A1, CYP1A2, CYP2C8, CYP2C9,
CYP2C19, CYP2D6, CYP2E1, and CYP3A4.12,16,17 The most notable age-
related declines occur in the expression of CYP1A2, CYP2C9/10, and
CYP2C18/19. Some studies have implicated declines in other isoenzymes,
including CYP2A, CYP2E1, and CYP3A4. However, these are inconclusive,
in part because these are frequently inducible enzymes, and expression levels
may vary widely between individuals as a function of environmental
exposure to foreign compounds. Likewise, other isoenzymes, such as
CYP1A1, have very low basal levels of expression in the absence of an
inducer.

The genes controlling induction of the cytochromes P450 include the Aryl
hydrocarbon receptor (AhR), whose ligands include planar aromatic
compounds, such as benzo[a]pyrene, and chlorinated compounds, such as
2,3,7,8-tetrachlorodibenzodioxin (TCDD).18 The cytochromes P450 expressed
in liver and which are are induced by this mechanism are CYP1A1 and
CYP1A2. Induction of enzymes by this mechanism does not appear to be
affected by aging.

A second important system for induction of drug metabolism is the induction
of drug metabolism by the N1I class of nuclear receptors, which, in the liver,
includes the constitutive androstane receptor (CAR) and the pregnane and
xenobiotic receptor (PXR). Increasing interest is being focused on these
receptors in liver disease, as CAR activation is thought to reduce obesity in
animals fed a high fat diet, while PXR activation is thought to promote obesity
in animals fed a high fat diet.19 As obesity is the major contributor to the
development of non-alcoholic fatty liver disease, the intersection of drug and
foreign compound metabolism is a current novel area for research. From an
aging perspective, these receptors appear to be close homologues of the
Caenorhabditis elegans receptor, DAF-12.20 DAF-12 is a critical determinant of
lifespan in C. elegans and is critical for the larvae to enter the non-feeding,
stress-resistant dauer diapause state under unfavorable conditions. This
diapause state can greatly increase lifespan in C. elegans from 2 weeks to 3–6
months, with the larvae returning to normal development and the reproductive
state once conditions are favorable. DAF-12 lies at an intersection of signaling
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pathways that includes the insulin-like growth factor-1 (IGF-1), transforming
growth factor-b, target of rapamycin (TOR), and G-protein-mediated
pathways, all of which contain genes that alter the lifespan of C. elegans and are
implicated in the development of liver disease in humans. C. elegans cannot
synthesize cholesterol, and the ligand for DAF-12 is thought to be the
cholesterol metabolite, dafachronic acid (a potential metabolite of the
cytochrome P450, DAF-9, and a Rieske-like oxygenase, DAF 36).21 Thus, in
the absence of a source of cholesterol from the environment, C. elegans enters
diapause. In mammalian systems, mutations in the IGF-1 signaling pathway
are thought to affect lifespan; however, the roles of CAR and PXR are yet to be
fully elucidated.

An important consideration of these pathways is, however, the ability of
both CAR and PXR to interact with the forkhead family of transcription
factors, FoxO1 and FoxA2,22 mammalian homologs of the C. elegans gene
DAF-12. The forkhead transcription factors are part of the insulin and insulin-
like signaling pathway(s) and are important regulators of both gluconeogenesis
and lipid metabolism. Both CAR and PXR inhibit Forkhead box protein O1
(FoxO1), which is an important transcription factor for the expression of
phosphoenolpyruvate carboxykinase (PEPCK), a critical step in early gluco-
neogenesis. Thus, activation of CAR or PXR by environmental chemicals tends
to reduce gluconeogenesis and decrease circulating glucose levels. PXR can also
interact with FoxA2, inhibiting its activity on target genes such as the carnitine
palmitoyl transfease 1 (CPT1) gene and the hydroxymethylglutarate-CoA
synthetase gene, which are rate-limiting steps in mitochondrial b-oxidation and
ketone body synthesis respectively. Both of these processes are critical in lipid
catabolism and may partially explain the obeseogenic effects of PXR ligands in
animals fed a high fat diet and are likely to augment nonalcoholic fatty liver
disease associated with a high fat diet. This suggests that the ability to respond
to environmental change is a critical determinant of both lifespan and the
development of fatty liver diseases. It also implies that the pathways connected
to both processes are somewhat conserved in nematodes and mammals,
although the outcomes are subtly different.

A final xenobiotic sensor of relevance in the expression of phase I metabolism
and liver disease is the peroxisome proliferator activated receptor a (PPARa),
which is activated by phthalates and clofibric acid derivatives. PPARa is
intimately involved in the catabolism of fatty acids and is an important tran-
scription regulator of b oxidation, both mitochondrial and peroxisomal, where
it induces the CYP4A. In addition, it is an important regulator of CPT1 and
2, fatty acyl CoA oxidase (FACO), and many other genes involved with
b- oxidation.23

16.2.3.1.2 Phase II Metabolism. Phase II detoxification involves the
conjugation of reactive compounds with hydrophilic compounds such as
glutathione, sugars (glucuronidation) or sulfate, which reduces the reactively
of the parent compound and makes it more easily excreted (as conjugation
makes the molecules more hydrophilic and targets them for export by
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Phase III transporters). Most studies indicate that phase II enzymes, such as
glutathione S-transferases, UDP-glucuronoslytranferases, and sulfotranferases,
are not altered by aging.12,24 However, some pharmacokinetic studies do
indicate that Phase II metabolism is impaired. This is consistent with the
observation that Phase II metabolism is impaired in aged Fisher 344 rats.25

16.2.3.1.3 Phase III Metabolism. This group includes protein transporters
that function to remove xenobiotics either into the blood or bile depending
on the location (on either the apical or basolateral surfaces of the hepa-
tocyte). Studies on the effects of aging on the expression of Phase III systems
in humans are limited. Animal studies show that aging is associated with a
decline in the expression of organic anion-transporting polypeptides (Oatps),
including Oatp 1A1,1B2, and Oatp2b1.16 Likewise, expression of members of
the multidrug resistance protein family (2,3, and 6) are reduced in aging.16 In
contrast, hepatic P-glycoprotein expression has been demonstrated to
increase in old age Fisher 344 rats.26

16.2.3.2 Antioxidant Defense

The antioxidant capacity of hepatocytes appears to be reduced with age.2

Mitochondria are both producers and targets of oxidative stress, which is the
basis for the mitochondrial theory of aging. Oxidative stress is a cellular state in
which the generation of harmful molecules such as reactive oxygen species
(ROS), peroxidized lipids, reactive quinones, and electrophiles is greater than
the ability of the cell to remove these destructive agents.27 Both increased ROS
production, due to mitochondrial respiratory chain defects,9 and decreased
ROS scavenger levels (e.g., glutathione or GSH) are observed with aging, thus
establishing a ‘‘vicious cycle’’ of oxidative stress.4,9

Antioxidant defenses in the cell are regulated in part by three redox sensitive
transcription factors, Nrf-2, activator protein 1 (AP-1) family members, and
nuclear factor kappa b (NF-kB). Nrf-2, or nuclear factor erythroid 2-related
factor-2, is a transcription factor that mediates the synthesis of glutathione,
which is the most abundant antioxidant in the liver and controls the redox
potential of the hepatocyte.28,29 Nrf-2 is a member of the basic region leucine
zipper (bZIP) family of transcription factors and Cap ‘n’ Collar subfamily, and
preferentially forms heterodimers with members of the musculoaponeurotic
fibrosarcoma proteins (Mafs). In the absence of environmental stress, Nrf-2 is
usually sequestered in the cytosol by Kelch-like ECH-associated protein-1
(Keap-1). This association targets Nrf-2 for ubiquitination and subsequent
degradation. Thus, the half-life of Nrf-2 in an unstressed animal is relatively
short (15 min). Keap-1 contains several reactive thiol groups which, if modified
by agents such as xenobioitic electrophiles, release Nrf-2, allowing it to trans-
locate to the nucleus, heterodimerize with a Maf, and upregulate a wide variety
of genes involved with antioxidant stress. This includes those involved with
glutathione synthesis, thioredoxin, peroxiredoxin, sulfredoxin, ferritin, metal-
lothionein, and heme oxygenase-1.30 In addition, Nrf-2 is involved in the
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expression of molecular chaperones, sub-units of both the 26S and 20S
proteosome, and thus increases the cells’ ability to degrade unfolded or
ubiquitinated proteins. Nrf-2 can also interact with other transcription factors
and is thought to antagonize NF-kB signaling and inhibit TNFa production,
reducing the inflammatory response.31 Activators of Nrf-2 tend to be relatively
hydrophobic electrophiles rather than pure oxidative stress factors.32 Stressors
like hydrogen peroxide are relatively weak inducers of Nrf-2 signaling, while
compounds such as sulforaphane, the isothiocyanate metabolite found in
broccoli, are excellent Nrf-2 inducers. Thus, diet and malnutrition in the elderly
are likely to have a significant impact on Nrf-2 signaling. Nrf-2 levels decline
during aging, as manifested by a reduced response to a stressor.33 In mice,
acetaminophen treatment rapidly depletes glutathione. In young mice, GSH
levels soon rebound due to Nrf-2 activation; however, in older mice, the
recovery is much slower.15 This phenomenon is, in part, due to reduced Nrf-2
levels, but changes in the heterodimerization pattern of Nrf-2 are also present.34

In younger animals, Nrf-2 heterodimerizes with Maf family members to
activate genes such as the g-glutamyl cysteine ligase; however, in older animals,
an increase in heterodimerization with c-fos is observed, and this subtly changes
the response element binding profile and decreases transactivation potential,
leading to a reduced induction of glutathione synthesis. Likewise, age-related
declines in Nrf-2 signaling are also likely to affect the inflammatory response,
with greater production of pro-inflammatory cytokines.

16.2.3.3 Immune Function

Inflammation is a critical component in the development of liver diseases and
marks the progression of steatosis to steatohepatitis in both alcoholic and non-
alcoholic liver diseases. During aging there is a phenotypic change in the
expression of immune cells of the liver, which include resident populations of
macrophages (Kupffer cells) and lymphocytes (including pit cells). Both cell
populations change with aging.35 Kupffer cell numbers increase with aging,36 as
does the basal level of expression of pro-inflammatory cytokines such as TNFa
and IL-6. Many liver diseases involve a combination of enhanced immuno-
logical responses and the sensitization of hepatocytes, potentially by xenobiotic
insults that result in normally resistant hepatocytes becoming susceptible to
TNFa-dependent cell death.

Changes in the lymphocyte population of the liver with aging are more
complex. The liver contains resident lymphocytes, including NK cells and NKT
cells. The origins of these cells are complex and include cells derived from both
the thymus and from c-kit1 pluripotent hematopoitic stem cells found in the
liver. Mice cells of thymic origin tend to decrease with aging, while the
extrathymic-derived cells increase. Likely reflecting this change in phenotype,
aging is associated with decreased serum levels of IL2 and increased expression
of the pro-inflammatory cytokines, TNFa and IL-6. The levels of these
cytokines also reflect a change in the T-cell pool, with an age-related increase
and accumulation of more differentiated memory cells and a decline in naı̈ve
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T-cells. Some of these cells have the capacity to produce large amounts of pro-
inflammatory cytokines. Consistent with this view is an increased expression of
pro-inflammatory cytokine genes in the liver with aging. In addition, the
number of lymphocytes in the liver increases with age, and, in aged mice, the
number of lymphocytes is approximately 3-fold higher. Lymphocytes and
Kupffer cells interact via a feed-forward mechanism to increase this response
and therefore, with aging, the liver’s response to an inflammatory stimulus such
as endotoxemia, will have a more pro-inflammatory profile, with increases
TNFa-secretion and TNFa-dependent hepatocyte death.

16.2.4 Regeneration

The liver has tremendous regenerative capacity. This capacity distinguishes it
from other vital organs (e.g., the brain, heart and lungs) that are far less able to
replace functional tissue once it has been destroyed. As the main detoxifying
organ in the body, the liver has a high likelihood of toxic injury. However, due
to its regenerative properties, the liver is able to restore itself to full size and
ensure survival of the organism. The liver can fully regenerate within 7–10 days
in experimental models (e.g., mice).37 Although hepatocytes rarely proliferate
in the healthy adult liver, virtually all surviving hepatocytes replicate at least
once after 70% partial hepatectomy. Residual hepatocytes upregulate both
proliferative and liver-specific gene expression in order to preserve tissue-
specific function. In addition to hepatocyte proliferation, there is a tightly
coordinated response to complement the regenerative process (e.g., angio-
genesis, extracellular matrix metabolism), so that the entire organ can be
reconstituted within days. During liver regeneration, a complex network of
cytokines, growth factors, kinases, and transcription factors drives hepatocytes
out of the G0 phase to enter and progress through replication.38

The complex and synchronized regenerative response in the liver can be
perturbed and therefore can impact recovery of normal tissue from injury or
damage. Indeed, it is now clear that impaired regeneration and/or restitution is
critical to the chronicity of numerous hepatic diseases. Although aging does not
dramatically affect hepatic histology and architecture, the response to injury
can be severely impaired. In animal models, aging has been shown to impair
hepatic regeneration.39 In humans, the risk of liver failure in response to acute
injury or hepatic resection increases dramatically in the older patient.40,41

Aging has also been associated with poor outcome in chronic liver diseases.
For example, age at the time of infection is major risk factor for severe liver
disease in chronic hepatitis C, and livers from older patients progress through
the fibrosis phases more rapidly than those from younger patients.42,43 It is
hypothesized that impaired regeneration contributes, at least in part, to the
increased susceptibility of the aged liver to acute and chronic injury.1

A major mechanism proposed to contribute to replication senescence in the
aged liver is telomere shortening. Telomeres are repeated hexonucleotide
sequences at the end of the chromosome. Telomeres function to protect the
chromosomes against fusion, non-reciprocal translocations, and deterioration.
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During normal cell division, telomere length shortens with each round of
division. Thus, the number of telomere repeats normally decreases with age.
The rate of telomere shortening is accelerated in organs during chronic
inflammation,44 including in liver.45 The shortening of telomeres with
successive divisions impairs their ability to protect against chromosomal
instability. As a result, the cell normally undergoes replicative senescence to
prevent clonal expansion of potentially damaged chromosomes. Indeed, loss of
this regulation is a key step in carcinogenesis.46 It is hypothesized that this
replicative senescence enhances the rate of remodeling (i.e., fibrosis) during
chronic liver injury. In support of that hypothesis, Rudolph, et al. demon-
strated that livers from telomerase deficient mice progressed to fibrosis and
cirrhosis more rapidly during experimental liver disease.47 In comparison to
other organs, hepatic regeneration is robust; but impaired liver regeneration
with aging could contribute to age-related susceptibility to hepatotoxicants.

16.3 Occupational and Environmental Hepatotoxicants

As of May 2011, over 60million unique chemicals were registered with the
Chemical Abstracts Service (CAS). Notably, only two years had passed since
the registration of the 40millionth chemical. Due to rapid commercialization,
it is impossible to fully understand the potential impact of these new chemicals
on liver disease. However, the problem could be significant because 33% of the
677 most common workplace chemicals reported in the National Institute of
Occupational Safety and Health (NIOSH) Pocket Guide are associated with
hepatotoxicity.48 Occupational and environmental liver diseases may present
with a wide clinical spectrum, ranging from asymptomatic liver enzyme
elevation to acute liver failure, cirrhosis, and cancer. In addition to age, an
individual’s susceptibility to chemical-induced liver disease is determined by
polymorphisms in the genes of xenobiotic metabolism, concomitant use of
alcohol or prescription medications, nutritional factors, and obesity (as many
organic chemicals are lipid soluble).49,50 Recently, it was demonstrated that
hypertriglyceridemia is a risk factor for greater absorption of inhaled organic
chemicals because it changes the blood/air partition coefficient to increase
solubility of these molecules within the bloodstream.51 High-level vinyl chloride
(VC)52 and solvent exposures53 have historically been associated with occu-
pational liver disease, and classical mediators of environmental liver disease
include aflatoxins54 and analines (Epping Jaundice55,56 and Toxic Oil
Syndrome57). However, recent population-based studies suggest an emerging
role for polychlorinated biphenyls (PCBs), organochlorine insecticides, volatile
organic compounds (VOCs), and metals58–60 in environmental liver disease.
These and other historically important chemical hepatotoxicants were recently
reviewed.61

Toxicant exposure patterns, distribution, metabolism, and elimination may
all increase susceptibility to liver injury. Hepatotoxicant exposures vary with
age. While occupational exposures occur in adults, children may inadvertently
ingest toxic chemicals (e.g., yellow phosphorus from fireworks62) or
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inadvertently be exposed to them through medical care (e.g., Di(2-ethylhexyl)
phthalate in IV tubing63). Several persistent organic pollutants (POPs)
associated with adult liver disease are present in breast milk,64 but the effects of
these chemicals, if any, on pediatric liver disease are uncertain. Likewise, POPs
(including PCBs) associated with liver disease bio-accumulate with age,
meaning older subjects are more likely to have higher liver and adipose tissue
levels. Subsequently, in this chapter, histopathologic subtypes of chemical liver
disease as well as selected hepatotoxicants (VC, aflatoxin, and arsenic) are
presented with an emphasis on aging.

16.3.1 Pathologic Forms of Liver Injury Attributed to Industrial

Chemicals

Chemical liver injury typically results in non-specific hepatitis, although
unusual lesions such as hemangiosarcoma may occur. Most industrial
chemicals, including solvents, exhibit dose-dependent hepatocyte cytotoxicity
and typically result in hepatocellular necrosis.61 However, both cholestasis65,66

and acute hepatitis accompanied by rash and eosinophilia resembling an
immunologic drug reaction have been reported.53 Examples of histopathologic
liver lesions associated with industrial chemicals are given in Table 16.2.

Recently, our group coined the term, toxicant-associated steatohepatitis
(TASH) to describe steatohepatitis in highly exposed chemical workers and
associated with increased pro-inflammatory cytokines, insulin resistance, and
antioxidant depletion.52,67 Liver biopsies resembled alcoholic or non-alcoholic
steatohepatitis (NASH), but affected workers were non-drinkers and were not
obese. Hepatocyte lipid accumulation has historically been considered a benign
toxicologic finding and has been described in many forms of chemical
hepatitis.52,61 However, given the increase in cirrhosis and hepatocellular
carcinoma associated with the current NASH epidemic, the significance of
steatohepatitis due to industrial chemicals must be re-evaluated. Indeed,
emerging evidence suggests that steatohepatitis, often with normal serum
aminotransferases, may be one of the most common forms of chemical-induced
hepatitis.52,53,67,68 Serum cytokeratin 18 (non-caspase cleaved), a biomarker of
necrotic hepatocyte death, is more reliably elevated in these workers.52,69

Recently, POPs which bio-accumulate with age (including PCBs) have been
associated with suspected TASH in epidemiologic studies.59 Nutritional status,
co-exposures, and diseases associated with aging—including diabetes and
obesity—appear to confer increased susceptibility to TASH, but more clinical
data are needed.49,52,70

16.3.2 Vinyl Chloride

Vinyl chloride monomer (VC, C2H3Cl, CAS 75-01-4) is a colorless gas and
classically described mediator of occupational liver disease.71 Hepatotoxicity
has also been documented in other structurally related haloalkanes (e.g.,
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carbon tetrachloride) and haloalkenes (e.g., trichloroethylene, TCE).65,72,73

However, the identification of three cases of vinyl chloride-related heman-
giosarcoma at a single B.F. Goodrich chemical plant in Louisville, KY in the
1970’s is perhaps the most important sentinel event in occupational hepa-
tology.71 Subsequent studies have documented associations between VC
exposures and a variety of other liver diseases, including hepatocellular
carcinoma (HCC),49 TASH,52 cirrhosis,49 peliosis hepatitis, focal hepatocytic
hyperplasia (FHH), and focal mixed hyperplasia (FMH).74 VC exposure,
metabolism, hemangiosarcoma, and TASH are subsequently discussed, with
emphasis on the effects of aging on VC toxicity.

VC is a high production volume chemical, and worldwide production
capacity exceeds 35million lbs. VC is used for polymer production, most
notably, polyvinyl chloride (PVC), and for the synthesis of chlorinated
solvents. To date, more than 80,000 American chemical workers have been
exposed to VC.75 At production facilities such as those at Louisville, prior to
1975, high level exposures estimated to exceed 1,000 ppm occurred in ‘‘poly
cleaners’’, who entered and manually cleaned PVC batch reactor vessels. VC
exposures were subsequently limited by the Occupational Safety and Health
Administration’s Vinyl Chloride Standard (29 CFR 1910.1017) to less than

Table 16.2 Pathology of Chemical Liver Disease in Humans or Animal
Models.

Category Selected Examples

Steatohepatitis Vinyl chloride, aflatoxin, trichloroethylene,
tetrachloroethylene, trichloroethane, carbon tetrachloride,
petrochemical mixtures, atrazine, paraquat, chlordecone,
polychlorinated biphenyls, nitrobenzene, nitrotoluene,
arsenic, methylmercury, thallium, yellow phosphorus,
aflatoxin

Necrosis Carbon tetrachloride and other halogenated aliphatic
hydrocarbons, haloaromatic compounds, nitroaromatic
compounds, arsenic, yellow phosphorus

Cholestasis Beryllium, copper, di(2-ethylhexyl) phthalate,
methylenedianiline, paraquat, toxic rapeseed oil

Cirrhosis Arsenic, carbon tetrachloride, polychlorinated biphenyls,
trichloroethane, trichloroethylene, trinitrotoluene, vinyl
chloride

Peliosis hepatitis Thorotrast, urethane, vinyl chloride
Granulomas Beryllium, copper
Pigment deposition Anthracite, thorotrast, titanium
Cholangiocarcinoma Thorotrast, polychlorinated biphenyls
Hepatocellular
Carcinoma

Arsenic, carbon tetrachloride, polychlorinated biphenyls,
tetrachloroethylene, thorotrast, trichloroethylene,
trinitrotoluene, vinyl chloride, aflatoxin

Hemangiosarcoma Vinyl chloride, butoxyethanol, chloronitrobenzene,
polyhexamethylene biguanine, urethane, tetrafluoroethylene

Adapted from M. Cave, K. C. Falkner and C. J. McClain in Zakim and Boyer’s Hepatology: A
Textbook of Liver Disease, 6th edn, Elsevier Saunders, Philadelphia, 2011.
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1 ppm averaged over an 8 hour work day. In addition to chemical workers, high
level occupational exposures occurred in hair dressers, as VC was used as an
aerosol propellant in hair spray from approximately 1962 to 1974.76 VC has
been identified as a solvent degradation product, and it is present in landfill
leachate, where it potentially places surrounding populations at risk. VC may
also leach from PVC pipes which are used to carry drinking water, or may form
as a disinfection byproduct.

VC is metabolized in a strikingly similar fashion to ethanol, producing
reactive VC metabolites. At concentrations up to approximately 220 ppm, VC
is metabolized by CYP2E1, forming the highly reactive genotoxic epoxide,
chloroethylene oxide.77 CYP2E1 polymorphisms were associated with fibrosis,
liver injury, and chromosomal damage in Asian VC workers, and possibly
hemangiosarcoma at the Louisville plant.50,78–80 Chloroethylene oxide is either
spontaneously or enzymatically converted to chloroacetaldehyde (CAA).81

CAA may be metabolized by aldehyde dehydrogenase 2 or scavenged by
sulfhydryl groups/glutathione. VC exposure may be associated with increased
systemic pro-inflammatory cytokines and reduced antioxidant defenses;52

indeed, GST polymorphisms have been associated with increased biomarkers
of genotoxicity and liver disease in VC workers.79,80 Likewise, we recently
showed, in vitro, that CAA treatments induced mitochondrial dysfunction, a
hallmark of aging.82 Therefore, VC metabolism, like aging, may be associated
with inflammation, oxidative stress, and mitochondrial dysfunction; and
genetic variation may confer increased susceptibility.

Hepatic hemangiosarcoma (Figures 16.1, 16.2) is a vascular tumor believed
to originate from sinusoidal endothelial cells. Although hemangiosarcoma may
occur spontaneously with some frequency in other mammalian species, it is
exceptionally rare in humans.83 However, 26 highly-exposed B.F. Goodrich
workers from the Louisville plant have developed hepatic hemangiosarcoma,

Figure 16.1 Computed tomography scan from a VC worker with a 20 cm hypodense
liver mass which was subsequently confirmed to be hemangiosarcoma on
biopsy.
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and this is likely the largest single-site cluster worldwide.84 This association has
been confirmed in large epidemiologic studies of more than 10,000 North
American and more than 12,000 European VC workers.85,86 Consistent with
the Louisville data, duration of exposure, cumulative exposure, and
employment as an autoclave cleaner were risk factors for hemangiosarcoma in
these studies. At cumulative exposures below 1,500 ppm per year, mortality
from hemangiosarcoma approached that of the entire cohort, again demon-
strating the dose-dependence of this cancer.86 Peculiarly, even though VC is
genotoxic, in Louisville workers, hemangiosarcoma presented with aging,
following a long latency period. Hemangiosarcoma presented at a mean age of
57.9� 12.2 and at a mean of 32.2 � 11.9 years after initial occupational VC
exposure. Given this prolonged latency period, cases continue to present, even
decades after the last VC exposure. Some studies have implicated p53 and
polymorphisms in DNA repair genes in VC-related hepatocarcinogenesis.87–89

However, more work is required to better understand why VC exposures may
result in cancer with aging following a prolonged latency period.

As early as 1975, it was recognized that ‘‘fatty changes’’ similar to those
observed in alcoholic liver disease were present in about half of biopsied
chemical workers with high cumulative exposures.90 In fact, in his final paper
addressing focal hepatocytic hyperplasia (FHH) and focal hepatocytic hyper-
plasia (FMH,) Hans Popper noted that FHH and FMH were often obscured by
‘‘fatty infiltration and/or chronic disease (hepatitis/granuloma)’’.74 Our group
became interested in this topic following the publication of reports docu-
menting NASH in lean Brazilian petrochemical workers exposed to chemical
mixtures including vinyl chloride,68and ultrasound studies observing hepa-
tomegaly, steatosis, and fibrosis in VC workers.91,92 Subsequently, 25 liver
biopsies from highly exposed VC workers at the Louisville plant were
re-analyzed, yielding an 80% steatohepatitis prevalence (Figure 16.3).52 Fibrosis

Figure 16.2 Photomicrograph (100�, H&E stain) of a liver biopsy from a second VC
worker with hemangiosarcoma.
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was present in 55% of TASH cases. Remarkably, serum transaminases were
normal in most cases. TASH was associated with insulin resistance, reduced
serum adiponectin levels, marked elevation of pro-inflammatory cytokines, and
reduced serum antioxidants. TASH was associated with primarily necrotic,
rather than apoptotic, hepatocellular death. Similar biochemical findings were
present in elastomer/polymer workers with suspected TASH and who were
exposed to mixtures of acrylonitrile, 1,3-butadiene, and styrene.67 Because these
modes of action have been associated with aging, interactions between aging and
TASH could be anticipated, but have not been studied.

16.3.3 Aflatoxin

While VC is historically associated with occupational liver disease, aflatoxins
are classically described, and still relevant, environmental hepatoxicants.
Aflatoxins are unavoidable food contaminants, produced by Aspergillus
species, including A. flavus.54 These mycotoxins are produced by fungal action
during the production harvest, storage, and processing of peanuts, corn, and
grains, particularly under warm and moist conditions. Aflatoxins were initially
identified 50 years ago as the cause of ‘‘turkey X disease’’, but they were
subsequently found to produce human disease as well.54 In developed
countries, aflatoxin levels in both food for human consumption and livestock
feed are regulated. Two well-defined clinical syndromes have been described in
humans: acute aflatoxicosis and hepatocellular carcinoma; although some
evidence suggests that aflatoxins may also cause hepatomegaly,93 cirrhosis,94

and growth restriction95 in children, who appear to have increased
susceptibility.96

Acute aflatoxicosis results from high-dose exposures and occurs periodically
in mini-epidemics in developing countries. Aflatoxicosis results in vomiting,

Figure 16.3 Photomicrograph of a liver biopsy (100�, H&E stain) of a VC worker
with TASH and cirrhosis.
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hepatic steatosis, bile duct proliferation, hemorrhagic necrosis, pulmonary
edema, and hepatic encephalopathy.54 The largest reported outbreak occurred in
Kenya in 2004–2005 following ingestion of contaminated maize and resulted in
317 cases and 125 deaths.97 Experimental studies have confirmed microvesicular
steatosis with glutathione depletion following acute exposure, with aspartate
aminotransferase (AST)4alanine aminotransferase (ALT) elevation and
impaired mitochondrial respiration similar to Reye’s syndrome.98–100 Thus, acute
aflatoxicosis could be considered to represent ‘‘fulminant TASH’’.

In contrast to acute aflatoxicosis, hepatocellular carcinoma is increasingly
prevelent, and occurs as a consequence of low-level chronic exposures.
Experimental studies have confirmed carcinogenesis with chronic aflatoxin B1

(AFB1) exposure across multiple species.54 However, human epidemiological
studies have typically focused on aflatoxin (urinary aflatoxin-N7-guanine) and
hepatitis B virus (serum HBV surface antigen) co-exposures in Asia. Notably,
in the People’s Republic of China, the incidence of HCC is 700,000 cases per
year. The first major cohort study, comprising more than 18,000 men in
Shanghai, determined HCC relative risks of 3.4, 7, and 59 for aflatoxin, HBV,
and combined aflatoxin/HBV exposures. These synergistic results have been
confirmed in other studies, and in high risk areas in China, the onset of liver
cancer also begins early in life, starting at age 20.54

Aflatoxin hepatocarcinogensis has been attributed to the genotoxicity of
metabolites of AFB1 and AFG1. AFB1 is oxidized by CYP1A2 and CYP3A4
to metabolites including the epoxide, AFB1-8,9-oxide, which may form DNA
adducts (most notably aflatoxin-N7-guanine), or be conjugated with glut-
athione to eventually form aflatoxin-N-acetylcysteine (AFB-NAC). Indeed
GST polymorphisms have been associated with increased incidence of HCC
due to aflatoxin exposures.54 Ongoing chemoprevention studies focus on the
ability of Nrf2 activators, such as oltipraz or broccoli sprouts tea, to enhance
detoxification, as measured by increased urinary AFB-NAC and decreased
aflatoxin adducts.54

16.3.4 Arsenic

Inorganic arsenic is a ubiquitous element and a natural drinking water
contaminant. Owing to its toxic potential to humans, it is a high priority
hazardous substance in the United States. Chronic exposure to arsenic has been
linked with a myriad of possible health effects, including skin lesions, hyper-
tension, cardiovascular disease, respiratory disease, and malignancies of the
skin and internal organs.101 The liver is a well-known target organ of arsenic
exposure. Hepatic abnormalities caused by arsenic exposure include hepa-
tomegaly, non-cirrhotic portal fibrosis, and portal hypertension.102–104

Furthermore, arsenic exposure has been linked to hepatic malignancies,
namely hepatic hemangiosarcoma and hepatocellular carcinoma in both
humans and in animal models.105,106 Straub et al. demonstrated that mouse
liver is also sensitive to more subtle hepatic changes (e.g., hepatic endothelial
cell capillarization and vessel remodeling) at lower arsenic exposure levels
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(250 ppb) without any gross pathologic effects.105 It is nevertheless unclear at
this time if environmental arsenic exposure at the levels observed in the US
causes liver disease.

Another major health concern for the US population is obesity, the
prevalence of which is increasing at an alarming rate. Among the myriad of
health complications associated with obesity (e.g., diabetes, cardiovascular risk,
etc.) is non-alcoholic fatty liver disease (NAFLD). Risk factors for primary
NAFLD (i.e., not secondary to other proximate causes) are analogous to those
of metabolic syndrome (e.g., obesity, type II diabetes, and dyslipidemia). It is
also clear however, that there are likely other unidentified risk factors that
contribute to the development of disease. A striking feature of arsenic exposure
and non-alcoholic fatty liver disease is that there is significant overlap between
areas of risk in the US.107,108 For example, states with clusters of municipal
wells with high levels of arsenic (e.g., Michigan, Texas, West Virginia, and
Oklahoma) also have high incidences of obesity and diabetes.109,110

Furthermore, high arsenic in the drinking water is generally localized to
private artesian water supplies (not regulated by the EPA) in rural commu-
nities, where the incidence of obesity tends to be even higher than in most areas
of the country. It is therefore possible that arsenic exposure is an unidentified
environmental risk factor in the development of NAFLD. In support of this
hypothesis, it was recently demonstrated that liver injury during experimental
NAFLD is enhanced by concomitant arsenic exposure in mice.111 As described
subsequently, the course of NAFLD is worsened with aging.

16.4 Aging and Clinical Liver Disease

There are no liver diseases specific to advanced age. However, the clinical
course and management of the elderly with liver diseases differs in several
aspects from that of young individuals. Reduction in protective enzymes,
decline in response to growth factors, and increased pathogen load from the gut
all put the aged liver at increased risk for disease.9,112 In this section, alcoholic
liver disease, NAFLD, viral hepatitis, and drug-induced liver injury (DILI) will
be discussed with regard to aging and susceptibility.

16.4.1 Alcoholic Liver Disease

Alcohol consumption is common in old age, and approximately 62% of indi-
viduals over 60 years old are heavy alcohol drinkers.113 The majority
(90–100%) of individuals with chronic alcohol consumption develop alcoholic
fatty liver (AFL). About 30% of AFL individuals develop alcoholic steato-
hepatitis (ASH), and approximately 10–20% develop alcoholic cirrhosis.114

The liver is the main organ for ethanol metabolism. Ethanol is primarily
metabolized to acetaldehyde (B80%) by alcohol dehydrogenase (ADH), and
by cytochrome P450 2E1 (CYP2E1) and catalase. ADH transfers electrons
from ethanol to the reducing equivalent NADP1; the cytochrome P450 system
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transfers the electrons to molecular oxygen (O2), and catalase reduces hydrogen
peroxide (H2O2) to water. Age associated diminished activity of these enzymes
makes the liver vulnerable to the toxicity of alcohol.115,116 Additionally, the
shift in hepatic redox state that occurs with oxidation of ethanol inhibits
mitochondrial b-oxidation of fatty acids and increases fatty acid synthesis and
esterification,117 thereby contributing to the development of alcoholic fatty
liver (AFL). In the aging population, AFL can lead directly to cirrhosis via
enhanced fibrogenesis.

More than 28% of alcoholic liver disease (ALD) diagnoses are in patients
aged 60 or over.116 Half of the elderly patients who develop cirrhosis die within
a year of its diagnosis.113 The most common presentation in patients over 70
years is dizziness and non-specific symptoms such as malaise, anorexia,
abdominal pain.112 Because aged individuals often have other diseases, elderly
patients who have ALD may have more severe symptoms and a higher
frequency of complications.116 One study identified that 100% of men aged
over 70 presenting with ALD had a more severe clinical presentation (jaundice,
ascites, portal hypertension, gynecomastia) and cirrhosis on biopsy, compared
to 55% of men aged 20–59 years.112 In patients with severe ASH or cirrhosis, a
variety of prognostic criteria exist: edema, esophageal variceal bleeding, and
hepatic encephalopathy, all of which increase mortality significantly.116 The
Glasgow score for alcoholic hepatitis considers that age 450 is a significant
factor for a worse prognosis.112 In a British study, mortality from cirrhosis in
alcoholic liver disease at years 1 and 3 of follow-up was 34% and 54%
respectively in patients over 60, compared with 5% and 24% respectively in
patients under 60.118 Also, age over 55 is associated with an increased incidence
of central nervous system damage in patients with ALD when compared to
younger individuals.114 Thus, the severity and prognosis of ALD is worse with
aging, and ethanol can increase susceptibility to injury from specific xenobiotics
metabolized by CYP2E1.

16.4.2 Nonalcoholic Fatty Liver Disease

NAFLD is composed of a spectrum of liver pathology ranging from steatosis to
inflammation, often with fibrosis (non-alcoholic steatohepatitis), to cirrhosis.
NAFLD is regarded as the hepatic manifestation of the metabolic syndrome,
and its prevalence has risen in parallel with the obesity epidemic. A recent study
showed that NAFLD accounted for 75% of chronic liver disease in the United
States (NHANES 2005–2008), increasing from 47% in the previous decade
(NHANES 1988–1994).119 Fatty liver was detected by magnetic resonance
spectroscopy in 33.6% of the 2,349 adult (age 18–65) participants in the Dallas
Heart Study.120 The prevalence of NAFLD increases with age and ranges from
1–3% in children, 5% in teenagers, 18% in adults aged 20–40, 39% in adults
aged 40–50, to over 40% in adults over 70 years of age.121 Not only is NAFLD
more common with aging, it also appears to be more severe. Age (especially
450) was associated with increased fibrosis using multivariate analysis in
multiple cross-sectional studies.121 In the only liver biopsy study of NAFLD in
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patients over 70, exceptionally high prevalences of fibrosis (40%) and cirrhosis
(14%) were observed.122 In addition to age, insulin resistance is an important
determinant of fibrosis progression. However, the interaction between NAFLD
and insulin resistance is complex, as NAFLD is also associated with the
subsequent development of overt diabetes, metabolic syndrome, and cardio-
vascular disease.121 The presence of NAFLD is associated with increased
mortality, and ischemic heart disease, cancer, and cirrhosis are the leading
causes of death in NAFLD.121

Several mechanisms have been proposed to explain increased susceptibility to
NAFLD with aging.121 Foremost among these are age-related loss of lean body
mass and an increased prevalence of metabolic syndrome. These conditions are
associated with fat redistribution from subcutaneous adipose tissue (SAT) to
visceral adipose tissue (VAT). This shift increases the flux of free fatty acids to
the liver and eventually overwhelms the oxidative (age-related decrease in
mitochondrial function) and antioxidant capacities of the liver, resulting in
increased hepatic lipid accumulation, oxidative stress, and inflammation.
NAFLD has also been associated with abnormal xenobiotic metabolism,
independent of aging. Thus, NAFLD may increase susceptibility to liver injury
from xenobiotic compounds. The weight of evidence indicates that NAFLD is
associated with down-regulation of CYP1A2 and cellular glutathione
(GSH).123 CYP2E1 is upregulated in the majority of human and rat, but not
mouse, studies. Limited human data suggest that specific hepatic uptake
transporters may also be downregulated,124 while ATP-binding cassette (efflux)
transporters may be upregulated (albeit with abnormal cellular localization in
some cases)125 with increasing severity of NAFLD. Not only does NAFLD
potentially increase susceptibility to xenobiotic toxicity, some toxicants
have clearly been associated with the development of NAFLD/TASH
(Table 16.2).

16.4.3 Viral Hepatitis

Worldwide, HBV accounts for an estimated 370million chronic infections.126

Older age at the time of acute HBV infection is associated with increased rates
of progression to chronic HBV.127 However, spontaneous annual seroclearance
rates of hepatitis B surface antigen are higher in older subjects with chronic
HBV.127 While progression to cirrhosis is best correlated with higher HBV
DNA levels, older age and male sex are also important risk factors.128 Older
age also increases the risk for development of hepatocellular carcinoma.129

Approximately 3% (B170million) of the world’s population has been
infected with Hepatitis C (HCV), and adults aged 40–49 have the highest
seroprevalence.127 However, subjects older than 65 are more likely to present
with decompensated cirrhosis and HCC.130 A liver biopsy study in patients
over the age of 65 showed that 60% had cirrhosis, 30% had HCC, and 10%
had chronic active hepatitis.112 The probability of fibrosis progression is
accelerated with aging; and men aged 61–70 years with HCV had 300 times
greater fibrosis progression per year than men aged 21–40 years.131 Likewise,
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the median time to development of cirrhosis was 33 years in those infected
during the third decade of life, compared to 16 years in those infected at age 40
or older.132 Older age is also associated with decreased rates of sustained
virologic response with HCV pharmacotherapy, and this lack of response has
been attributed, in part, to increased drop-outs due to medication side effects.
HCV is the leading indication for liver transplantation in the US, but older
donor age is associated with increased graft loss due to more aggressive
recurrence of HCV infection.133

The more rapid course of HCV observed with aging has been proposed to be
related to a reduction in hepatic blood flow, reduced mitochondrial function,
and cumulative exposures to environmental hepatotoxicants.118,127 Mixed
exposures to 1,2-ethylene dichloride and vinyl chloride have a synergistic effect
with hepatitis B virus infection for liver injury (elevated serum aminotrans-
ferases) in exposed workers.134 Likewise chronic HBV was a risk factor for the
development of hepatocellular carcinoma in vinyl chloride workers.134,135

Moreover, aflatoxin co-exposures may synergistically increase the risk for
hepatocellular carcinoma in subjects with chronic HBV or HCV infection.136

Exposure to acrolein, an environmental aldehyde, has been associated with
decreased responsiveness in vitro to interferon alpha, which is used to treat
chronic viral hepatitis.137

16.4.4 Drug Induced Liver Injury

Older age is traditionally considered to be a susceptibility factor for drug
induced liver injury (DILI).138 It is estimated that over 1100 drugs and herbals
are associated with DILI, and DILI remains the leading cause of acute liver
failure (ALF).139 Furthermore, older age negatively impacted survival of ALF
in some, but not all, studies.140 In the Acute Liver Failure Study Group,
acetaminophen (APAP) accounted for 46% of ALF, while non-APAP DILI
accounted for 12% of ALF.141 Older age is a traditional risk factor for both
APAP and idiosyncratic DILI (e.g., diclofenac, isoniazid, flucloxacillin,
amoxicillin/clavulanic acid, erythromycin, nitrofurantoin, and methot-
rexate).138,139 In Spain, 45% of DILI cases during 1994–2004 occurred in
patients aged460.142 More recent data from DILI registries challenge the
notion that age alone is risk factor for ALF from DILI.139 However, age
continues to be associated with increased susceptibility to cholestatic DILI.139

In addition to age-related changes in drug absorption, distribution, meta-
bolism, and elimination, age and frailty may be associated with additional risk
factors for DILI, including concomitant ethanol use, polypharmacy, mal-
nutrition, NAFLD, and cognitive impairment affecting adherence.138 From a
mechanistic standpoint, mitochondrial toxicity appears to be an early event in
idiosyncratic DILI, and age-related mitochondrial damage could confound this
problem.138 Aging related risk factors appear to increase susceptibility to DILI,
and mitochondrial dysfunction and malnutrition remain important associated
mechanisms. However, more data are needed to better understand this
important topic.
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16.5 Conclusions

The liver is the largest and most biochemically complex organ in the body.
Normal aging is associated with morphologic, physiologic, biochemical,
immunologic, and regenerative changes, which may increase susceptibility to
hepatotoxic chemicals. Industrial chemicals and food contaminants such as
aflatoxin have been associated with a myriad of pathologic liver injuries,
ranging from acute hepatitis to chronic hepatitis, cirrhosis, and liver cancer.
The hepatic response to toxic chemicals may be even more complex in older
individuals with underlying liver diseases, including alcoholic liver disease,
nonalcoholic fatty liver disease, and viral hepatitis.

Abbreviations

AFB1 aflatoxin B1
ADH alcohol dehydrogenase
ALD alcoholic liver disease
AFL alcoholic fatty liver
ALF acute liver failure
ALT alanine aminotransferase
ASH alcoholic steatohepatitis
AST aspartate aminotransferase
AP-1 activator protein 1
ARE antioxidant response element
AhR aryl hydrocarbon receptor
bZIP basic region leucine zipper
CAA chloroacetaldehyde
CAR constitutive androstane receptor
CAS chemical abstracts service
CYP cytochrome P450
DILI drug-induced liver injury
FHH focal hepatocytic hyperplasia
FMH focal mixed hyperplasia
GCL glutamate cysteine ligase
GSH reduced glutathione
GST glutathione S-transferases
HBV hepatitis B virus
HCV hepatitis C Virus
HCC hepatocellular carcinoma
IGF-1 insulin-like growth factor
Keap1 kelch-like-ECH-associated protein 1
LSECs liver sinusoidal endothelial cells
NASH nonalcoholic steatohepatitis
NF-kB nuclear factor kappa B
NIOSH National Institute of Occupational Safety and Health
Nrf2 nuclear factor (erythroid-derived 2)-like 2
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PCBs polychlorinated biphenyls
POPs persistent organic pollutants
PPARa peroxisome proliferator activated receptor a
PXR pregnane and xenobiotic receptor
ROS reactive oxygen species
SAT subcutaneous adipose tissue
TCDD 2,3,7,8-tetrachlorodibenzodioxin
Fox01 Forkhead box protein 01
PEPCK Phosphoenolpyruvate carboxykinase
CPT1 carnitine palmitoyl transfersase 1
FACO fatty acyl CoA oxidase
Otap organic anion transporting peptide
NFkB nuclear factor kappa B
Mafs musculoaponeurotic fibrosarcoma proteins
TASH toxicant-associated steatohepatitis
TOR target of rapamycin
VAT visceral adipose tissue
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CHAPTER 17

Immune System Disorders

RODNEY R. DIETERT

Department of Microbiology and Immunology, College of Veterinary
Medicine, Cornell University, North Tower Rd. Ithaca, NY 14853, USA
E-mail: rrd1@cornell.edu

17.1 Introduction

The immune system is composed of a variety of different cell types that
contribute in a coordinated manner to provide: 1) host defense, 2) tissue
surveillance and integrity, and 3) the homeostatic regulation of function of
tissue and organs. Because immune cells are distributed during early devel-
opment to virtually every tissue and organ of the body, the functional status of
these resident immune cells can greatly influence the overall function of the
tissue or organ, as well as the risk of subsequent pathology. Besides systemic
immune dysfunction, immune dysfunction of specialized populations such as
microglia in the brain, alveolar macrophages in the respiratory tract, and
Kupffer cells in the liver can directly mediate organ pathologies and diseases.

Therefore, immune system disorders should not be thought of as diseases
restricted to the primary and secondary lymphoid organs (e.g., thymus, spleen).
Instead, immune disorder-based diseases span every medical categorization and
coding.1 Of course this also means that immune disorders are usually under-
estimated since they are likely to be given a different medical label. Examples of
this would be for diseases such as psoriasis, atherosclerosis, asthma, auto-
immune thyroiditis, and inflammatory bowel disease, which are likely to be
categorized as dermal, cardiovascular, respiratory, endocrine, and gastro-
intestinal diseases respectively. However, in reality—if one examines the basis
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of these diseases and not just the involved tissues where the pathology
occurs—these are all immune dysfunction-based diseases featuring inflam-
matory misregulation.2

A recent topic of interest has been the various ways in which environmental
factors such as pollutants can cause immune alterations that then lead to
chronic diseases. Historically, the focus of immunotoxicology was on ensuring
the integrity of the immune system to provide host defense, protecting against
infectious agents.3 Detection of detrimental effects of the environment on
immune-mediated host defense was seen as the foremost priority during the era
where HIV/AIDS-associated immunosuppression was emerging as a critical
health threat. Obviously, reduction of immune function remains a concern. But
more recently, this priority was overshadowed by the potential for environ-
mental risk factors to cause other adverse immune outcomes that are far more
directly connected to the risk of major chronic diseases: inappropriate immune
enhancement, autoimmunity, and misregulated inflammation.1

As will be described in this chapter, health risks tied to environmentally-
induced immune system disorders are not restricted to a handful of random
diseases and conditions, such as loss of host defense, increased risk of
infections, and leukemia. In stark contrast, the immune system disorders that
result from early-life environmental insult predispose individuals not just to
acute illnesses, but also to chronic diseases. They also increase the probability
that individuals will carry the burden of multiple chronic diseases over a
lifetime.4 New patterns of elevated health risks for several interlinked chronic
diseases and conditions can emerge from a single ill-timed environmental
exposure.5 Many of these immune-based chronic diseases will emerge later in
life during the normal aging process. This chapter describes the cause–effect
relationships between problematic environmental conditions, developmental
immunotoxicity (DIT), immune dysfunction, inflammatory misregulation, and
chronic diseases. It also discusses opportunities that could reduce the risk of
prevalence of chronic diseases that emerge during the aging process.

17.2 Immune Cells as Environmental Sentries at the

Portals of Entry

Components of the immune system are dispersed throughout the body and are
particularly concentrated at the portals where initial environmental exposure
occurs (airways, gastrointestinal system, skin, and reproductive-excretory
systems). It is here that these resident immune cells play a role in sampling the
environment for danger signals, including the introduction of potential
pathogens. But it is also these same cells that are among the first to encounter
potentially harmful environmental factors. By location alone, virtually any
environmental exposure is likely to involve the exposure of at least some
immune cell populations (via the airways, skin, and gut). The question then
becomes not whether any immune cell populations were exposed to a toxicant,
but rather when are exposures significant relative to risk of immune
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dysfunction, pathology, and disease? Isolated exposure of small populations of
specialized cells such as brain microglia, alveolar macrophages, gut intrae-
pithelial lymphocytes, or skin dendritic cells might be viewed as having quite
limited consequences. But the relative sensitivity and functional implications of
environmental damage to these immune cell residents in tissues is often either
underestimated or uncertain. For example in the child, environmental factors
interact with both the gut microbial population and mucosal immune cells to
produce significant local immune alteration.6–8 But this alteration can result in
immune problems and elevated risk of diseases that extend beyond the gut to
several other tissues and organs. In mice, investigators recently demonstrated
that the status of the gut microbiome and changes in gastrointestinal immune
cell populations affect the risk of neurologically-based experimental auto-
immune encephalomyelitis.9 This is an important concept: that the status of
gastrointestinal immune cell populations appears to affect the risk of neur-
ological chronic disease. The implications are that environmentally-induced
alterations of local resident immune cell populations may elevate health risks
involving other tissues and organs, or even systemically. But how or why might
this happen? At least one possible explanation lies in the observation that the
immune system appears to exist as a fractal network, despite its dispersal in
tissues. With this in mind, local effects have the potential to lead to functional
or pathological ramifications in non-local tissues.1

17.3 Early-Life Origins of Adult Immune-Based

Diseases

17.3.1 Development Origins of Disease: The Barker Hypothesis

One of the challenges in identifying the risk of immune-based diseases from
exposure to environmental factors such as toxicants is the issue of the time
interval between problematic exposures and disease onset. The concept of a
developmental basis of adult disease was advanced in prior decades and became
known as the ‘‘Barker Hypothesis’’.10–12 But while the original concept was
framed primarily as related to undernutrition and risk of subsequent cardiov-
ascular disease,13 it is now clear that the connection between fetal environment
and adult disease is far more extensive in scope and impact.14–16 The range of
environmental factors that can produce a fetal linkage with risk of adult disease
goes well beyond undernutrition, and the adverse outcomes are not restricted to
just cardiovascular disease.17 The concept of developmental origins of chronic
diseases has become a major issue in toxicology.18–20

17.3.2 Critical Windows of Immune Vulnerability

While early-life insult and developmentally programmed dysfunction can affect
any physiological system, the immune system represents a particular concern as
a target. In general, environmentally-induced immune alterations in the young
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are termed developmental immunotoxicity (DIT), as the categorization
encompasses many different types of environmental factors or agents.21

Immune maturation occurs in discrete steps during both prenatal and
postnatal development.22,23 These steps must occur with precision and precise
developmental timing to produce a functioning, effectively regulated, and well-
balanced immune system in the child.

The basic concept that during development there are critical windows of
vulnerability for the immune system has existed for more than a decade.24–28

The conceptual framework states that specific maturational events are precisely
timed with specific windows of prenatal and/or neonatal development. Because
the maturational events are both critical for integrity of the child’s immune
system and may be restricted to one or a few windows of development, their
disruption can have not only devastating effects on subsequent immune
function, but also environmentally-mediated effects that are likely distinct from
those produced by similar exposures at other periods of development.
Examples of critical windows for the immune system would be: 1) emergence of
myelomonocytic cells and seeding of tissues and organs, 2) first appearance of
microglia cells, 3) seeding and expanded distribution of microglia cells in the
cerebral wall, 4) appearance and expansion of astrocyte populations, 5) seeding
of thymus with thymocytes and selection against autoreactive T-cell clones, 6)
emergence, seeding, and expansion of Treg populations as well as Th17 cells, 7)
emergence and expansion of intraepithelial lymphocytes (IELs) contributing to
the gastrointestine-associated lymphoid tissue (GALT), 8) alteration of
macrophages and macrophage-related cells in response to collectins
(surfactants), 9) maturation of dendritic cells to promote Th1 responses, and
10) maturation of innate immune cells in response to neonatal intestinal
microbiota (information adapted from ref. 29).

While this conceptual framework for ‘‘critical windows’’ emerged for the
immune system and had strong biological plausibility,28 proof of concept was
needed. Data supporting proof of concept for the existence and significance of
critical developmental windows of immune vulnerability were obtained via
examination of the effects of developmental exposure to the heavy metal lead.30

When lead exposure was restricted to different narrow windows of early
development, different immune alterations were observed in the offspring.
Developmentally-restricted exposure to lead produced both quantitatively and
qualitatively different adverse immune outcomes in the young. Because similar
results were obtained comparing development windows using two different test
species,30 the ‘‘critical window’’ of lead exposure appeared to be paramount in
determining what kind of immune alterations would be seen in the offspring.
This and other studies indicated that developmental timing is of vital
importance when it comes to both dose–response sensitivity and the spectrum
of toxicant-induced immune alterations that will result.

Age-based comparisons among several chemicals and drugs led to the
conclusion that children are more susceptible to immmuntoxicity than are
adults.31 This increased susceptibility can take several forms. Lower doses of
chemicals and drugs are likely to produce adverse immune effects following
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exposure of the young, compared to adults. Additionally, immunotoxic
exposures of the young are more likely to produce a broader spectrum of
adverse effects than exposures of adults. The adverse effects of immunotoxicity
in the young (i.e., DIT) are more likely to persist than those in the adult.
Immunotoxicity following exposure of the young is more likely to appear at a
much later age following some second environmental exposure (or conditions,
e.g., stress). The early-life, seemingly innocuous, exposure developmental
programming for dysfunction becomes apparent following a later, often adult,
environmental exposure. A classic example of this is described where prenatal
exposure of mice to disethylstilbesterol (DES) appears to permanently alter the
cytokine programming of lymphocytes, which becomes physiologically evident
after a second low-level adult exposure to DES.32 It is important to recognize
that: 1) some maturational steps are systemic, while others occur only in specific
organs or tissues, and 2) even organ-specific maturational steps may affect
immune status of other tissues later in life. An example of the latter is the ability
of the environmental influences on the immune–gut microbiome interaction in
the neonate to affect the risk of multiple manifestations of allergic diseases in
the child.33,34

This concept of ‘‘critical windows’’ in the young becomes important in
estimations of health risk in the absence of age-relevant data. For example, if
only adult exposure data exist for the immune system, it is not possible to know
whether environmental exposure might disrupt a key immune maturation event
that is restricted to early development. This is not a matter of simple dose-
sensitivity differences, but rather, it is an issue of whether critical targets are
lacking in the adult test system. In effect, it nullifies the utility for the adult
exposure test system for non-adults. For this reason, four immunotoxicologists
recently called for required DIT testing of chemicals and drugs.5

17.3.3 The Scope of Adverse Outcomes Occurring with DIT

As mentioned briefly in the introduction, the historical focus of immunotoxicity
testing had two primary goals: 1) detection of immunosuppression,35 and 2) the
identification chemicals that could serve as sensitizers.36,37 Assays and
biomarkers were designed accordingly and many were intended to serve as
surrogates of host resistance challenges (again, where a loss of host defense was
measured).38 These were quite effective for their intended purposes, and it was
found that a small collection of assays were capable of providing reliable
indications of chemically-induced immunosuppression in animal models.39

However, the scope of the required detection of adverse immune outcomes,
and particularly that associated with early developmental exposures, has
changed dramatically. It is no longer risk of immunosuppression that is the
preeminent concern. Given current disease prevalences, identification of the
risk of allergic, autoimmune, and inflammatory diseases is a major priority in
safety testing. This shift in safety testing focus was recently discussed in the
content of immune-based diseases.5 Because of the broader scope of potentially
problematic immune alterations that can occur and the disease ramifications,
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new approaches are needed to ensure protection of the developing immune
system.1 To emphasize the range of immune dysfunction-based outcomes that
can occur from a single toxicant source, Figure 17.1 illustrates the elevated
immune-inflammatory disease risks reported to be linked with early-life
exposure to tobacco smoke. The elevated risks of disease run the full gamut
of adverse immune outcomes, ranging from elevated risk of infections and
cancer to increased risk of allergic, autoimmune and inflammatory diseases.
While tobacco smoke contains numerous immunotoxicants, it is still only one
of many sources for environmental insult of the immune system. Among the
diseases and conditions characterized by inflammatory misregulation and
linked with early-life exposure to tobacco smoke are: asthma,40 athero-
sclerosis,41 atopic dermatitis,42,43 Crohn’s disease,44 dental caries,45 early-onset
chronic obstructive pulmonary disease,46 insulin resistance,47 obesity,48 osteo-
porosis,49 pediatric psoriasis,50 rheumatoid arthritis,51 susceptibility to respiratory
infections,52 and sleep disorders.53

Environmental events that affect immune development and programming
have significant ramifications in later life, and there is increasing appreciation
of the potential impact of these exposures across all aspects of immune system
function (e.g., both adaptive and innate immunity). Maternal exposures have
been reported to alter the course of innate immune development in the offspring
such that the risk of immune imbalances54 and inflammatory disease is

Multiple Adverse Outcomes From a Single Environmental Risk Factor 
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Figure 17.1 The figure illustrates the multiple immune dysfunctions and/or
inflammatory-based health risks associated with early-life exposure to
tobacco smoke. Immunosuppression (i.e., reduced host resistance) is far
from the only concern. In fact, improper immune enhancement,
including elevated risk of allergic, autoimmune, and inflammatory
diseases, is a significant chronic health concern.
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increased.55 Figure 17.2 provides examples of innate immune cell immuno-
toxicity by chemicals and drugs that result in inappropriate inflammation in
tissues. It is precisely these types of adverse immune outcomes, particularly in
children, that can establish a life course of inflammation-driven chronic
diseases.

Feltes et al.56 postulated that prenatal programming establishes the pathway
to aging in adults, in which inflammation plays a major role. Microbes in the
gastrointestinal tract and possibly the respiratory tract play a significant role in
the early-life immune programming process.57 This means that environmental
conditions that affect the microbiome can exert a disproportionate influence on
immune programming for risk of adult disease.58 Other groups have shown
that early neonatal exposure can have similar effects in which the developing
immune system is programmed for later dysfunctional responses in the adult
when the immune system is challenged.59 Several research groups have
attributed the rise in inflammatory-based diseases, including allergic and
autoimmune diseases, to suboptimum early-life environmental effects on the
prenatal and neonatal immune system.60 Even inappropriately timed immune
activation can have later life ramifications. For example, prenatal immune
challenges can establish a cascade of metabolic and immune-inflammatory
alterations that contribute to the risk of schizophrenia.61,62

Environmental Chemicals and Drugs and Innate Immune Cell Inflammatory Changes 
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Figure 17.2 Environmental chemicals and drugs can produce immunotoxicity in
resident innate immune cells in tissues, resulting in inappropriate
inflammatory responses and subsequent pathology.
(Information adapted from Dietert, 2009a).
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Examples of specific chronic diseases and conditions that are connected to
immune-inflammatory dysfunction, have environment determinants, and are
thought to have earlier-in-life origins include: Alzheimer’s disease,63 asthma,64

atherosclerosis,65 atopic dermatitis,42 autism,4,66 autoimmune thyroiditis,67

celiac disease,68 chronic kidney disease,69,70 chronic obstructive pulmonary
disease,71 depression,72,73 endometriosis,74 food allergies,75,76 inflammatory
bowel disease,44,77 myalgic encephalomyelitis,78 multiple sclerosis,79 psoriasis,80

rheumatoid arthritis,81 schizophrenia,61,62 sleep disorders,53 systemic lupus
erythematosus,82 and type 1 diabetes.83,84

17.3.4 Sex-Specific Adverse Outcomes and Diseases

Implications

One of the more recent findings concerning DIT and health risks is that males
and females can differ in the specific adverse outcomes that may occur
following an early-life immune insult. In fact, a majority of chemicals and drugs
examined thus far exhibit strong sex-specificity for the nature of the immune
alterations that are seen with DIT. It is useful to recognize that if the same
exposure can induce differences in immune alterations between males and
females, then it is likely to result in sex-specific chronic disease outcomes as
well. For example, exposure of the young to the same dose of an immunot-
oxicant might produce an elevated risk of atherosclerosis in males and systemic
lupus erythematosus (SLE) in females. Environmental epigenetic programming
also appears to exhibit sexual dimorphism.85 As a result it is important to
consider the likelihood that early-life immunotoxic exposures will produce
different outcomes in males vs. females and different elevated risks of specific
immune-dysfunction-based diseases.

Examples of sex-specific adverse immune outcomes have been reported for the
following: atrazine,86 lead,87 genistein,88 mercury,89 TCDD,90 and nonylphenol.91

This also translates to differences among sexes for environmentally-
influenced immune dysfunction-based diseases. For example, Caesarian
(vs. vaginal) delivery has been reported to increase the risk for Crohn’s disease
in boys but not in girls.92 In mice, a neonatal chlamydial respiratory infection
was reported to differentially alter the immune gene expression pathways of
males vs. females. An infection-driven Th2 helper bias was observed in adult
females after the neonatal exposures, but did not occur in infected male mice.93

The existence of sex-specific differences in immunotoxicity in many ways
parallels, and may partially explain, observed sex-specific difference in the
prevalences of specific inflammatory diseases. For example, autoimmune
diseases occur in both sexes, yet for the majority of autoimmune diseases, there
is sexual dimorphism with a strong preponderance of females affected
compared with males.94,95 This is seen in diseases such as SLE, multiple
sclerosis, Hashimoto’s thyroiditis, Sjogren syndrome, and rheumatoid
arthritis.96–98 An environmental component has been suggested for a least part
of the sex bias that has been observed in autoimmune diseases.99 There are
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some possible clues as to the basis for this sex-determine difference. In general,
the greater prevalence of the disease and the later that it emerges in life, the
more likely it is to have a major bias in females.95 Even in men and women with
the same autoimmune disease, there can be marked differences in the presen-
tation and characteristics of the disease.100,101 In a Taiwanese population study,
Weng et al.98 reported that females were 10 times more likely to have SLE,
while SLE-related mortality was 3 times greater in males than females. This
difference in mortality is consistent with the report that male SLE patients tend
to have increased severity of the disease compared with female patients.102

Other inflammatory-based diseases also show a strong gender bias. Myalgic
encephalomyelitis (also termed chronic fatigue syndrome) is thought to be more
prevalent in females than males,103 as is Alzheimer’s disease.104 However, the
latter may be affected, at least in part, by the longer lifespan of women.105 In
contrast, autism spectrum disorders106 and Parkinson’s disease are thought to
be more prevalent in males than females.107

In many cases where the males and females have similar prevalences for an
immune-inflammatory-based disease across a lifetime, there are major differences
in the age of onset. For example, despite males and females having similar overall
lifetime prevalences, males tend to be diagnosed with atopy and/or asthma at an
earlier age than females.108 The reverse of this age-of-diagnosis trend occurs with
psoriasis. For this autoimmune-inflammatory disease, there is a greater
prevalence in younger females than in younger males.109

17.4 Chronic Misregulated Inflammation Links Most

Chronic Diseases

Chronic inflammation as a result of immune and inflammatory dysregulation is
proving to be the thread that connects otherwise apparently disparate diseases
that: 1) arise in different tissues, 2) are more prevalent in different genders and,
3) appear at different ages. In fact, immune dysfunction-based chronic
inflammation is a probable cause of most chronic diseases today.110–112 Prasad
et al.112 argued that these diseases are age-associated and that the solution to
these leading causes of worldwide death and disability is a reduction in the
inflammation-associated risk factors. If one begins to view diseases and
conditions such as obesity, arthritis, osteoporosis, psoriasis, and frailty as
merely different manifestations or adverse outcomes of a common underlying
problem, misregulated inflammation, then health management over a lifetime
would take a very different path from current practices. Comorbid patterns of
chronic diseases become clear and more useful solutions and can be pursued
once a target of underlying immune and inflammatory dysfunction is seen as
the target for correction.

Once a child or young adult is diagnosed with an immune-based chronic
disease, they automatically acquire elevated risks for several other chronic
diseases.3,5,113 Some of these additional diseases are likely to emerge later in life.
The individual patterns may be identified based on the initially-diagnosed
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disease. For example, childhood asthma might be an entryway disease for an
allergy pattern, type 1 diabetes initiates an autoimmune disease pattern,
psoriasis initiates an inflammatory disease pattern, schizophrenia begins
an immune activation pattern, and obesity starts a metabolic disease pattern.
But in reality, these patterns have major overlaps and intersection points.5

For example, depression and sleep disorders fall at the center of many
inflammatory-based disease patterns because of the specific cytokine
imbalances that are associated with the underlying immune dysfunction.
Additionally, frailty is an end-stage inflammatory-based condition114 that is
comorbid for numerous other earlier-age-of onset diseases.110,115

Figure 17.3 illustrates the point that chronic diseases have many intersections
and overlaps. Each childhood- or young adult- initiated disease pattern has
both unique features as well a common ground in terms of predictable later-
onset chronic diseases and conditions. Skin cancer is a predicted elevated later
life risk of children and young adults with psoriasis. It is not a likely outcome
for cohorts diagnosed with chronic kidney disease or type 1 diabetes. Yet,
individuals with all of these conditions are at an elevated risk of inflammation-
associated depression.

Lifecourse of Comorbid Chronic Diseases With Increased Aging  
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Immune 
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Figure 17.3 Early-life immune insult can produce dysfunction that results in one or
more patterns of comorbid, interlinked, chronic diseases or conditions.
This figure illustrates the extensive interconnectivity that exists among
seemingly disparate chronic diseases and conditions. These diseases and
conditions are all driven by misregulated inflammation.
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Among the defects that appear common to many chronic diseases is the
inability to resolve acute inflammation and, as a result, avoid inappropriate
chronic inflammatory insults in the tissues.116 Even low levels of chronic
inflammation persisting over decades in tissues can result in loss of organ
function, oxidative damage to cells increasing the risk of cancer in that tissue,
and autoimmune reactions to components of the damaged tissue. Molecules
that can correct this defect and permit acute inflammation to resolve appro-
priately offer significant promise as a more potential therapeutic of several
chronic diseases.117–119

17.5 Environmental Triggers of Chronic Diseases

When immune dysfunction and a predisposition for misregulated inflammation
is established in the young following environmental insult, there can still be a
missing piece that is needed before the onset of many chronic diseases. That
piece is a challenge for the immune system, which triggers the dysfunctional and
inappropriate response in the tissues. In the case of childhood asthma, that is
likely to be a combination of a propensity for IgE production against
innocuous antigens, mobilization of eosinophils, and inappropriate inflam-
matory responses in the lung resulting in airway hyperreactivity and damage.64

What has become clear is that many immune-based chronic diseases are
diagnosed shortly after an infection. In the case of asthma, it is usually a
respiratory infection. For gastrointestinal tract autoimmune conditions, it
could well be a gastrointestinal infection that serves as a trigger. Dietert3

discusses the role of infections as triggering agents for immune-based chronic
disease. In this case, while the infections are risk factors for the diseases, they
are not causative in the same way as the environmental factors (e.g., toxicants)
that cause the underlying immune dysfunction.

17.6 Environmental Risk Factors Including

Environmental Chemicals

The literature contains a number of environmental risk factors for early-life
immune programming and elevated risk of chronic disease (reviewed in ref. 1).
Different categories include environmental chemicals (e.g., metals, poly-
chorinated biphenyls, dioxins, organochlorine pesticides, halogenated aromatic
hydrocarbons, polyaromatic hydrocarbons, mycotoxins), drugs, diet, various
stressors, infections, and birth delivery mode. Among drugs, examples of
reported developmental immunotoxicants include alcohol,120 antibiotics,121

paracetamol,122 dexamethasone,123 and diethylstilbesterol.124 Prenatal dietary
factors include minerals,125 vitamins,126 fatty acids,127 and phytoestrogens.128

In addition to external environmental risk factors such as chemicals and
drugs, stress is major contributor to early-life programmed adverse immune
outcomes.129 This can come in the form of physical-psychological stress,130,131

as well as stress from infectious challenges.132 Additionally, the birth delivery

446 Chapter 17



mode (Caesarian vs. vaginal delivery) plays a major role in the immune status
of the child. It is not yet clear which factors linked with delivery mode might
mediate this immune effect (e.g., use of prophylatic drugs, delivery stress,
differences in microbial exposure).

Environmental chemicals represent a prominent category of developmental
immunotoxicants, many of which produce multiple adverse immune outcomes
following early-life exposure.3 The chemicals are not toxic solely to the immune
system. However, in some cases, the immune system represents one of the more
sensitive targets for toxicity. Grandjean and colleagues reported that high
intake of marine-based dietary PCBs by pregnant women in the Faroe Islands
increased the risk of both allergic sensitization133 and suppressed vaccine
responses133,134 in the offspring. Additionally, in mouse studies
2,3,7,8-tetrachlorodibenzodioxin (TCDD), a dioxin, appears to disrupt early
immune development in several ways, resulting in inappropriate inflammatory
responses,135 a predisposition for some forms of autoimmunity,136 and
suppression of cell-mediated immunity.137 Based on animal and human studies,
developmental exposure to organochlorine pesticides can affect both adaptive
immune responses,138 as well as innate immune cell function such as inducing
the elevated production of tumor necrosis factor-alpha (TNF-a), a pro-
inflammatory cytokine.139 Several studies in mice and humans suggest a role for
trichloroethylene in causing immunosuppression140 and in promoting auto-
immunity, as reviewed by Cooper et al.141 Also, from animal and humans
studies, early-life exposure to Pb is able to elevate IgE levels,142 particularly in
children who are also exposed to cigarette smoke.143 Early-life exposure to
bisphenol A appears to promote a Th2 bias.88,144 Perfluorinated compounds
used in various industrial applications have also been reported to be immu-
notoxic in rodents and to promote inappropriate inflammation.145

17.7 Summary

Early-life immune insult, also known as developmental immunotoxicity (DIT),
is a serious component of current health risks. Environmental risk factors
for DIT, including environmental chemicals and drugs, can program the
developing immune system toward dysfunction, including misregulation of
inflammation. The inability to resolve acute inflammation and resulting
ongoing chronic inflammation in tissues is a major health threat, and chronic
inflammation is a common adverse outcome of DIT. It is also a unifying feature
and likely requirement of a majority of chronic diseases and conditions. Males
and females often respond differently to early-life environmental exposures that
affect the immune system. Sex-based differences in DIT have been reported for
a significant percentage of immunotoxic chemicals and drugs examined to date,
and these can extend to the very nature of the immune alterations that are
produced. The ramifications are that the specific health risks for males vs.
females can be markedly different after DIT-inducing environmental exposures.
For this reason, sex-based immunotoxicological evaluation and health risk
reduction planning is needed.
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Effective measures to prevent chronic diseases should include: 1) the
detection of DIT that contributes to life-long inflammatory misregulation, and
2) the management of chronic diseases to correct underlying immune
dysfunction and reduce the risk of additional comorbidities. A focus on early
life should be a research and safety testing priority given the uniqueness of the
critical developmental windows of immune vulnerability and the chronic
disease burdens that are associated with disruption of immune maturation and
early-life programming for immune dysfunction.
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CHAPTER 18

Aging and Vulnerability to
Ambient Air Pollution

MORTON LIPPMANN

New York University School of Medicine, Nelson Institute of Environmental
Medicine, 57 Old Forge Road, Tuxedo, NY, USA 10987
E-mail: morton.lippmann@nyumc.org

18.1 Background

We have had solid quantitative evidence of the role of age in the vulnerability to
adverse effects of ambient air pollution since the publication of the Interim
Report of the Committee on Air Pollution1 on the December 1952 ‘‘killer fog’’
in London, England. As shown in Table 18.1, the number of deaths in Greater
London in the four weeks following the killer fog episode was much higher than
that of the four weeks that preceded it, with the relative risks (RRs) being
highest for bronchitis (6.7), influenza (5.1), other respiratory (4.0), and
pneumonia (3.5). It should also be noted that while the RRs were greatest for
pulmonary endpoints, the numbers of excess deaths were greatest for heart
disease. Table 18.2 shows the deaths for this period by age range, with the RR
being about 2 for those older than 65. An RR of 2 was also seen for children
between 1 month and 1 year of age. Lung capacity is growing very rapidly in the
first year of life and is dropping markedly, especially for smokers, in the last
decades, and greater RRs attributable to the added stress to health and survival
for vulnerable individuals resulting from inhaling the dirty air could have been
anticipated.
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Table 18.1 Greater London Deaths Divided According to Cause – Nov. and
Dec. 1952.

Cause

Av. Number
of deaths in
weeks ending
8th, 15th,
22nd, 29th
Nov.

Number of deaths registered
in week ending

For weeks
ending 6th,
13th, 20th, 27th
Dec.

6th
Dec.

13th
Dec.

20th
Dec.

27th
Dec.

Av. No.
of deaths RR

Pulmonary
Tuberculosis

17 14 77 37 21 37.25 2.19

Lung Cancer 34 45 69 32 36 45.50 1.34
Heart Disease 226 273 707 389 272 410.25 1.82
High Blood
Pressure

14 19 47 36 21 30.75 2.20

Other Circulatory 22 26 46 31 32 33.75 1.53
Influenza 2 2 24 9 6 10.25 5.13
Pneumonia 31 45 168 125 91 107.25 3.46
Bronchitis 51 76 704 396 184 340.00 6.67
Other Respiratory 6 9 52 21 13 23.75 3.96
Ill-defined Causes 20 25 79 35 37 36.50 1.83
All Other Causes 340 411 511 412 316 412.50 1.21

All causes 763 945 2,484 1,523 1,029 1,495 1.96

From: Comm. on Air Pollution: Interim Report, Cmd 9011, London. H.M. Stationery Office
(Dec. 1953).

Table 18.2 Greater London Deaths Divided According to Age – Nov. and
Dec. 1952.

Dec. Age

Av. Number
of deaths in
weeks ending
8th, 15th,
22nd, 29th
Nov.

Number of deaths registered in
week ending

For weeks ending
6th, 13th, 20th,
27th

6th
Dec.

13th
Dec.

20th
Dec.

27th
Dec.

Av. No.
of deaths RR

Weeks:
0–4 20 16 28 19 12 18.75 0.94
4–52 8 12 26 15 11 16.00 2.00

Years:
1–4 7 6 7 13 7 8.25 1.18
5–14 4 4 6 6 2 4.50 1.18
15–24 7 9 7 14 7 9.25 1.32
25–34 11 16 28 17 11 18.00 1.64
35–44 26 36 64 29 34 40.75 1.57
45–54 70 80 204 96 83 115.75 1.65
55–64 133 157 448 251 167 255.75 1.92
65–74 211 254 717 444 258 418.25 1.98
75 and over 266 355 949 619 437 590.00 2.22

All ages 763 945 2,484 1,523 1,029 1,495.00 1.96

From: Comm. on Air Pollution: Interim Report, Cmd 9011, London, H.M. Stationery Office
(Dec. 1953).
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The only air quality indices being measured in London in that era were Black
Smoke (BS), as measured by light reflectance of the blackish particles collected
on a filter, and the acidity in a water-filled bubbler flask that collected both
water-soluble gases and particles. The BS readings were expressed in mg m�3,
based on gravimetric laboratory calibrations. The acidity was expressed as the
concentration of sulfur dioxide (SO2) in mg m�3. The peak day BS concen-
trations exceeded the calibration range limit of B2 mg m�3, and the visual
range was so limited that all surface traffic had to cease. At lower BS
concentrations, the excess daily mortality in London for the winter of
1958–1959 varied in an almost linear fashion,2 as illustrated in Figure 18.1.

Contemporary concentrations of particulate matter (PM) suspended in
the outdoor air are based on gravimetric measurements on filter discs, and
peak levels are typically about two orders of magnitude lower than those of
the 1952 killer smog episode. However, as discussed later in this chapter, we
still have statistically significant excesses of daily mortality associated with
PM mass concentrations, and still have the greatest RRs for mortality in the
elderly.

We have also seen substantial declines of long-term or cumulative exposures
to ambient air PM in the UK and the US since the end of World War II, which
has resulted in much lower rates of annual mortality and the burdens of chronic
diseases. Table 18.3 illustrates the declines in chronic bronchitis and respiratory
tract cancer mortality rates in 64 UK county boroughs as the UK Clean Air
Act was implemented.3 As shown later in this chapter, contemporary studies
still show significant associations of annual mortality from lung cancer and
from cardiac and respiratory causes with PM concentrations, albeit at much
lower rates.
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Figure 18.1 Martin and Bradley (1960) data for winter of 1958–1959 in London,
as summarized by Ware et al. (1981), showing average deviations of
daily mortality from 15-day moving average by concentration of
black smoke.
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18.2 Introduction to Contemporary Ambient Air

Pollution and its Health Effects

Ambient air pollution, i.e., the gaseous pollutants, such as ozone (O3), nitrogen
dioxide (NO2), SO2, and carbon monoxide (CO), and PM suspended in the
outdoor air, are well-established risk factors affecting public health in terms of
excess mortality, morbidity, and function. The risks are highly variable among
pollutants due to their differing physical and chemical properties. They are also
highly variable within the members of populations due to: 1) substantial
variations in pollutant concentrations in the outdoor air; 2) attenuation in
concentration of the concentrations in indoor microenvironments where most
people spend most of their time; 3) respiratory rates and air volumes inhaled;
4) fractional depositions within respiratory tract regions (upper respiratory
tract, tracheobronchial airways, and gas exchange region) that depend on
particle size distributions and solubility; 5) retention at deposition sites and/or
translocation via surface transport or within blood to other organs; 6) chemical
transformations within the airways, at deposition sites, along translocation
pathways, and within other organ systems; and 7) factors affecting inter-
individual vulnerability.

18.2.1 Vulnerability

Health-related responses to ambient air pollutants depend greatly on inter-
individual differences within a population that determine whether they respond

Table 18.3 Standardized annual mortality rate regression coefficients on
smokea for 64 UK county boroughs.

Sex Ages Mortality in
Cancer of Trachea,
Bronchus & Lung

Chronic
Bronchitis

Males 45–64 1969–1973 0.07 0.02
1958–1964 0.53b 0.32a

1948–1954 0.71c 0.48c

65–74 1969–1973 0.15 � 0.06
1958–1964 0.68c 0.31
1948–1954 0.87c 0.37a

Females 45–64 1969–1973 � 0.02 � 0.02
1958–1964 � 0.64b 0.33a

1948–1954 0.49a 0.49b

65–74 1969–1973 0.07 0.03
1958–1964 0.25 0.40a

1948–1954 0.61b 0.31

aBased on index of black smoke pollution 20 years before death (Br. J. Prev. Soc. Med., 1959, 13,
14–27).
bpo0.05.
cpo0.01.
dpo0.001.
Source: Adapted from Ref. 3.
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and the extent of their responses, i.e., their vulnerability. The major factors
affecting an individual’s vulnerability to the adverse effects of inhaled ambient
air pollutants include: 1) age; 2) genetic predispositions; 3) prior epigenetic
changes resulting from earlier lifetime exposures to ambient air pollutants,
indoor air pollutants, and other toxicants: 4) pre-existing diseases; 5) smoking
history; 6) occupational exposures; 7) prenatal exposures; 8) nutritional defi-
ciencies. This chapter is focused on age as a determinant of vulnerability, and
the other factors enumerated above will be cited as they influence the effects
of age.

18.2.2 Age

Health risks associated with ambient air pollution vary with age, with a
tendency to decrease during childhood, and to increase with age in our last few
decades. Parental exposures, and especially maternal exposures, to ambient air
pollutants and cigarette smoke components and their metabolites affect fetuses
in utero and early childhood development in ways that can predispose the fetus
and young child to health risks later in life. In young children, the lungs are not
yet fully developed and they therefore differ from those of adults in terms of the
deposition and retention of inhaled pollutants. Also, infants and young
children have much higher ratios of inhaled volumes to body size than adults,
even when at rest, and still further increases when they are in motion with
associated increases in their ventilation rates and volumes.

Lung volumes reach their peaks in our third decade, and ventilatory capacity
begins an accelerating rate of decline in our fourth decade. The rate of decline is
predictive of premature mortality, and is much greater in smokers and workers
with emphysema than in healthy nonsmokers.

18.2.3 Ambient Air Pollutants

The literature on the effects of age on human responsiveness to exposures to
ambient air pollutants is largely limited to pollutants that have been regulated
because of widespread exposures and the extent of their public health impacts,
i.e., the criteria pollutants having National Ambient Air Quality Standards
(NAAQS).4 There are currently six criteria pollutants, which are expressed in
terms of mass concentrations. In addition to PM, which covers all solid and
liquid particles irrespective of chemical composition, there are NAAQS for
photochemical oxidants, expressed as the concentrations of CO and O3;
nitrogen oxides, expressed as the concentration of NO2; sulfur oxides,
expressed as the concentration of SO2; and lead (Pb) in terms of the metal and
all of its compounds. Of these, there is extensive literature on variation in
vulnerability by age only for PM, O3, CO, and Pb. The gaseous pollutants are
specific molecules. Pb and PM can be present in varying particle size
distributions. PM includes a vast array of chemicals, ranging from mineral
dusts, soot, pollens, and other biological particles emitted as primary particles,
to a broad range of secondary PM composed of inorganic and organic
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chemicals that are condensed from vapors or formed in the ambient air by
chemical reactions.

The current PMNAAQS are specified in terms of mass concentrations within
two particle size ranges, those less than 10 mm in aerodynamic diameter (PM10)
and those below 2.5 mm in aerodynamic diameter (PM2.5). PM10 excludes
particles larger than 10 mm on the basis that they do not penetrate beyond the
larynx to deposit in the lungs. The distinction at 2.5 mm is based on the
differences in particle composition, with most of the larger particles being
mechanically generated, irregular in shape, and alkaline, while the smaller
particles are carbonaceous and/or acidic. Furthermore, most of the mass of
PM10 particles deposit within the lung conductive airways within the thorax,
while the smaller (fine) particles penetrate the conductive airways and deposit
within the gas exchange region, where they have greater access to the
bloodstream.5

18.2.4 Human Responses to Ambient Air Pollutants

The known population-based human responses to inhaled pollutants have been
largely limited to the pulmonary, cardiovascular, and nervous systems, and
described in terms of premature mortality, excess hospital and/or emergency
room admissions, and loss of functional capacity. Short-term human responses
of limited numbers of volunteer subjects undergoing controlled, short-term
laboratory exposures have provided data on acute functional responses,
symptoms, and biomarkers. In addition, there have been studies of short-term
functional responses in field studies of volunteers engaged in normal
recreational outdoor exercise. Long-term and cumulative exposures have been
associated with lifespan shortening and the prevalence of chronic diseases and
functional losses.

Pulmonary responses in humans have most often been associated with
exposures to O3, SO2, and PM10. Cardiovascular responses have most often
been associated with exposures to PM10, CO, and Pb. Nervous system
responses have most often been associated with exposures to Pb. These and
some other responses are described and discussed in greater detail for criteria
air pollutants in the next section.

18.3 Health-Related Effects of Ambient Air Pollutants

18.3.1 Ozone

O3 is an especially strong oxidant, but is relatively low in terms of aqueous
solubility. Thus it is poorly taken up in passage through the upper respiratory
tract or the mucus lining the larger tracheobronchial airways. Much of it
penetrates to the gas exchange region of the lungs, where the mucus barrier is
patchy or absent, and where it reacts with lung surfactant and with bronchiolar
and alveolar epithelial cells.6
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18.3.1.1 Short-Term Effects on Respiratory Function

Even at atmospheric concentrations that conform to the NAAQS, the reactions
at the lung surfaces cause constriction of C-fibers within the lung airways in
many people, resulting in small, but significant short-term reductions in the
lung volumes and maximal flow rates of forced expiratory maneuvers, i.e.,
forced vital capacity (FVC), forced expiratory flow rate in 1 second (FEV1),
and peak expiratory flow rate (PEFR). In controlled laboratory O3 exposure
studies in healthy children and young adults engaged in moderate exercise, such
effects can readily be measured in most subjects, but with a very wide range of
reproducible responsiveness in the individual subjects.6 Figure 18.2 shows the
extent of the decline in FEV1 as a function of the O3 concentration for healthy
young adults after 6.6 hours of exposure while mildly exercising. Shorter
exposures would cause smaller FEV1 decrements, while more vigorous exercise
would increase the decrements.7 Field studies of healthy children at summer
camps in wooded northeastern US sites, performed to determine whether there
were similar O3-associated pulmonary function decrements as those seen in the
controlled laboratory studies, showed greater average decrements in the natural
settings.8

Upon repetitive daily exposures, the maximal functional responses are seen
on the first or second days, with lesser responses on successive days. However,
after several weeks without further exposures, their initial responsiveness is
restored.6 Such functional adaptation is also seen on a seasonal basis in areas
with prolonged high levels of O3. Subjects are more responsive in the Spring
than in the Summer, and they are minimally responsive in the Winter.

However, as illustrated in Figure 18.3, the acute responsiveness to O3 seen in
children and young adults diminishes with age. It is also noteworthy that

Figure 18.2 Comparison of mean O3-induced FEV1 decrements due to 6.6 h
exposures with mild exercise in the various studies described (inset).
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responsiveness is usually lower in people who smoke or have asthma than in
healthy nonsmokers, which may possibly be due to the thicker mucus layers on
their airways.9

In a field study of children with moderate to severe asthma at a summer camp
in the Connecticut River Valley,10 the associations between decrements in peak
expiratory flow rates and ambient O3 concentration were similar in magnitude
to those reported by the same group of investigators for other, healthy,
children.8 However, the level of physical activity, and hence the O3 uptake, of
the asthmatic children was lower, and they needed, and were provided with,
rescue medication by an on-site physician.

18.3.1.2 Other Short-Term Respiratory System Effects

Controlled exposure studies, sometimes conducted simultaneously with the
respiratory function studies described previously, have shown responses in
terms of respiratory symptoms, airway reactivity, pulmonary inflammation,
pulmonary permeability, mucociliary particle clearance rates, and aerosol
dispersion within the airways. However, the effects of age or aging on such
functional responses were not studied for any of these effects.6

18.3.1.3 Epidemiological Studies

18.3.1.3.1 Long-Term Effects on Respiratory Function. Since O3 was the
only criteria pollutant that consistently produced short-term changes in
respiratory function at current NAAQS levels, it was anticipated that it
would also be associated with chronic functional losses. However, the
Children’s Health Study (CHS) of cohorts of 4th through 12th grade children

Figure 18.3 Predicted mean decrements in forced expiratory volume in L(DFEV1)
following 2 hour exposures to ozone while undergoing heavy intermittent
exercise for three ages.
From: Ref. 9.
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in 12 Southern California communities found that lung development was not
related to long-term average O3 concentration, but was significantly
associated with the long-term average concentrations of PM10, PM2.5, NO2,
and acidic vapors.11

18.3.1.3.2 Long-Term Effects on Hospital Admissions. As summarized by
Thurston and Ito,12 studies by Schwartz and colleagues reported increases
associated with ambient O3 concentrations for respiratory hospitalizations of
Medicare patients in eleven US cities, as illustrated in Figure 18.4. This
figure also shows comparable increases in European cities, with higher rates
indicated for those over 65 years of age than for those under 65.

18.3.1.3.3 Short- and Long-Term Effects on Mortality. The National
Mortality and Morbidity Air Pollution Study (NMMAPS) of 95 US commu-
nities reported statistically significant associations in seven of them and for
the 95 as a whole. The lag effects for a 20 ppb increase in 24 h average O3 are
shown in Figure 18.5 for the 95-city data.13

Figure 18.4 Reported relative risk of respiratory hospital admission associated with a
100 ppb increase in daily 1 h maximum O3 (with 95% CI).
From: Ref. 12.

Aging and Vulnerability to Ambient Air Pollution 463



While O3 has an impact on short-term mortality, primarily in the warmer
months, its long-term average concentration has not been shown to be
associated with annual mortality.14

18.3.2 Particulate Matter

The major source of the PM in London in 1952, as described in Section 18.1,
was the inefficient burning of soft coal for space heating within individual
dwellings. It had high concentrations of acidic sulfates as well as a variety of
hydrocarbons that were products of incomplete combustion. The UK Clean
Air Act mandated the replacement of soft coal with coke, resulting in major
reductions in the sulfur and hydrocarbon concentrations of the ambient air
PM, as well as major reductions in air pollution-associated health impacts.
Coke was subsequently replaced by natural gas from the North Sea deepwater
wells, leading to further improvements in air quality. In the US, the switch to
natural gas for urban space heating during the 2nd half of the 20th Century had
similar beneficial effects, and the more recent switch of many coal-fired power
plants to natural gas is further reducing the sulfur and hydrocarbon concen-
trations in our ambient air.

PM in contemporary ambient air has always been, and will continue to be, a
complex mixture of solid and liquid particles of varying sizes, originating from
a variety of sources of varying strengths. The chemical composition of the PM
mixture has changed, as motor vehicles became a major source category, and is
continuing to change as new engine technologies and better exhaust emission
controls are substantially reducing tailpipe emissions. In every densely
populated region there are sources of PM associated with traffic, including
tailpipe emissions from diesel- and gasoline-powered engines, brake and tire
wear, and dusts that are re-suspended from roadway surfaces by the vehicle
motions. The proportions contributed by each source vary with the size of the
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Figure 18.5 Comparison of single-day lags (0-,1-,2-, and 3-day) to a cumulative
multi-day lag (1- to 6-day) for % changes in all cause mortality per
20 ppb increase in 24 h average O3 in all age groups.
Source: From EPA O3 Criteria Document, 2005.
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fleet, types and sizes of the engines, traffic density, road surfaces, wind speeds,
solar intensity, and moisture on the roadway and in the air.

There will also always be emissions from local and regional fossil fuel powered
electric power plants, but the mixtures vary with fuel source. The eastern US is
still heavily impacted by coal combustion effluents, but it and the western US
have seen reduced emissions as natural gas has replaced coal as the fuel of choice.
Major port cities in the US are impacted by the residual oil burned in power
plants and by the effluents of bunker oil fuels consumed by international
shipping. Mining, materials processing, and industrial emissions are highly
variable across the US, as are the organic products of secondary aerosol
formation such as PAHs, and inorganic products of secondary aerosol formation
such as sulfuric acid. The more acidic atmosphere in the eastern US can also
increase the solubility and bioavailability of trace toxic metals in the ambient air,
while the greater solar radiation in the southwestern US may lead to greater
atmospheric photochemical formation of PAH compounds.

18.3.2.1 Associations of PM2.5 and its Components with Annual
Mortality and Hospital Admissions

The significant associations of PM mass concentrations with premature
mortality, combined with the high valuation of human life, drives the high
benefit/cost ratio established for EPA’s implementation of the US Clean Air Act.
The Harvard Six-Cities study, a prospective cohort study of annual adult
mortality rates in 6 eastern and midwestern US cities, showed that there were
significant, almost linear relationships between mortality and various
components of PM mass.15,16 As shown in Figure 18.6, the association becomes
stronger as one goes from total suspended PM mass to thoracic PM (PM10), to
fine PM (PM2.5), and is approximately equally strong for the sulfate and
nonsulfate components fraction of the PM2.5. The PM2.5 contains most of the
sulfuric acid and toxic transition metals originating from the combustion of coal
and of bunker and residual oils, as well as most of toxic PAH and other semi-
volatile organic compounds in the ambient air, and has been more closely
associated with cardiovascular mortality than the PM10–2.5 mass. By contrast, the
PM10–2.5 mass has been more closely associated with respiratory mass than the
PM2.5 mass. Since both PM2.5 and PM10–2.5 are complex mixtures that vary in
composition both spatially and temporally, it has been impractical to reproduce
exposures for controlled chamber exposures and their short-term functional
effects. Thus the information that we have on the health-related effects of PM2.5

have come from observational studies of human populations in relation to PM2.5

mass concentrations in most cases, with some more recent studies demonstrating
associations with specific PM2.5 constituents and/or source categories.

Ito et al.17 performed an analysis of total daily mortality and hospital
admissions for Medicare recipients (people over 65 years of age) that inves-
tigated the influences of PM2.5 constituents. They used factor analysis of
short-term fluctuations of PM2.5 chemical constituents and gaseous pollutants
in 64 individual US cities, and identified six major sources of ambient air
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pollution: traffic, soil, coal, salt, metals, and residual oil combustion in 64
individual US cities and identified traffic and soil factors in the majority of these
cities. In time-series analysis, PM2.5 chemical constituents and gaseous pollutants
were often at least as strongly associated with the health outcomes as PM2.5 mass
concentrations. As shown on the right side of Figure 18.7, SO4

2– and PM2.5 mass
were more closely associated with mortality in the second stage analysis, to
identify the most influential constituents, than were the other measured
constituents of the pollution mixture, while for cardiovascular hospital
admissions on the left side of Figure 18.7, transition metals (Cu, Ni, V, and Fe)
appeared to be more influential than PM2.5 mass and SO4

2–.
In another recent study of hospital admissions, using the same PM2.5

speciation and Medicare data resources, Bell18 performed a second stage
analysis to identify influential constituents. Table 18.4 summarizes her findings
on cardiovascular and respiratory hospital admissions, as well as
PM10-associated daily mortality rates from the NMMAPS study, which are
associated with PM2.5 constituents in the same communities. It can be seen that
the only PM2.5 constituents that were significantly associated with the hospital
admissions (in both categories) were EC, Ni, and V. Ni was the only PM2.5

constituents that was significantly associated with mortality.

Figure 18.6 Relative Risks for annual mortality in six U.S cities (P¼Portage, WI;
W¼Watertown, MA; T-Topeka, KS; H¼Harriman, TN; L¼ Saint
Louis, MO; and S¼ Steubenville, WV), expressed in terms of different
indices of PM component concentrations.
From: Ref. 16.
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Figure 18.7 Risks of acute exposure to components of ambient air PM for cardio-
vascular hospitalizations (left) and all-cause mortality (right), in terms
of PM sources (top), PM components (bottom left), and other
factors(bottom right).
From: Ref. 17.
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18.3.2.2 Long-Term Effects of PM2.5 on Chronic Disease
Prevalence

The Chemical Speciation Network (CSN) PM component concentration data,
when averaged over seasonal and annual averages, have been used to determine
the associations of the component concentrations with annual mortality rates for
members of the American Cancer Society (ACS II) cohort residing in CSN
communities.19 Figure 18.8 A shows the associations of annual mortality rates for
individual measured PM2.5 constituents, while Figure 18.8 B shows the asso-
ciations for source-related PM2.5 factors. It can be seen that the coal combustion
source, and its most characteristic components (Se, As, and Br) are signifi-
cantly, and more closely, associated with annual mortality rates than the others.

18.3.3 Carbon Monoxide

CO binds firmly to caboxyhemoglobin (COHb), reducing the capacity of
COHb to carry inhaled oxygen to the bloodstream.

Table 18.4 Percentage Change in the Lag-0 PM Total Mass Health Effect
Estimates per IQR Increase in the Component Fraction of PM2.5

Total Mass (95% PI).a,b,c,d

PM2.5 and Cardiovascular
Hospitalization n¼ 106

PM2.5 and Respiratory
Hospitalization on
n¼ 106

PM10 and Mortality
n¼ 100

Al � 5.4 (� 14.9 to 4.1) 856 (� 122 to 293) � 6.6 (� 15 to 1.5)
NH4

1 � 1.9 (� 43 to 39) � 687 (� 1500 to 129) 27 (� 11 to 66)
As � 9.4 (� 38 to 19) � 106 (� 706 to 495) � 15 (� 56 to 26)

Ca � 11 (� 34 to 12) 408 (� 45 to 861) � 11 (� 26 to 3.0)
Cl 13 (� 1.1 to 26) 200 (� 75 to 475) � 8.2 (� 26 to 10)
Cu 4.4 (� 20 to 29) 243 (� 277 to 762) � 4.3 (� 30 to 21)

EC 26 (4.4 to 47) 511 (81 to 941) � 9.9 (� 35 to 15)
Fe � 7.2 (� 27 to 12) � 125 (� 535 to 285) 1.1 (� 13 to 15)
Pb 2.6 (� 20 to 25) � 76 (� 546 to 395) � 8.9 (� 40 to 22)

Mg � 18 (� 41 to 4.3) 87 (� 375 to 548) � 7.2 (� 25 to 11)
Ni 19 (9.9 to 28) 223 (37 to 410) 145 (4.0 to 25)
NO3

� 16 (� 11 to 42) 37 (� 514 to 588) � 10 (� 48 to 28)

OCM � 5.6 (� 38 to 27) 350 (� 289 to 989) � 17 (� 50 to 16)
K � 13 (� 35 to 8.0) 35 (� 424 to 495) � 23 (� 50 to 4.3)
Si � 11 (� 26 to 4.5) 186 (� 139 to 511) � 10 (� 21 to 1.3)

Na1 8.2 (� 12 to 28) 355 (� 55 to 766) � 13 (� 39 to 13)
SO4¼ � 15 (� 38 to 8.9) � 321 (� 810 to 167) 31 (� 2.7 to 64)
Ti � 22 (� 44 to 0.3) 155 (� 315 to 624) � 7.0 (� 26 to 12)

V 28 (11 to 44) 392 (46 to 738) 29 (� 0.5 to 58)
Zn 7.9 (� 8.0 to 24) � 38 (� 384 to 308) 6.4 (� 14 to 27)

aThe IQR increase In the fraction of PM2.5 represented by each component is based on the IQR
values displayed in Figure 7.

bBell et al. 2009b.
cn¼number of counties.
dBold values are statistically significant.
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Figure 18.8 Influences of PM components (left) and sources (right) on annual ischemic disease mortality.
From: Ref. 19.
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18.3.3.1 Effects of CO on the Onset of Angina in Cardiovascular
Patients

Each NAAQS is based on the need to protect the most vulnerable segment of
the population. For CO, the people needing the greatest degree of protection
are cardiovascular patients subject to recurring bouts of angina (mostly elderly
people), and controlled clinical exposure studies of volunteers demonstrated
that a shortening of the time to angina was observed at COHb concentrations
of 2.9 to 4.5%.20

18.3.4 Lead

Pb was, until the 1970s, added to gasoline in the US as an antiknock agent in
the form of tetraethyl and tetramethyl lead. When the fuel was consumed, most
of the oxidized Pb was emitted into the roadway air as fine particles, and most
of the Pb that accumulated within the exhaust piping was eventually discharged
from the tailpipe as larger particles. Some of the lead-bearing particles in the
ambient air were inhaled, while others were deposited on plant and ground
surfaces and incorporated into foods consumed by humans or into fodder
consumed by animals that were in turn consumed by humans. With the
removal of organic Pb compounds from gasoline, air concentrations of Pb
dropped precipitously, and blood levels of Pb (PbB) also fell precipitously, with
an approximate 3 to 6 month lag.

When Pb concentrations were elevated, many studies of the NHANES
populations showed strong associations of PbB and indices of health in
children and adults.21 The effects in children include decreased IQ, increased
auditory thresholds, decreased postural stability, and an increase in behavioral
problems. In adults, PbB elevations were associated with increased blood
pressure.

18.3.5 Sulfur Dioxide

SO2 exposures of volunteers in controlled laboratory studies have produced
transient bronchoconstriction responses in people with asthma, when engaging
in moderate to heavy exercise, at concentrations as low as 0.04 ppm. However,
this response does not appear to be age-dependent.22

Epidemiological studies show associations of SO2 with a variety of health
effects at lower concentrations over longer averaging times, but it is highly
likely that the effects are more related to other components of the ambient air
pollution mixture than to SO2.

18.3.6 Nitrogen Dioxide

NO2 concentrations in ambient air have been significantly associated with a
variety of health effects in human populations, but there have been no
consistent studies linking NO2 to health-related effects in controlled exposure
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studies in human volunteers at levels approaching typical or even maximal
ambient concentrations. There is no evidence that these responses were
age-dependent.23

As with SO2, epidemiological studies show associations of NO2 with a variety
of health effects at lower concentrations, but it is highly likely that the effects
are more closely related to other components of the ambient air pollution
mixture than to NO2.
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