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Preface

Each year billions of dollars are spent in the area of power generation to design,
construct/manufacture, operate, and maintain various types of power systems
around the globe. Many times such systems fail due to human error. For example,
during the period 1990–1994 about 27 % of commercial nuclear power plants
outages in the United States resulted from human error.

Needless to say, human reliability, error, and human factors in the area of power
generation have been receiving increasing attention over the years. Although over
the years a large number of journal and conference proceedings articles related to
human reliability, error, and human factors in power generation have appeared, but
to the best of the author’s knowledge, there is no specific book on the topic. This
causes a great deal of difficulty to information seekers because they have to consult
many different and diverse sources.

Thus, the main objective of this book is to combine these topics into a single
volume and eliminate the need to consult many diverse sources to obtain desired
information. The sources of most of the material presented are listed in the ref-
erence section at the end of each chapter. These will be useful to readers if they
desire to delve more deeply into a specific area or topic of interest.

The book contains a chapter on mathematical concepts and another chapter on
introductory human factors, human reliability, and human error concepts consid-
ered useful to understand contents of subsequent chapters.

The topics covered in the book are treated in such a manner that the reader will
require no previous knowledge to understand the contents. At appropriate places,
the book contains examples along with their solutions, and at the end of each
chapter there are numerous problems to test the reader’s comprehension. An
extensive list of publications dating from 1971 to 2012, directly or indirectly on
human reliability, error, and human factors in power generation, is provided at the
end of this book to give readers a view of intensity of developments in the area.

The book is composed of 11 chapters. Chapter 1 presents various introductory
aspects, directly or indirectly related to human reliability, error, and human factors
in power generation including facts, figures, and examples; terms and definitions;
and sources for obtaining useful information on human reliability, error, and
human factors in power generation.

Chapter 2 reviews mathematical concepts considered useful to understanding
subsequent chapters. Some of the topics covered in the chapter are sets, Boolean
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algebra laws, probability properties, useful definitions, and probability distribu-
tions. Chapter 3 presents various introductory human factors, reliability, and error
concepts. Chapter 4 presents six general methods considered useful to perform
human reliability and error analysis in power generation. These methods are error-
cause removal program, man–machine systems analysis, failure modes and effect
analysis, probability tree method, Markov method, and fault tree analysis.

Chapter 5 is devoted to specific human reliability analysis methods for nuclear
power plants. The methods presented in the chapter are a technique for human
event analysis (ATHEANA), cognitive reliability and error analysis method
(CREAM), technique for human error rate prediction (THERP), success likelihood
index method-multiattribute utility decomposition (SLIM-MAUD), accident
sequence evaluation program (ASEP), human cognitive reliability model (HCR),
standardized plant analysis risk-human reliability analysis (SPAR-H), and human
error assessment and reduction technique (HEART).

Chapters 6 and 7 present various important aspects of human factors and human
error in power generation, respectively. Chapter 8 is devoted to human factors in
control systems. It covers topics such as control room deficiencies that can lead to
human error, common problems associated with controls and displays and their
corrective measures, human factors guidelines for digital control system displays,
and human engineering discrepancies in control room visual displays.

Chapter 9 covers various important aspects of human factors in power plant
maintenance, including power plant systems’ human factors engineering mainte-
nance-related shortcomings, advantages of human factors engineering applications
in power plants, and human factors methods to assess and improve power plant
maintainability. Chapter 10 is devoted to human error in power plant maintenance.
Some of the topics covered in the chapter are facts and figures, maintenance tasks
most susceptible to human error in power generation, useful guidelines to reduce
and prevent human errors in power plant maintenance, and methods for per-
forming human error analysis in power plant maintenance.

Finally, Chap. 11 presents a total of six mathematical models for performing
human reliability and error analysis in power generation.

The book will be useful to many individuals, including engineering profes-
sionals working in the area of power generation, power generation administrators,
engineering undergraduate and graduate students, power system engineering
researchers and instructors; reliability, safety, human factors, and psychology
professionals; and design engineers and associated professionals.

The author is deeply indebted to many individuals, including family members,
friends, colleagues, and students for their invisible input. The unseen contributions
of my children also are appreciated. Last but not least, I thank my wife, Rosy, my
other half and friend, for typing this entire book and timely help in proofreading.

Ottawa, Ontario B. S. Dhillon
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Chapter 1
Introduction

1.1 Background

Over the years, since the way to generate electricity discovered by M. Faraday in
the United Kingdom in the early part of the nineteenth century, the use of elec-
tricity has been continuously increasing. Each year, a vast sum of money is being
spent in the area of power generation to design, construct/manufacture, operate,
and maintain various types of power systems around the globe. Nuclear power
plants are one example of such systems. They generate around 16 % of the world’s
electricity, and there are over 440 commercial nuclear reactors operating in 30
countries, with another 65 reactors under construction [1].

Needless to say, many times, such systems fail due to human error. For
example, during the period 1990–1994, about 27 % of commercial nuclear plants
outages in the United States resulted from human error [2]. Since 1971, a large
number of publications directly or indirectly related to human reliability, error, or
human factors in power generation have appeared. A list of over 240 such pub-
lications is provided in the Appendix.

1.2 Human Reliability, Error, and Human Factors
in Power Generation-Related Facts, Figures,
and Examples

Some of the facts, figures, and examples directly or indirectly concerned with
human reliability, error, and human factors in power generation are as follows:

• During the period 1969–1986, about 54 % of the incidents due to human errors
in Japan resulted in automatic shutdown of nuclear reactors and 15 % of that
resulted in power reduction [3].
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• A study of 255 shutdowns that occurred in Korean nuclear power plants during
the period 1978–1992 reported that 77 of these shutdowns were human induced
[4, 5].

• During the period 1990–1994, around 27 % of the commercial nuclear power
plant outages in the United States were the result of human error [2].

• A study of 143 occurrences of operating US commercial nuclear power plants
during the period from February 1975 to April 1975 revealed that about 20 % of
the occurrences were due to operator errors [6, 7].

• A study of over 4,400 maintenance-related history records concerning a boiling
water reactor (BWR) nuclear power plant covering the period from 1992 to 1994
revealed that about 7.5 % of all failure records could be attributed to human
errors related to maintenance activities [8, 9].

• In 1990, in the area of nuclear power generation, a study of 126 human error-
related significant events revealed that about 42 % of the problems were linked
to modification and maintenance [10].

• As per Ref. [11], during the period from 1965 to 1995, a total of 199 human
errors occurred in Japanese nuclear power plants, out of which 50 of them were
concerned with maintenance tasks.

• As per Refs. [12, 13], operation errors associated with control centres in fossil-
fired steam generating power plants in the United States could result in up to
3.85 % of plants’ unavailability.

• As per Ref. [14], a study by the United States Nuclear regulatory Commission
(NRC) of Licensee Reports reported that around 65 % of nuclear system failures
involve human error [15].

• As per Refs. [10, 16], a number of studies reported that between 55 and 65 %,
human performance-related problems surveyed in the area of power generation
were concerned with maintenance activities.

• As per Refs. [12, 17], about 70 % of nuclear power plant operation errors appear
to have a human factor origin.

• As per Ref. [18], 25 % of unexpected shutdowns in Korean nuclear power plants
were due to human errors, out which more than 80 % of human errors resulted
from usual testing and maintenance tasks.

• As per Ref. [11], maintenance errors account for around 60 % of the annual
power loss due to human errors in fossil power plants.

• As per Ref. [19], the major incident/accident reports of nuclear power plants in
Korea indicate that about 20 % of the total events occur due to human error.

• As per Ref. [20], in 1979, the Three Mile Island nuclear power plant accident in
the United States was the result of human-related problems.

• In 1986, Chernobyl nuclear power plant accident in Ukraine, widely regarded as
the worst accident in the history of nuclear power, was also the result of human-
related problems [20].

• As per Ref. [21], in the state of Florida, on Christmas Day in 1989, two nuclear
reactors were shut down due to maintenance error and caused rolling blackouts.

• In the late 1990s, a blast at the Ford Rouge power plant in Dearborn, Michigan,
due to a maintenance error killed six workers and injured many others [22, 23].
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1.3 Terms and Definitions

This section presents some useful terms and definitions directly or indirectly
related to human reliability, error, and human factors in power generation [23–31]:

• Human factors. This is a study of the interrelationships between humans, the
tools they utilize, and the surrounding environment in which they work and live.

• Power system reliability. This is the degree to which the performance of the
elements in a bulk system results in electrical energy being delivered to cus-
tomers within the specified standards and in the amount needed.

• Human error. This is the failure to perform a specified task (or the performance
of a forbidden action) that could lead to disruption of scheduled operations or
result in damage to equipment and property.

• Continuous task. This is a task that involves some kind of tracking activity (e.g.
monitoring a changing condition or situation).

• Human performance. This is a measure of failures and actions under specified
conditions.

• Human reliability. This is the probability of accomplishing a task successfully
by humans at any required stage in system operation within a specified mini-
mum time limit (i.e. if the time requirement is stated).

• Failure. This is the inability of an equipment/system/item to carry out its
specified function.

• Mission time. This is that element of uptime required to perform a specified
mission profile.

• Maintenance. This is all actions appropriate to retain an item/equipment in, or
restoring it to, a stated condition.

• Reliability. This is the probability that an item will carry out its stated function
satisfactorily for the desired period when used according to the specified
conditions.

• Man function. This is that function which is allocated to the system’s human
element.

• Unsafe behaviour. This is the manner in which a person carries out actions that
are considered unsafe to himself/herself or others.

• Human error consequence. This is an undesired consequence of human failure.
• Maintainability. This is the probability that a failed equipment/system/item

will be restored to satisfactorily working condition.
• Maintenance person. This is a person who carries out preventive maintenance

and responds to a user’s service call to a repair facility and performs appropriate
corrective maintenance on an equipment/item/system. Some of the other names
used for this individual are repair person, technician, field engineer, and service
person.

• Redundancy. This is the existence of more than one means to perform a stated
function.

• Downtime. This is the time during which the item/equipment/system is not in a
condition to carry out its defined mission.

1.3 Terms and Definitions 3



• Useful life. This is the length of time an item/equipment/system functions
within an acceptable level of failure rate.

• Safety. This is conservation of human life and its effectiveness and the pre-
vention of damage to items as per stated mission requirements.

1.4 Useful Information on Human Reliability, Error,
and Human Factors in Power Generation

This section lists books, journals, technical reports, conference proceedings, data
sources, and organizations that are considered directly or indirectly useful for
obtaining information on human reliability, error, and human factors in the area of
power generation.

1.4.1 Books

Some of the books, directly or indirectly, concerned with human reliability, error,
and human factors in power generation are as follows:

• Whittingham, R.B., The Blame Machine: Why Human Error Causes Accidents,
Elsevier Butterworth-Heinemann, Oxford, U.K., 2004.

• Dekker, S., Ten Questions About Human Error: A New View of Human Factors
and System Safety, Lawrence Erlbaum Associates, Mahwah, New Jersey, 2005.

• Dhillon, B.S., Human Reliability: with Human Factors, Pergamon Press, New
York, 1986.

• Salvendy, G., Editor, Handbook of Human Factors and Ergonomics, John Wiley
and Sons, New York, 2006.

• Proctor, R.W.,Van Zandt, T., Human Factors in Simple and Complex Systems,
CRC Press, Boca Raton, Florida, 2008.

• Dhillon, B.S., Human Reliability, Error, and Human Factors in Engineering
Maintenance, CRC Press, Boca Raton, Florida, 2009.

• Grigsby, L.E., editor, Electric Power Generation, Transmission, and Distribu-
tion, CRC Press, Boca Raton, Florida 2007.

• Dhillon, B.S., Power System Reliability, Safety, and Management, Ann Arbor
Science Publishers, Ann Arbor, Michigan, 1983.

• Cepin, M., Assessment of Power System Reliability: Methods and Applications,
Springer, London, 2011.

• Strauch, B., Investigating Human Error: Incidents, Accidents, and Complex
Systems, Ashgate Publishing, Aldershot, UK, 2002.

• Reason, J., Hobbs, A., Managing Maintenance Error: A Practical Guide, Ash-
gate Publishing, Aldershot, UK, 2003.
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• Kletz, T.A., An Engineer’s View of Human Error, Taylor and Francis, New
York, 2001.

• Peters, G.A., Peters, B.J., Human Error: Causes and Control, CRC Press, Boca
Raton, Florida, 2006.

• Oborne, D.J., Ergonomics at Work: Human Factors in Design and Development,
John Wiley and Sons, New York, 1995.

• Willis, H.E., Scott, W.G., Distributed Power Generation: Planning and Evalu-
ation, Marcel Dekker, New York, 2000.

• Corlett, E.N., Clark, T.S., The Ergonomics of Workspaces and Machines, Taylor
and Francis, London, 1995.

1.4.2 Journals

Some of the journals that time to time publish articles, directly or indirectly,
concerned with human reliability, error, and human factors in power generation are
listed below.

• Reliability Engineering and System Safety.
• IEEE Transactions on Power Apparatus and Systems.
• IEEE Transaction on Reliability.
• IEEE Power & Energy Magazine.
• Human Factors.
• International Journal of Man–Machine Studies.
• Accident Prevention and Analysis.
• Nuclear Safety.
• Human Factors in Aerospace and Safety.
• Journal of Quality in Maintenance Engineering.
• Applied Ergonomics.
• Nuclear Engineering and Design.
• IEEE Transactions on Industry Applications.
• Journal of Risk and Reliability.
• Journal of Korean Nuclear Society.
• Power Engineering.
• International Journal of Reliability, Quality, and Safety Engineering.
• Human Factors and Ergonomics in Manufacturing.
• Nuclear Europe Worldscan.
• Ergonomics.
• IEEE Transactions on Power Delivery.
• IEEE Transactions on Systems, Man, and Cybernetics.
• International Journal of Power and Energy Systems.
• Nuclear Energy and Engineering.
• Electric Power Systems Research.
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1.4.3 Technical Reports

Some of the technical reports, directly or indirectly, concerned with human reli-
ability, error, and human factors in power generation are as follows:

• Kolaczkowshi, A., Forester, J., Lois, E., Cooper, S., Good Practices for
Implementing Human Reliability Analysis (HRA), Report No. NUREG-1792,
United States Nuclear Regulatory Commission, Washington, D.C., April 2005.

• Nuclear Power Plant Operating Experience, from the IAEA/NEA Incident
Reporting System, Report, Organization for Economic Co-operation and
Development (OECD), 2 rue Andre-Pascal, 7575 Paris Cedex 16, France, 2000.

• ‘‘An Analysis of 1990 significant Events’’, Report No. INP091-018, Institute of
Nuclear Power Operations (INPO), Atlanta, Georgia, 1991.

• ‘‘Assessment of the Use of Human Factors in the Design of Fossil-Fired Steam
Generating Systems’’, Report No. EPRI CS-1760, Electric Power Research
Institute (EPRI), Palo Alto, California, 1981.

• Trager, T.A., Jr., Case Study Report on Loss of Safety System Function Events,
Report No. AEOD/C504, United States Nuclear Regulatory Commission,
Washington, D.C., 1985.

• ‘‘An Analysis of Root Causes in 1983 and 1984 Significant Event Reports’’,
Report No. 85-027, Institute of Nuclear Power Operations, Atlanta, Georgia,
July 1985.

• Seminara, J.L., Parsons, S.O., Human Factors Review of Power Plant Mainte-
nance, Report No. EPRI NP-1567, Electric Power Research Institute, Palo Alto,
California, 1981.

• WASH-1400, Reactor Safety Study: An Assessment of Accident Risks in U.S.
Commercial Nuclear Power Plants, U.S. Nuclear Regulatory Commission,
Washington, D.C., 1975.

• McCornack, R.L., Inspector Accuracy: A Study of the Literature, Report No.
SCTM 53-61 (14), Sandia Corporation, Albuquerque, New Mexico, 1961.

• Maintenance Error Decision Aid (MEDA), Developed by Boeing Commercial
Airplane Group, Seattle, Washington, 1994.

1.4.4 Conference Proceedings

Some of the conference proceedings that contain articles, directly or indirectly,
concerned with human reliability, error, and human factors in power generation are
listed below.

• Proceedings of the American Nuclear Society International Topical Meeting on
Nuclear Power Plant Instrumentation Controls, and Human Machine Interface
Technology, 2009.

• Proceedings of the IEEE Conference on Human Factors and Power Plants, 2007.
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• Proceedings of the International Conference on Nuclear Energy for New Eur-
ope, 2006.

• Proceedings of the Human Factors and Ergonomics Society Annual Meeting,
2005.

• Proceedings of the IEEE Power Engineering Society General Meeting, 2006.
• Proceedings of the IEEE International Conference on Systems, Man, and

Cybernetics, 2007.
• Proceedings of the International Conference on Nuclear Power Plant Aging,

Availability Factor, and Reliability Analysis, 1985.
• Proceedings of the International Conference on Design and Safety of Advanced

Nuclear Power Plants, 1992.
• Proceedings of the Annual Reliability and Maintainability Symposium, 2001.
• Proceedings of the Annual Symposium on Reliability, 1969.
• Proceedings of the IEEE International Conference on Human Interfaces in

Control Rooms, 1999.

1.4.5 Data Sources

There are many sources to obtain human reliability and error data. Some of the
sources that could be useful, directly or indirectly, for obtaining human reliability
and error data in the area of power generation are as follows:

• Human Error Classification and Data Collection, Report No. IAEA-TEC DOC-
538, International Atomic Energy Agency (IAEA), Vienna, Austria, 1990.

• Government Industry Data Exchange Program (GIDEP), GIDEP Operations
Center, U.S. Department of Navy, Corona, California, USA.

• Stewart, C., The Probability of Human Error in Selected Nuclear Maintenance
Tasks, Report No. EGG-SSDC-5580, Idaho National Engineering Laboratory,
Idaho Falls, Idaho, USA, 1981.

• Dhillon, B.S., Human Reliability: With Human Factors, Pergamon Press, New
York, 1986 (This book lists over 20 sources for obtaining human reliability-
related data).

• Gertman, D.I., Blackman, H.S., Human Reliability and Safety Analysis Data
Handbook, John Wiley and Sons, New York, 1994.

• Data on Equipment Used in Electric Power Generation, Equipment Reliability
Information Center (ERIC), Canadian Electrical Association, Montreal, Quebec,
Canada.

• Swain, A.D., Guttman, H.E., Handbook of Human Reliability Analysis with
Emphasis on Nuclear Power Plant Applications, Report No. NUREG/CR-1278,
U.S. Nuclear Regulatory Commission, Washington, D.C., 1983.

• Collection and Classification of Human Reliability Data for Use in Probabilistic
Safety Assessments, Report No. IAEA-TECDOC-1048, International Atomic
Energy Agency, Vienna, Austria, 1998.
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• Dhillon, B.S., Human Error Data Banks, Microelectronics and Reliability, Vol.
30, 1990, pp. 963–971.

• Boff, K.R., Lincoln, J.E., Engineering Data Compendium: Human Perception
and Performance, Vols. 1–3, Armstrong Aerospace Medical Research Labora-
tory, Wright-Patterson Air Force Base, Ohio, USA, 1988.

• Schmidtke, H., Editor, Ergonomic Data for Equipment Design, Plenum Press,
New York, 1984.

• National Technical Information Service, 5285 Port Royal Road, Springfield,
Virginia, USA.

1.4.6 Organizations

There are many organizations that collect human reliability, error, and human
factor-related data. Some of the organizations that could be useful, directly or
indirectly, to obtain human reliability, error, and human factors in power gener-
ation-related data are listed below.

• IEEE Power & Energy Society, 445 Hoes Lane, Piscataway, New Jersey, USA.
• Human Factors and Ergonomics Society, 1124 Montana Avenue, Suite B, Santa

Monica, California, USA.
• American Nuclear Society, 555 North Kensington Avenue, La Grange Park,

Illinois, USA.
• International Atomic Energy Agency, Wagramer Strasse 5, Vienna, Austria.
• Canadian Nuclear Society, 655 Bay Street, 17th Floor, Toronto, Ontario,

Canada.
• National Research Council, 2101 Constitution Avenue, NW, Washington, D.C.,

USA.
• American Society for Quality, 600 North Plankinton Avenue, Milwaukee,

Wisconsin, USA.
• American Society of Safety Engineers, 1800 E Oakton Street, Des Plaines,

Illinois, USA.
• International System Safety Society, Unionville, Virginia, USA.
• IEEE Reliability Society, c/o IEEE Corporate Office, 3 Oak Avenue, 17th Floor,

New York, USA.
• Society for Maintenance and Reliability Professionals, 401 N. Michigan Ave-

nue, Chicago, Illinois, USA.
• Society for Machinery Failure Prevention Technology, 4193 Sudley Road,

Haymarket, Virginia, USA.
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1.5 Scope of the Book

Just like any other area of engineering, electrical power generation is also sub-
jected to human-related problems. In recent years, increasing attention is being
given to human-related problems in the area of power generation due to various
factors, including cost and serious consequences such as a blast at the Ford Rouge
power plant and the Three Mile Island Nuclear accident.

Over the years, a large number of publications, directly or indirectly, related to
human reliability, error, and human factors in power generation have appeared.
Almost all of these publications are in the form of conference proceedings or
journal articles, or technical reports. At present, to the best of author’s knowledge,
there is no specific book that covers the topic of this book within its framework.
This book attempts to provide up-to-date coverage not only of the ongoing effort in
human reliability, error, and human factors in power generation, but also of useful
developments in the general areas of human reliability, human error, and human
factors.

Finally, the main objective of this book is to provide professionals concerned
with human reliability, error, and human factors in power generation information
that could be useful to reduce or eradicate altogether the occurrence of human
errors in this area. The book will be useful to many individuals including engi-
neering professionals working in the area of power generation, researchers and
instructors involved with power systems, reliability, and human factors, safety
professionals and administrators involved with power generation, and graduate
students in the area of power generation and reliability engineering.

1.6 Problems

1. Define the following terms:

• Human factors.
• Human error.
• Human reliability.

2. Write an essay on human reliability, error, and human factors in power
generation.

3. List at least six facts and figures concerned with human error/reliability in
power generation.

4. Compare the terms ‘‘human performance’’ and ‘‘human reliability’’.
5. List five most important organizations to obtain human error and human

reliability in power generation-related information.
6. List at least six important books for obtaining, directly or indirectly, human

reliability and error in power generation-related information.

1.5 Scope of the Book 9



7. Define the following four terms:

• Power system reliability.
• Unsafe behaviour.
• Mission time.
• Human error consequence.

8. List at least six sources for obtaining human reliability and error in power
generation-related data.

9. List six most important journals to obtain human reliability and error in power
generation-related information.

10. Define the following terms:

• Continuous task.
• Man function.
• Downtime.
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Chapter 2
Basic Mathematical Concepts

2.1 Introduction

Just like in other areas of science and engineering, mathematics also plays an
important role in the area of human reliability, error, and human factors. The
history of mathematics may be traced back to more than 2,200 years to the
development of our day-to-day used number symbols. The very first evidence of
the use of these symbols is found on stone columns erected around 250 BC by the
Scythian emperor of India named Asoka [1].

However, the development of the probability field is relatively new, and its
history may be traced back to the writings of Girolamo Cardano (1501–1576) in
which he considered some interesting probability issues [1, 2]. Blaise Pascal
(1623–1662) and Peirre de Fermat (1601–1665) solved the problem of dividing the
winnings in a game of chance, independently and correctly [2]. The first formal
treatise on probability based on the Pascal-Fermat correspondence was written by
Christiaan Huygens (1629–1695) in 1657 [2]. Needless to say, additional infor-
mation on historical developments in the area of mathematics is available in Refs.
[1, 2].

This chapter presents basic mathematical concepts considered useful in per-
forming human reliability and error analysis in the area of power generation.

2.2 Sets and Boolean Algebra Laws

A set may be defined as any well-defined collection or list of objects. Usually, the
objects comprising the set are known as its elements. Normally, capital letters such
as X, Y, and Z are used to denote sets and their elements by the lower-case letters
such as a, b, and c.

Two basic set operations are referred to as the union of sets and the intersection
of sets. Either of the following two symbols is used to denote the union of sets [3]:
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• þ
• [

For example, if X ? Y = Z, it simply means that all the elements in set X or in
set Y or in both sets (i.e. X and Y) are contained in set Z.

Similarly, either of the following two symbols is used to denote the intersection
of sets:

• \
• dot :ð Þ

For example, if A \ B = C, it simply means that set C contains all elements
which belong to both sets A and B. However, when sets A and B have no common
elements, then these two sets are referred to as mutually exclusive or disjoint sets
or events.

Boolean algebra plays an important role in probability theory and reliability-
related studies and is named after a mathematician named George Boole
(1813–1864). Some of its laws are as follows [3–5]:

Cummutative Law
X þ Y ¼ Y þ X ð2:1Þ

X:Y ¼ Y:X ð2:2Þ

where
X is an arbitrary set or event.
Y is an arbitrary set or event.
+ denotes the union of sets.
. denotes the intersection of sets. It is to be noted that sometimes, Eq. (2.2) is

written without the dot, but it still conveys the same meaning.

Associative Law

XYð ÞZ ¼ X YZð Þ ð2:3Þ

X þ Yð Þ þ Z ¼ X þ Y þ Zð Þ ð2:4Þ

where
Z is an arbitrary set or event.

Idempotent Law

X þ X ¼ X ð2:5Þ

XX ¼ X ð2:6Þ

Absorption Law
X þ ðXYÞ ¼ X ð2:7Þ

X X þ Yð Þ ¼ X ð2:8Þ
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Distributive Law

X Y þ Zð Þ ¼ XY þ XZ ð2:9Þ

X þ YZ ¼ X þ Yð Þ X þ Zð Þ ð2:10Þ

2.3 Probability Definition and Properties

Probability may be defined as follows [4, 6]:

PðXÞ ¼ lim
n!1

N

n

� �
ð2:11Þ

where
P(X) is the probability of occurrence of event X.
N is the number of times event X occurs in the n repeated experiments.

Some of the basic properties of probability are presented below [4, 6].

• The probability of occurrence of event, say Y, is

0�PðYÞ� 1: ð2:12Þ

• The probability of occurrence and non-occurrence of an event, say Y, is always

PðYÞ þ Pð�YÞ ¼ 1 ð2:13Þ

where
P(Y) is the probability of occurrence of event Y.
P �Yð Þ is the probability of non-occurrence of event Y.

• Probability of the sample space S is

P Sð Þ ¼ 1: ð2:14Þ

• Probability of negation of the sample space S is

P �Sð Þ ¼ 0: ð2:15Þ

• The probability of the union of m independent events is

P Y1 þ Y2 þ � � � þ Ymð Þ ¼ 1�
Ym
i¼1

1� P Yið Þð Þ ð2:16Þ

where
PðYiÞ is the probability of occurrence of event Yi; for i = 1, 2, 3,…, m.
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• The probability of the union of m mutually exclusive events is given by

P Y1 þ Y2 þ � � � þ Ymð Þ ¼
Xm

i¼1

PðYiÞ: ð2:17Þ

• The probability of an intersection of m independent events is given by

P Y1Y2. . .Ymð Þ ¼ P Y1ð ÞP Y2ð Þ. . .P Ymð Þ: ð2:18Þ

Example 2.1 Assume that a system used in a power generation plant is composed
of three subsystems Y1; Y2; and Y3 and which must be operated by three inde-
pendent operators. For the successful operation of the system, all the three oper-
ators must perform their tasks correctly. The reliabilities of operators, operating
subsystems Y1; Y2; and Y3 are 0.95, 0.92, and 0.9, respectively.

Calculate the probability of successful operation of the system.
By substituting the given data values in Eq. (2.18), we get

P Y1Y2Y3ð Þ ¼PðY1ÞPðY2ÞPðY3Þ
¼ 0:95ð Þ 0:92ð Þ 0:9ð Þ
¼ 0:7866:

Thus, the probability of successful operation of the system is 0.7866.

2.4 Useful Mathematical Definitions

This section presents five mathematical definitions considered useful to perform
human reliability-related studies in the area of power generation.

2.4.1 Definition I: Probability Density Function

For a continuous random variable, the probability density function is defined by
[6, 7]

f ðtÞ ¼ dFðtÞ
dt

ð2:19Þ

where
t is time (i.e. a continuous random variable).
f(t) is the probability density function. In the area of human reliability, it is

often referred to as error density function.
F(t) is the cumulative distribution function.
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Example 2.2 Assume that the error probability at time t (i.e. cumulative distri-
bution function) of a power generating system operator is expressed by

F tð Þ ¼ 1� e�ht ð2:20Þ

where
h is the constant error rate of the power generating system operator.
F(t) is the cumulative distribution function or the operator error probability at

time t.

Obtain an expression for the probability density function (i.e. in this case, the
operator error density function) by using Eq. (2.19).

By inserting Eq. (2.20) into Eq. (2.19), we obtain

f ðtÞ ¼
d 1� e�ht
� �

dt
¼ he�ht

ð2:21Þ

Thus, Eq. (2.21) is the expression for the operator error density function.

2.4.2 Definition II: Cumulative Distribution Function

Cumulative distribution function for a continuous random variable is expressed by
[6, 7]

FðtÞ ¼
Z t

�1

f ðyÞdy ð2:22Þ

where
y is a continuous random variable.
f(y) is the probability density function.

For t = ? in Eq. (2.22), we get

Fð1Þ ¼
Z1

�1

f ðyÞdy

¼ 1:

ð2:23Þ

It simply means that the total area under the probability density curve is always
equal to unity.
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Example 2.3 Prove Eq. (2.20) with the aid of Eq. (2.21).
Thus, for t� 0; by inserting Eq. (2.21) into Eq. (2.22), we obtain

FðtÞ ¼
Z t

0

he�htdt

¼ 1� e�ht:

ð2:24Þ

Both Eqs. (2.20) and (2.24) are identical.

2.4.3 Definition III: Expected Value

The expected value of a continuous random variable is expressed by [6, 7]

EðtÞ ¼
Z1

�1

tf ðtÞdt ð2:25Þ

where
E(t) is the expected value or mean value of the continuous random variable t. It

is to be noted that in the area of human reliability and error, the expected
value is known as the mean time to human error.

Example 2.4 Assume that a power generating system operator’s error density
function, for time t� 0; is expressed by Eq. (2.21) and the operator’s error rate is
0.0005 errors/h. Calculate mean time to human error of the power generating
system operator.

For t� 0; by inserting Eq. (2.21) into Eq. (2.25), we get

EðtÞ ¼
Z1

0

t he�htdt

¼ 1
h
:

ð2:26Þ

By substituting the given data value for h in Eq. (2.26), we obtain

EðtÞ ¼ 1
0:0005

¼ 2,000 h:

Thus, the mean time to human error of the power generating system operator is
2,000 h.
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2.4.4 Definition IV: Laplace Transform

The Laplace transform of the function f(t) is defined by [8]

f ðsÞ ¼
Z1

0

f ðtÞe�stdt ð2:27Þ

where
s is the Laplace transform variable.
f(s) is the Laplace transform of f(t).
t is the time variable.

Laplace transforms of some frequently used functions to perform human reli-
ability-related mathematical analysis in the area of power generation are presented
in Table 2.1 [8, 9].

2.4.5 Definition V: Laplace Transform: Final-Value
Theorem

If the following limits exist, then the final-value theorem may be expressed as
follows:

lim
t!1

f ðtÞ ¼ lim
s!0

sf ðsÞ½ � ð2:28Þ

Example 2.5 Prove with the aid of the equation presented below that the right side
of Eq. (2.28) is equal to its left side.

f ðtÞ ¼ c
ðcþ dÞ �

c
ðcþ dÞ e

�ðcþdÞt ð2:29Þ

where c and d are constants.
With the aid of Table 2.1, we get the following Laplace transforms of

Eq. (2.29)

f ðsÞ ¼ c
sðcþ dÞ �

c
ðcþ dÞ �

1
ðsþ cþ dÞ : ð2:30Þ

By inserting Eq. (2.30) into the right side of Eq. (2.28), we get

lim
s!0

s
c

sðcþ dÞ �
c

ðcþ dÞðsþ cþ dÞ

� �
¼ c
ðcþ dÞ : ð2:31Þ
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By substituting Eq. (2.29) into the left side of Eq. (2.28), we obtain

lim
t!1

c
ðcþ dÞ �

c
ðcþ dÞ e

�ðcþdÞt
� �

¼ c
ðcþ dÞ : ð2:32Þ

As the right sides of Eqs. (2.31) and (2.32) are exactly the same, it proves that
the right side of Eq. (2.28) is equal to its left side.

2.5 Probability Distributions

Over the years, a large number of probability distributions have been developed to
perform various types of statistical analysis [10]. This section presents some of
these probability distributions considered useful to perform human reliability-
related probability analysis in the area of power generation.

2.5.1 Exponential Distribution

This is probably the most widely used probability distribution to perform various
types of reliability-related studies [11]. Its probability density function is defined by

f ðtÞ ¼ he�ht for t� 0; h[ 0 ð2:33Þ

where
f(t) is the probability density function.
t is the time variable.
h is the distribution parameter.

Table 2.1 Laplace
transforms of some
frequently used functions to
perform human reliability-
related mathematical analysis
in the area of power
generation

f(t) f(s)

tm; for m = 0, 1, 2, 3, … m!=smþ1

c, a constant c/s

e�bt 1
sþb

df ðtÞ
dt

s f(s) - f(0)

tf ðtÞ
dt � df ðsÞ

ds

a1f1ðtÞ þ a2f2ðtÞ a1f1ðsÞ þ a2f2ðsÞ
te�bt 1=ðsþ bÞ2
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By inserting Eq. (2.33) into Eq. (2.22), we obtain the following expression for
cumulative distribution function:

FðtÞ ¼
Z t

0

he�htdt

¼ 1� e�ht:

ð2:34Þ

By substituting Eq. (2.33) in Eq. (2.25), we get the following expression for the
distribution mean value:

m ¼ EðtÞ ¼
Z1

0

the�htdt

¼ 1
h

ð2:35Þ

where
m is the distribution mean value.

Example 2.6 Assume that in a power generating station, the human error rate is
0.08 errors per week. Calculate the probability of an error occurrence during a 30-
week period with the aid of Eq. (2.34).

Thus, we have

t ¼ 30 weeks and

h ¼ 0:08 errors=week:

By substituting the above data values in Eq. (2.34), we get

F 30ð Þ ¼ 1� e�ð0:08Þð30Þ

¼ 0:9093:

This means that there is 90.93 % chance for the occurrence of human error
during the 30-week period.

2.5.2 Rayleigh Distribution

This distribution is named after John Rayleigh (1842–1919), its founder, and is
frequently used in reliability work and in the theory of sound [1]. The probability
density function of the distribution is defined by
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f ðtÞ ¼ 2
a2

te�
t
að Þ

2

for t� 0; a[ 0 ð2:36Þ

where
t is time.
a is the distribution parameter.

By substituting Eq. (2.36) into Eq. (2.22), we obtain the following equation for
the cumulative distribution function:

FðtÞ ¼ 1� e�
t
að Þ

2

: ð2:37Þ

With the aid of Eqs. (2.25) and (2.36), we obtain the following expression for
the expected value of t:

EðtÞ ¼ aCð3=2Þ ð2:38Þ

where

CðyÞ ¼
Z1

0

ty�1e�tdt; for y [ 0: ð2:39Þ

2.5.3 Weibull Distribution

This distribution can be used to represent many different physical phenomena, and
it is named after Weibull [12], a Swedish mechanical engineering professor, who
developed it in the early 1950s. The probability density function of the distribution
is defined by

f ðtÞ ¼ btb�1

hb e�
t
hð Þ

b

t� 0; b [ 0; h[ 0 ð2:40Þ

where
t is time.
h and b are the scale and shape parameters, respectively.

By substituting Eq (2.40) into Eq (2.22), we obtain the following equation for
the cumulative distribution function:

FðtÞ ¼ 1� e�
t
hð Þ

b

: ð2:41Þ

By inserting Eq. (2.40) into Eq. (2.25), we get the following equation for the
expected value of t:
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EðtÞ ¼ hC 1þ 1
b

� �
ð2:42Þ

where
Cð:Þ is the gamma function and is expressed by Eq. (2.39).

For b = 2 and 1, the Rayleigh and exponential distributions are the special
cases of this distribution, respectively.

2.5.4 Bathtub Hazard Rate Curve Distribution

This probability distribution can be used to represent bathtub-shaped, decreasing
and increasing, and increasing hazard/human error rates. It was developed in 1981
[13], and in the published literature, it is generally known as the Dhillon distri-
bution/law/model [14–33].

The probability density function for the distribution is defined by [13].

f ðtÞ ¼ bh htð Þb�1e� e htð Þb� htð Þb�1
� 	

for h [ 0; b[ 0; t� 0 ð2:43Þ

where
t is time.
b and h are the distribution shape and scale parameters, respectively.

By inserting Eq. (2.43) into Eq. (2.22), we get the following equation for the
cumulative distribution function:

FðtÞ ¼ 1� e� e httð Þb�1
� 	

: ð2:44Þ

At b ¼ 0:5; this distribution gives the bathtub hazard rate curve, and at b = 1, it
becomes the extreme value distribution. In other words, the extreme value dis-
tribution is the special case of this distribution at b = 1.

2.6 Solving First-Order Differential Equations
with Laplace Transforms

Laplace transforms are an effective tool to find solution to linear first-order dif-
ferential equations, and in human reliability-related studies, time-to-time linear
first-order differential equations are solved. The application of Laplace transforms
to find solution to a set of first-order differential equations describing the reliability
of maintenance personnel in a power plant is demonstrated through the following
example:
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Example 2.7 Assume that the reliability of maintenance personnel in a power
plant with respect to human error is described by the following two linear first-
order differential equations:

dPnðtÞ
dt
þ hmPnðtÞ ¼ 0 ð2:45Þ

dPeðtÞ
dt
� hmPnðtÞ ¼ 0 ð2:46Þ

where
PnðtÞ is the probability that the maintenance personnel are performing their tasks

normally at time t.
PeðtÞ is the probability that the maintenance personnel have committed an error

at time t.
hm is the constant error rate of the maintenance personnel.

At time t ¼ 0; Pnð0Þ ¼ 1; and Peð0Þ ¼ 0:
Find solutions to Eqs. (2.45) and (2.46) with the aid of Laplace transforms.
By taking the Laplace transforms of Eqs. (2.45) and (2.46) and then using the

given initial conditions, we get

PnðsÞ ¼
1

sþ hm
ð2:47Þ

PeðsÞ ¼
hm

sðsþ hmÞ
ð2:48Þ

where
s is the Laplace transform variable.

Taking the inverse Laplace transforms of Eqs. (2.47) and (2.48), we obtain

PnðtÞ ¼ e�hmt ð2:49Þ

PeðtÞ ¼ 1� e�hmt: ð2:50Þ

Thus, Eqs. (2.49) and (2.50) are the solutions to Eqs. (2.45) and (2.46).

2.7 Problems

1. Write an essay on the history of mathematics.
2. Describe the following three laws:

• Idempotent law.
• Absorption law.
• Distributive law.
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3. What is the difference between mutually exclusive and independent events?
4. Discuss the basic properties of probability.
5. Define the following:

• Cumulative distribution function.
• Expected value.

6. Prove that the right-hand side of Eq. (2.10) is equal to its left-hand side.
7. Write down the probability density function for Rayleigh distribution.
8. What are the special case probability distributions of the Weibull distribution?
9. Using Eq. (2.27), obtain Laplace transform of the following function:

f ðtÞ ¼ 1� e�lt ð2:51Þ

where
t is a variable.
l is a constant.

10. Prove Eq. (2.44) using Eqs. (2.22) and (2.43).
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Chapter 3
Basic Human Factors, Reliability,
and Error Concepts

3.1 Introduction

Over the years, many new developments have taken place in the areas of human
factors, reliability, and error as humans play a key role in the overall reliability of
engineering systems. In fact, human factors, reliability, and error have become
recognizable disciplines in industry in many parts of the world. There are many
standard documents concerning human factors that also, directly or indirectly,
cover human reliability and error. Often, such standard documents are cited in the
design specification of complex engineering systems [1, 2].

More specifically, the requirements specified in these documents must be satis-
fied by the new system design. Needless to say, during the design and development
of power generation systems, particularly in the area of nuclear power generation,
nowadays, it is common to come across human factors specialists (who cover human
reliability and error as well) working alongside design engineers. These specialists,
in order to produce effective power generation systems with respect to humans,
make use of various human factors, reliability, and error concepts [3, 4].

This chapter presents various useful basic human factors, reliability, and error
concepts for application in the area of power generation.

3.2 Human Factors Objectives, Human and Machine
Characteristics Comparisons, and Types
of Man–Machine Systems

There are many objectives of human factors. They may be grouped under the
following four categories [5]:

• Category I Objectives: Fundamental Operational Objectives. These are
concerned with increasing safety, reducing human errors, and improving system
performance.

B. S. Dhillon, Human Reliability, Error, and Human Factors in Power Generation,
Springer Series in Reliability Engineering, DOI: 10.1007/978-3-319-04019-6_3,
� Springer International Publishing Switzerland 2014
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• Category II Objectives: Objectives Affecting Reliability and Maintainability.
These are concerned with improving maintainability, reducing the need for
manpower, increasing reliability, and reducing training requirements.

• Category III Objectives: Objectives Affecting Operators and Users. These
are concerned with improving ease of use and user acceptance, improving
aesthetic appearance, improving the work environment, and reducing fatigue,
physical stress, boredom, and monotony.

• Category IV Objectives: Miscellaneous Objectives. These are concerned with
items such as lowering losses of time and equipment and improving production
economy.

Humans and machines possess many characteristics that can be compared.
Thus, some of the important comparable human and machine characteristics are
presented in Table 3.1 [6, 7].

Although there are many different types of man–machine systems, they may be
grouped under three types as shown in Fig. 3.1 [8].

The automated systems perform operation-related functions such as processing,
decision making, action, and sensing. Most of these systems are of the closed-loop
type (a closed-loop system may be expressed as a continuous system performing
some processes that need continuous control and feedback for its successful
operational mission) and usually the basic functions associated with such systems
are programming, maintenance, and monitoring.

The manual systems are made up of hand tools and other aids along with the
operator who controls the overall operation. The operator makes use of his/her
own physical energy as a power source, and then transmits/receives from the tools
a great amount of information.

Finally, the mechanical or semi-automatic systems are made up of well inte-
grated parts, such as various types of powered machine tools. Usually, in these
systems, the machines provide the power and the human operators typically per-
form the control-related functions.

3.3 Typical Human Behaviours and Their Corresponding
Design Considerations

Over the years, the researchers working in the area of human factors have observed
various human behaviours. Some of the typical human behaviours and their cor-
responding design considerations in the parentheses are as follows [3]:

• Humans will often use their sense of touch to test or explore the unknown (pay
special attention to this factor during the design process, particularly to the
product handling aspect).

• Humans get easily confused with unfamiliar items (avoid designing totally
unfamiliar items).
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• Humans frequently tend to hurry (develop design so that it clearly takes into
consideration the human hurry element).

• Humans frequently regard manufactured products as being safe (design products
so that they become impossible to be used incorrectly).

• Humans have become accustomed to certain colour meanings (during the design
process strictly observe existing colour-coding standards).

• Humans generally possess very little knowledge regarding their physical
shortcomings (develop proper design by taking into consideration the basic
characteristics and shortcomings of humans).

• Humans always expect that faucets/valve handles will rotate counter-clockwise
for increasing the flow of steam, liquid, or gas (design such items according to
the expectations of humans).

• Humans generally expect to turn on the electrical power, the switches have to
move upward, or to the right, etc. (design such switches according to the
expectations of the humans).

3.4 Human-Sensory Capacities

As humans possess many useful sensors (i.e., touch, smell, hearing, sight, and
taste), a clear understanding of their sensory capacities can be very helpful to
reduce the occurrence of human errors in the area of power generation. Thus, four
human-sensory capacities are described below, separately [4, 9].

3.4.1 Noise

Noise may simply be described as sounds that lack coherence and reactions of
humans to noise extend beyond the auditory systems (i.e., to feelings such as
fatigue, boredom, well-being, or irritability). Furthermore, excessive noise can

Mechanical or semi-
automatic systems

Manual systems

Automated systems Types

Fig. 3.1 Types of man–machine systems
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lead to various types of problems including adverse effects on tasks requiring a
high degree of muscular coordination and precision or intense concentration, loss
of hearing if exposed for long periods, and reduction in the efficiency of workers.

Generally, two major physical characteristics (i.e., frequency and intensity) are
used in describing noise. In the case of frequency, the human ears are most sen-
sitive to frequencies in the range of 600–900 Hz and they have the capacity to
detect sounds of frequencies from 20 to 20,000 Hz. As per the past experiences
[9, 10], humans can suffer a major loss of hearing, if they are exposed to noise
frequencies between 4,000 and 6,000 Hz for a long period of time.

In the case of intensity, it is usually measured in decibels (dB) and a person
exposed to over 80 dB of noise can experience permanent or temporary loss of
hearing. It is to be noted that intensity levels for noise sources such as heavy
traffic, normal conversation, household ventilation fan, quiet residential area, voice
whisper, and motion picture sound studio are 70, 60, 56, 40, 20, and 10 dB,
respectively [8, 10].

3.4.2 Touch

The sense of touch is related to the ability of humans in interpreting auditory and
visual stimuli. The sensory cues received by the skin and muscles can be used to
send messages to the brain, thus relieving the ears and the eyes a part of the
workload. In situations when human users are expected to rely completely on their
touch sensors, different types of knob shapes can be adopted for potential
applications.

It is to be added that the application of the touch sensor in technical tasks is not
new; in fact, it has been used by craft workers quite successfully for centuries to
detect surface roughness and irregularities in their work. Nonetheless, various
studies performed over the years clearly indicate that the detection accuracy of
surface irregularities improves dramatically when a person moves an intermediate
thin cloth or a piece of paper over the object surface instead of using bare fingers
[11].

3.4.3 Vibration

Various studies conducted over the years clearly indicate that the existence of
vibration could be detrimental to the performance of both mental and physical
tasks by humans such as operation and maintenance personnel in the area of power
generation. There are many parameters of vibrations including acceleration, fre-
quency, velocity, and amplitude. In particular, low frequency and large amplitude
vibrations contribute to various problems including motion sickness, headaches,
fatigue, eyestrain, and interference with one’s ability to read and interpret
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instruments effectively [9]. Symptoms such as these become less pronounced as
the vibration amplitude decreases and the frequency increases. Nonetheless, it is to
be noted that low amplitude and high frequency vibration can also cause fatigue to
a certain degree.

Some of the useful guidelines to reduce vibration and motion effects are pre-
sented below [9, 12].

• Resist shocks and vibrations through proper designs or isolate them using
springs, cushioned mountings, shock absorbers, etc.

• Aim to eliminate vibrations in excess of 0.08 mil amplitude.
• Use cushioned seats or damping materials to lower vibrations transmitted to a

seated person and avoid vibrations of frequencies 3–4 Hz as this is a vertically
seated person’s resonant frequency.

3.4.4 Sight

This is stimulated by the electromagnetic radiation of certain wavelengths, gen-
erally known as the visible portion of the electromagnetic spectrum. The areas of
the spectrum, as seen by the human eyes appear to vary in brightness. For example,
during the day, the eyes of humans are most sensitive to greenish-yellow light with
a wavelength of about 5,500 Å [9].

Furthermore, the human eyes perceive all colours when they are looking
straight ahead but as the viewing angle increases, the colour perception begins to
decrease. In addition, the eyes of humans see differently from different angles.
Some of the additional factors concerned with colour are presented below [9].

• Colour differences are very minimal at night or in poorly illuminated places. In
particular, for a small point source (e.g., a small warning light) or from a distant,
it is quite impossible to make a distinction between blue, green, yellow, and
orange. In fact, all of them will appear to be white.

• Staring at a specific coloured light and then glancing away may result in the
reversal of colour in the brain. For example, to stare at a red or green light and
then glance away, the signal to the brain may completely reverse the colour.

• Colour-weak individuals do not see colours in a similar way as normal people
do.

Three sight-related useful guidelines are as follows:

• Aim to use red filters with wavelengths greater than 6,500 Å.
• Avoid relying too much on colour when critical activities may be carried out by

fatigues persons.
• Select the proper colour so that colour-weak individuals do not get confused.
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3.5 Useful Human Factors Formulas

Over the years, researchers working in the area of human factors have developed
various types of mathematical formulas to estimate human factors-related infor-
mation. Some of these formulas considered useful for application in the area of
power generation are presented below.

3.5.1 Formula for Estimating Character Height

This formula is concerned with estimating the character height by considering
factors such as viewing distance, the importance of reading accuracy, viewing
conditions, and illumination. Thus, the character height is expressed by [13]

CH ¼ a VDþ CFIþ CFVI ð3:1Þ

where
CH is the correction height in inches.
a is a constant with the specified value of 0.0022.
CFVI is the correction factor for viewing and illumination conditions. Its

recommended values are as follows: 0.26 (below a 1 foot-candle and
unfavourable reading conditions), 0.16 (below a 1 foot-candle and
favourable reading conditions), 0.16 (above a 1 foot-candle and unfa-
vourable reading conditions), and 0.06 (above a 1 foot-candle and
favourable reading conditions).

CFI is the correction factor for importance. Its recommended values for
similar items or emergency labels is 0.075 and for other items CFI = 0.

VD is the viewing distance expressed in inches.

Example 3.1 In a power generating station’s control room, the estimated viewing
distance of an instrument panel is 40 inches and after a careful consideration, the
values of CFVI and CFI were decided to be 0.06 and 0.075, respectively. Calculate
the height of the label characters to be used at the instrument panel.

By substituting the given data values into Eq. (3.1), we obtain

CH ¼ 0:0022ð Þ 40ð Þ þ 0:075þ 0:06

¼ 0:223 inch

Thus, the label characters’ height to be used is 0.223 inch.
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3.5.2 Formula for Estimating Rest Period

Past experience clearly indicates that the incorporation of appropriate rest periods
is essential, when humans perform lengthy or strenuous tasks. Thus, this formula is
concerned with determining the length of unscheduled or scheduled required rest
periods.

The length of the required rest period is expressed by [14]

RLRP ¼WT AEC� SEð Þ
AEC� ARLð Þ ð3:2Þ

where
RLRP is the required length of the rest period expressed in minutes.
AEC is the average energy cost/expenditure expressed in kilocalories per

minute of work.
SE is the kilocalories per minute adopted as standard.
ARL is the approximate resting level expressed in kilocalories per minute.

Usually, the value of ARL is taken as 1.5.
WT is the working time expressed in minutes.

It is to be noted that the average energy expenditure in kilocalories per minute
(i.e., SE) and the human heart rate in beats per minute (in parentheses) for tasks
such as packing on conveyors, cleaning tables and floors, and unloading coal cars
in power generation plants are 3.7 (113), 4.5 (112), and 8 (150), respectively.

Example 3.2 Assume that a worker is performing a certain task at a power gen-
eration plant for 120 min and his/her average energy expenditure is 9 kcal/min.
Calculate the length of the required rest period if SC = 8 kcal/min and
ARL = 1.5 kcal/min.

By inserting the specified data values into Eq. (3.2), we get

RLRP ¼ 120 9� 8ð Þ
9� 1:5ð Þ

¼ 16 min

Thus, the length of the required rest period is 16 min.

3.5.3 Formula for Estimating Glare Constant

Past experience over the years, clearly indicates that various types of human errors
can occur in the area of power generation due to glare. Thus, this formula is
concerned with estimating the value of the glare constant. The glare constant is
expressed by [14]
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h ¼
a0:8ð Þ c1:6

� �
A2 GBLð Þ ð3:3Þ

where
h is the glare constant.
A is the angle between the direction of the glare source and the viewing

distance.
GBL is the general background luminance.
a is the solid angle subtended at the eye by the source.
c is the source luminance.

3.5.4 Formula for Estimating Human Energy Cost
Associated with Lifting Weights

As tasks such as lifting weights cost human energy, this formula is concerned with
estimating human energy cost (EC) associated with lifting weights. The EC, is
kilocalories per hour, is expressed by [15].

EC ¼ LHð Þ nð Þ wð Þ lð Þ
1,000

ð3:4Þ

where

LH is the lifting height in feet.
n is the number of lifts per hour.
w is the weight to be lifted in pounds.
l is the cost of energy per lift (gcal/ft.lb).

Example 3.3 Assume that we have the following data values:

• LH = 3 ft
• n = 30 lifts/h
• w = 10 lb
• l = 5 gcal/ft.lb

Calculate the hourly EC.
By substituting the given data values into Eq. (3.4), we get

EC ¼ 3ð Þ 30ð Þ 10ð Þ 5ð Þ
1,000

¼ 4:5 kcal=h

Thus, the hourly EC is 4.5 kcal/h.
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3.6 Human Factors Checklist, Guidelines, and Data
Collection Sources

Over the years, professionals working in the area of human factors have developed
a checklists of questions to be addressed for incorporating human factors into the
designs of engineering systems. These questions can easily be tailored to suit
specific engineering systems’ designs under consideration. Some examples of such
questions are presented in Table 3.2 [6].

Some of the general human factors’ guidelines considered useful for application
in power generation systems’ designs are as follows [3, 7]:

• Make use of services of human factors specialists as considered appropriate.
• Review system/product objectives in regard to human factors.
• Review all final production drawings with respect to human factors.
• Develop an effective human factors checklist for application during system/

product design and production phases.
• Use mock-ups to ‘‘test’’ the effectiveness of user–hardware interface designs.
• Obtain appropriate human factors-related design guide and reference

documents.
• Perform appropriate field test of the system/product design prior to its approval

for delivery to customer.

There are many sources from which human factors-related data can be col-
lected. Some of the important ones are shown in Fig. 3.2 [6, 13].

The test reports contain data obtained from testing manufactured goods. The
published standards are the documents developed by organizations such as

Table 3.2 A sample of questions to be addressed to incorporate human factors into the designs
of engineering systems

Question
no.

Question

1 • Were the human factor principles considered clearly in the workspace design?
2 • Were all controls designed by taking into consideration factors such as

accessibility, size, and shape?
3 • Were environmental factors such as noise, illumination, and temperature

considered in regard to satisfactory levels of human performance?
4 • Is it simple and straightforward to identify each control device?
5 • Are all the displays compatible with their corresponding control devices with

respect to human factors?
6 • Was proper attention given to training and complementing work-related aids?
7 • What type of sensory channels would be the most suitable for messages to be

delivered through the displays?
8 • Were visual display arrangements optimized?
9 • Were human decision making and adaptive capabilities used properly in the

design?
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professional societies and government agencies, and they are considered a good
source for obtaining human factors-related data. The previous experience is a good
source to obtain data from similar cases that have occurred in the past.

The user experience reports contain data-reflecting users’ experiences with
system/equipment in the field-use environment. The published literature is another
good source to obtain human factors-related data, and it includes items such books,
conference proceedings, and journals. Finally, various types of human factors-
related data can also be obtained during the system/equipment development phase.

3.7 Operator Stress Characteristics, Occupational
Stressors, and General Stress Factors

In order to operate engineering systems, human operators perform various types of
tasks and in performing such tasks, they may have certain limitations or short-
comings. The probability of human error occurrence increases quite significantly
when these limitations are violated. During the system design process, a careful
consideration to operator characteristics or limitations can reduce the probability
of human error occurrence quite significantly. Some of these characteristics are
presented below [16]:

Sources

Test reports

Previous 
experience Published 

standards

User
experience 

reports Published 
literature

System/
equipment 
development 
phase

Fig. 3.2 Sources for collecting human factors-related data
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• Requirements for making decisions on the basis of data obtained from diverse
sources.

• Performing task steps at quite high speed.
• Requirements for making quick comparisons of two or more displays.
• Having short decision-making time.
• Requirements for operating more than one control simultaneously at high speed.
• Poor feedback information to determine whether the actions taken were correct

or not.
• Performing tasks that need a fairly long sequence of steps.
• The requirements or prolonged monitoring.

Past experiences, over the years, clearly indicate that stress plays an important
role in the reliability of a person performing a certain task. There are basically four
types of occupational stressors as shown in Fig. 3.3 [4, 17].

The occupational frustration-related stressors are concerned with the problems
related to occupational frustration. This frustration is generated in conditions when
the job inhibits the meeting of specified goals. The factors that form elements of
occupational frustration include ineffective career development guidance,
bureaucracy difficulties, and lack of effective communication.

The occupational change-related stressors are concerned with the occupational
change that disrupts cognitive, behavioural, and physiological patterns of function-
ing of the person. Some examples of the occupational change are organizational
restructuring, relocation, and promotion. The workload-related stressors are con-
cerned with the problems related to work underload or work overload. In the case of

Occupational 
frustration-related

stressors
Workload-related 

stressors

Occupational change- 
related stressors

Miscellaneous stressors

Types

Fig. 3.3 Types of occupational stressors
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work underload, the work activities being carried out by the individual fail to provide
appropriate stimulation. Some examples of the work underload are lack of oppor-
tunities to use acquired skills and expertise of an individual, lack of any intellectual
input, and repetitive performance. In contrast, in the case of work overload, job
requirements exceed the ability of the individual to satisfy them effectively.

Finally, the miscellaneous stressors are concerned with those stressors that are
not incorporated into the above three categories or types. Some examples of these
stressors are too little or too much lighting, too much noise, and poor interpersonal
relationships.

Various studies conducted, over the years in the area of human factors, have
clearly indicated that there are many general factors that significantly increase
stress on a person, in turn resulting in a considerable deterioration in his/her
reliability. Some of these general factors are as follows [2, 18]:

• Low chances for promotion.
• Serious finance-related difficulties.
• Poor health.
• Lacking the necessary expertise to carry out the ongoing job.
• Having difficulties with children or spouse or both.
• Possibility of redundancy at work.
• Rather excessive demands at work from superiors.
• Having to work with people with unpredictable temperaments.

3.8 Human Performance Reliability Function

In the area of engineering, humans perform time-continuous tasks such as scope
monitoring, missile countdown, and aircraft manoeuvring. In such situations,
human performance reliability parameter plays a crucial role. The general human
performance reliability function for time-continuous tasks can be developed the
same way as the development of the general reliability function for hardware
engineering systems/items. Thus, using Ref. [19], we write

eh tð Þ ¼ � dRh tð Þ
dt

:
1

Rh tð Þ ð3:5Þ

where

Rh tð Þ is the human performance reliability at time t
eh tð Þ is the time t dependent human error rate

By rearranging Eq. (3.5), we obtain

dRh tð Þ
Rh tð Þ ¼ �eh tð Þdt ð3:6Þ
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Integrating both sides of Eq. (3.6) over the time interval 0; t½ �, we obtain

Z t

0

1
Rh tð Þ : dRh tð Þ ¼ �

Z t

0

eh tð Þdt ð3:7Þ

Since at t = 0, Rh tð Þ ¼ 1; we rewrite Eq. (3.7) to the following form:

ZRh tð Þ

1

1
Rh tð Þ : dRh tð Þ ¼ �

Z t

0

eh tð Þdt ð3:8Þ

After evaluating the left side of Eq. (3.8), we obtain

ln Rh tð Þ ¼ �
Z t

0

eh tð Þdt ð3:9Þ

Using Eq. (3.9), we obtain the following expression for human performance
reliability:

Rh tð Þ ¼ e
�
Rt
0

eh tð Þdt

ð3:10Þ

Equation (3.10) is the general expression for human performance reliability,
and it can be used to calculate human performance reliability for any time to
human error statistical distribution including exponential, gamma, and Weibull.

Example 3.4 Assume that the times to human error of a power generation system
operator follow Weibull distribution. Thus, his/her time-dependent error rate is
defined by

eh tð Þ ¼ l
c

t

c

� �l�1

ð3:11Þ

where
l is the shape parameter.
c is the scale parameter.
t is time.

Obtain the following:

• An expression for the performance reliability function of the power generation
system operator.

• Reliability of the power generation system operator for a 8-hour mission, if
l ¼ 1 and c ¼ 200 h.
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By inserting Eq. (3.11) into Eq. (3.10), we obtain

Rh tð Þ ¼ e
�
Rt
0

l
c

t
cð Þ

l�1
dt

¼ exp � t

c

� �l� � ð3:12Þ

By substituting the specified data values into Eq. (3.12), we get

Rh 8ð Þ ¼ exp � 8
200

� �� �

¼ 0:9607

Thus, the expression for the performance reliability function of the power
generation system operator is given by Eq. (3.12) and his/her reliability for an
8-hour mission is 0.9607.

3.9 Human Error Occurrence Reasons, Common Ways,
Consequences, and Human Error Classifications

There are many reasons for the occurrence of human errors. Some of the important
ones are shown in Fig. 3.4 [4, 20].

There are many ways for the occurrence of human error. The common ones are
as follows [21]:

• Making an incorrect decision in response to a problem.
• Poor timing and inadequate response to a contingency.
• Failure to carry out a required function.
• Failure to recognize a hazardous situation.
• Performing a task that should not have been executed.

There are various consequences for the occurrence of human errors. They may
vary from one piece of equipment to another, from one situation to another, or
from one task to another. Furthermore, a consequence can range from minor to
severe, for example, from a short delay in system performance to a major loss of
lives and property. Nonetheless, in regard to equipment, the consequences of
human errors may be grouped under the following three classifications:

• Delay in equipment operation is insignificant.
• Equipment operation is delayed significant but not stopped.
• Equipment operation is stopped completely.

Human errors may be grouped under many classifications. The seven com-
monly used classifications are shown in Fig. 3.5 [20, 22].
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The operator errors occur in the field-use environment of equipment due to
operating personnel, when these personnel overlook to follow correct procedures,
or there is lack of proper procedures. More specifically, the factors that can lead to
operator errors include poor training, task complexity, poor environmental
conditions, and operator carelessness. The design errors occur due to poor design
and the types of design errors are failure to ensure the effectiveness of the man and
machine interactions, failure to implement human-related needs in the design,
and assigning inappropriate functions to humans. An example of a design error is
the placement of displays and controls so much apart that operating personnel find
quite difficult to use both of them in an effective manner.

The fabrication errors occur during the product assembly process due to poor
workmanship. Some examples of these errors are incorrect soldering, using a

Poor skill or 
training

Poorly written 
equipment operating and 
maintenance procedures

Poor management

Distraction in the work 
area

Complex task

Improper work tools

Crowded work space

Poor equipment design

Poor lighting in the 
work area

Poor work layout

Poor motivation

Poor verbal 
communication

High noise or 
temperature level in the 

work area

Reasons

Fig. 3.4 Reasons for the occurrence of human errors
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wrong part, assembly incompatible with blueprints, and omitting a component.
Some of the reasons for the occurrence of fabrication errors are poor illumination,
excessive temperature, excessive noise level, and poor blueprints [22]. The
maintenance errors occur generally during the field-use environment of equipment/
item due to incorrect installation or repair. Two examples of maintenance errors
are the use of incorrect grease at appropriate points of the equipment/item and
wrong calibration of equipment/item.

The handling errors occur due to poor storage or transport facilities that are not
in accordance with the recommendations of equipment/item manufacturer. The
inspection errors are associated with accepting out-of-tolerance items or rejecting
in-tolerance items. As per Ref. [23], according to various studies, the inspection
effectiveness average is about 85 %.

Finally, the contributory errors are the ones that are quite difficult to define
either human or related to equipment.

Design errors

Fabrication 
errors

Contributory 
errors

Handling 
errors

Maintenance 
errors

Operator 
errors

Classifications

Inspection 
errors

Fig. 3.5 Classifications of human errors
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3.10 Human Reliability and Error Data Collection Sources
and Quantitative Data Values

Human reliability and error data are the backbone of any human reliability-related
prediction. These data can be collected through means such as shown in Fig. 3.6
[4, 24–26].

The expert judgements approach is frequently used by human reliability
methodologists to obtain human reliability-related data, and it has the following
two attractive features:

• It is relatively easy to develop because a large amount of data can be collected
from a small number of expert respondents.

• It is comparatively cheaper to develop.

In contrast, the two main drawbacks of this approach are frequent use of less
experienced experts than required and less reliable than data collected through
other means or approaches. The data collected from experimental studies is nor-
mally generated under the laboratory conditions. These conditions may not be the
actual representative of the real life conditions. Furthermore, the approach is
expensive and time-consuming. Nonetheless, the main advantage of data collected
through the experimental studies approach is that the data are probably the least
influenced by the subjective elements that may induce some error. An example of
data based on the findings of experimental studies is the Data Store [27].

The automatic data recorder approach makes use of instrumentation that per-
mits the automatic recording of operator actions. An example is the operational

Approaches

Expert judgements Experimental 
studies

Published 
literature

Human data 
recorder

Self-made error 
reports

Automatic data 
recorder

Fig. 3.6 Approaches for collecting human reliability and error data
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performance recording and evaluation data system (OPREDS) [28]. The human
data recorder approach calls for the physical presence of a person for observing
task performance and documenting events as necessary. The drawbacks of this
approach include costly and the observer may overlook to recognize committed
errors.

The published literature approach is concerned with collecting data from
publications such as books, journals, and conference proceedings. Finally, in the
case of self-made error reports’ approach, the individual who makes the error also
reports that error. The main drawback of this approach is that humans are generally
quite reluctant to admit making an error.

Some of the specific data banks for collecting human reliability-related data are
as follows:

• Nuclear Plant Reliability Data System [29].
• Safety-Related Operator Action (SROA) Program [30].
• Technique for Establishing Personnel Performance Standards (TEPPS) [30].
• Aerojet General Method [31].
• Operational Performance Recording and Evaluation Data System (OPREDS)

[28].
• Data Store [27].
• Aviation Safety Reporting System [32].

Human reliability and error data for selective tasks taken from published
sources, directly or indirectly related to power generation systems, are presented in
Table 3.3 [4].

Table 3.3 Human reliability and error data for selective tasks

No. Error/task description Errors per plant
month
(boiling water
reactors)

Errors per
million
operations

Performance
reliability

1 Wrong servicing 0.03 – –
2 Requirement misunderstanding/

misinterpretation
0.0074 – –

3 Adjusting incorrectly 0.026 – –
4 Closing valve incorrectly – 1,800 –
5 Reading gauge incorrectly – 5,000 –
6 Turning rotary selector switch

to certain position
– – 0.9996

7 Finding maintenance (scheduled)
approaches in maintenance manual

– – 0.997
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3.11 Problems

1. Compare human and machine characteristics.
2. List at least eight typical human behaviours.
3. Discuss the following two human-sensory capacities:

• Noise.
• Touch.

4. Write down the formula that can be used to estimate rest period.
5. Discuss typical sources for collecting human factors-related data.
6. Discuss the following three types of occupational-related stressors:

• Workload-related stressors.
• Occupational frustration-related stressors.
• Occupational change-related stressors.

7. Prove Eq. (3.10) using Eq. (3.5).
8. Assume that the error rate of a person performing a task in a power generation

station is 0.005 errors per hour. Calculate his/her reliability during an 8-hour
mission.

9. List at least thirteen reasons for the occurrence of human errors.
10. What are the main approaches for collecting human reliability and error data?

Discuss each of these approaches in detail.
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Chapter 4
General Methods for Performing Human
Reliability and Error Analysis in Power
Plants

4.1 Introduction

Over the years, a vast amount of the literature in the areas of reliability, human
factors, and safety has appeared in the form of books, journal articles, technical
reports, and conference proceedings articles [1–3]. Many new methods have been
developed in these very three areas. Some of these methods are being used quite
successfully across many diverse areas including engineering design, engineering
maintenance, health care, and management. Some examples of these methods are
fault tree analysis (FTA), failure modes and effect analysis (FMEA), and the
Markov method.

The FTA method was developed in the early 1960s to analyse rocket launch
control systems from the safety aspect [1]. Nowadays, it is being used in many
diverse areas such as aerospace, management, nuclear power generation, and
health care. FMEA was developed in the early 1950s to perform reliability analysis
of engineering systems. Nowadays, it is also being used across many diverse areas
such as aerospace, health care, and power generation. The Markov method was
developed by Andrei Andreyevich Markov (1856–1922), a Russian mathemati-
cian, and is a highly mathematical approach frequently used to perform reliability
and safety analyses of engineering systems. Nowadays, it is also being used in
areas such as health care, maintenance, and power generation.

This chapter presents a number of methods and approaches, extracted from the
published literature on reliability, human factors, and safety, considered useful to
perform human reliability and error analysis in power plants.

4.2 Error-Cause Removal Programme (ECRP)

This method was developed to reduce human errors to some tolerable level in the
area of production operations, and it may simply be described as the production
worker-participation programme for reducing human errors [4]. The method

B. S. Dhillon, Human Reliability, Error, and Human Factors in Power Generation,
Springer Series in Reliability Engineering, DOI: 10.1007/978-3-319-04019-6_4,
� Springer International Publishing Switzerland 2014
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emphasizes preventive measures rather than the remedial ones. Some examples of
the production workers are inspection and maintenance personnel, assembly per-
sonnel, and machinists.

All involved production workers are divided into groups/teams, and in turn,
each group/team has a coordinator with necessary technical and group skills. The
maximum number of team members is restricted to twelve persons. Each team
holds its meeting regularly, in which team members present error-likely and error
reports. The reports are reviewed, and then, appropriate recommendations are
made to take necessary remedial measures. The team coordinators present all the
recommendations to appropriate management personnel for their actions.

It is to be noted with care that human factors and other specialists also assist
both team and management personnel with respect to various factors including
evaluation and implementation of the proposed design-related solutions. More
specifically, the ECRP is composed of the following seven basic elements [2, 4, 5]:

• Element I: All personnel involved with ECRP are properly educated about the
ECRP usefulness.

• Element II: Management clearly values the efforts of production personnel with
respect to ECRP.

• Element III: Management ensures the implementation of the most promising
proposed design-related solutions.

• Element IV: All involved coordinators and workers are trained properly in data
collection and analysis techniques.

• Element V: The effects of changes in the production process by considering the
ECRP inputs are determined by the human factors and other specialists.

• Element VI: Production personnel report and evaluate errors and error-likely
situations and propose possible design solutions to eradicate causes of errors.

• Element VII: Human factors and other specialists review all the proposed
design solutions in regard to cost.

Finally, three guidelines considered most useful concerning ECRP are as fol-
lows [4, 5]:

• Review with care each work redesign recommended by the team with respect to
factors such as increment in job satisfaction, cost-effectiveness, and the degree
of error reduction.

• Focus data collection to items such as errors, error-likely conditions, and
accident-prone conditions.

• Restrict to highlighting those work conditions that need redesign for reducing
the error occurrence potential.
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4.3 Man–Machine Systems Analysis

This method was developed in the early 1950s and is concerned with reducing
human error-caused unwanted effects to some acceptable level in a system. The
method is composed of ten steps shown in Fig. 4.1 [5, 6].

4.4 Failure Modes and Effect Analysis

This is probably the most widely used method to perform reliability analysis of
engineering systems in industry. FMEA may simply be described as an effective
approach to perform analysis of each potential failure mode in a given system for
determining the effects of such failure modes on the entire system [7]. When the
effect of each failure mode is classified according to its severity, the method is
known as failure mode effects and critical analysis (FMECA).

The history of FMEA goes back to the early 1950s, and it was developed by the
United States Navy’s Bureau of Aeronautics and was called ‘‘Failure Analysis’’
[8]. Subsequently, ‘‘Failure Analysis’’ was renamed to ‘‘Failure Effect Analysis’’
and the successor to the Bureau of Aeronautics (i.e. Bureau of Naval Weapons)
introduced ‘‘Failure Effect Analysis’’ into its new specification on flight controls
[9]. Needless to say, National Aeronautics and Astronautics Administration
(NASA) extended the FMEA functions and then renamed FMEA to FMECA [10].

The following seven main steps are followed to perform FMEA [1, 5, 11]:

• Step 1: Define system boundaries and all its associated requirements in detail.
• Step 2: List system subsystems and parts.
• Step 3: Identify and describe each part and list its failure modes.
• Step 4: Assign probabilities or failure rates to each part’s failure modes.
• Step 5: List effect or effects of each and every failure mode on subsystem,

system, and plant.
• Step 6: Enter remarks for all failure modes.
• Step 7: Review critical failure modes and take appropriate actions.

There are many advantages of performing FMEA, including a systematic
approach for classifying hardware failures, useful for identifying safety concerned
to be focused on, useful to reduce engineering changes, useful to improve cus-
tomer satisfaction, a visibility tool for management, useful to improve commu-
nication among design interface personnel, a useful approach that starts from the
detailed level and works upward, useful for providing safeguard against repeating
the same mistakes in the future, easy to understand, and useful for reducing
development cost and time [5, 11, 12].

All in all, additional information on FMEA is available in Refs. [11–13].
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4.5 Probability Tree Method

This method is often used for performing task analysis in the technique for the
human error rate prediction (THERP) [14]. In performing task analysis, the
method diagrammatically represents critical human actions and other associated

Step 1: Define system goals and functions

Define concerned situational characteristics (i.e., the 
Step 2:  performance shaping factors such as illumination and air 

quality under which tasks have to be performed)

Define characteristics (e.g., experience, skills, training, and
Step 3: motivation) of involved individuals

Step 4: Define jobs performed by involved individuals

Analyze jobs with respect to identifying potential error-likely
Step 5: situations and other associated difficulties

Estimate chances or other information with respect to potential
Step 6: human error occurrence

Step 7: Determine the likelihood of failure to detect and rectify a 
potential human error

Step 8: Determine the possible consequences of failure to detect 
potential human errors

Step9: Recommend appropriate changes

Step 10: Re evaluate each and every change by repeating most of the 
above steps

Fig. 4.1 Man–machine systems analysis steps
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events. More specifically, diagrammatic task analysis is denoted by the probability
tree branches. The branching limbs denote outcomes (i.e. success or failure) of
each and every event related to a problem under consideration, and each branch is
assigned probability of occurrence.

There are many advantages of the probability tree method. The three important
ones are as follows [11, 14]:

• Simplified mathematical computations.
• An effective visibility tool.
• An effective tool for predicting the quantitative effects of errors.

Also, it is to be noted that this method can incorporate, with some modifica-
tions, factors such as interaction effects, emotional stress, and interaction stress [2].
More detailed information on the method is available in Refs. [2, 14].

The application of this method to a human reliability-related power generation
system problem is demonstrated through the following example:

Example 4.1 A power generation system operator performs two independent
tasks: a and b. Task a is performed before task b, and each of these tasks can be
performed either correctly or incorrectly. In other words, the incorrectly performed
tasks are the only errors that can occur in this situation.

Develop a probability tree for this example and obtain an expression for the
probability of failure to accomplish the overall mission by the power generation
system operator.

This example states that the power generation system operator first performs
task a correctly or incorrectly and then proceeds to perform task b. Task b can also
be performed correctly or incorrectly by the operator. This complete scenario is
depicted by the probability tree shown in Fig. 4.2.
The four symbols used in Fig. 4.2 are defined below.

a denotes the event that task a is performed correctly.
a denotes the event that task a is performed incorrectly.
b denotes the event that task b is performed correctly.
b denotes the event that task b is performed incorrectly.

By examining Fig. 4.2, it can be concluded that there are three distinct possi-
bilities (i.e. ab; ab, and ab) for having an overall mission failure. Thus, the prob-
ability of failure to accomplish the overall mission by the power generation system
operator is given by

Ppgso ¼ P abþ abþ ab
� �

ð4:1Þ

where
Ppgso is the probability of failure to accomplish the overall mission by the power

generation system operator.
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For mutually exclusive and independent events using Eq. (4.1), we get

Ppgso ¼ PaP�b þ P�aPb þ P�aP�b ð4:2Þ

where
Pa is the probability of performing task a correctly.
P�a is the probability of performing task a incorrectly.
Pb is the probability of performing task b correctly.
P�b is the probability of performing task b incorrectly.

Since P�a ¼ 1� Pa and P�b ¼ 1� Pb, Eq. (4.2) reduces to

Ppgso ¼ Pa 1� Pbð Þ þ 1� Pað ÞPb þ 1� Pað Þ 1� Pbð Þ
¼ 1� PaPb

ð4:3Þ

Example 4.2 Assume that in Example 4.1, the probabilities of failure to accom-
plish tasks a and b by the power generation system operator are 0.15 and 0.05,
respectively. Calculate the probability of failure to accomplish the overall mission
by the operator.

Thus, we have

Pa ¼ 1� P�a ¼ 1� 0:15 ¼ 0:85

Pb ¼ 1� P�b ¼ 1� 0:05 ¼ 0:95

By inserting the above-calculated values into Eq. (4.3), we obtain

Ppgso ¼ 1� 0:85ð Þ 0:95ð Þ
¼ 0:1925

Thus, the probability of failure to accomplish the overall mission by the power
generation system operator is 0.1925.

a

b

b

b

b

a

ab

ab

ab

a b

Fig. 4.2 Probability tree for
the power generation system
operator performing tasks a
and b
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4.6 Markov Method

This method was developed by Andrei Andreyevich Markov (1856–1922), a
Russian mathematician, and is frequently used to perform various types of reli-
ability-related studies in industry. The method has also been used to perform
human reliability analysis [2]. Thus, it could be a very useful tool to perform
various types of human reliability analysis in the area of power generation.

The Markov method is based on the following three assumptions [11, 15]:

• The probability of the occurrence of a transition from one system state to
another in the finite time interval Dt is given by hDt, where h is the constant
transition rate from one system state to another.

• The probability of more than one occurrences in the finite time interval Dt from
one system state to another is negligible (e.g. ðhDtÞðhDtÞ ! 0).

• All occurrences are independent.

The application of the Markov method to perform human reliability analysis in
the area of power generation is demonstrated through the following example:

Example 4.3 Assume that a power generation system operator makes errors at a
constant rate, h. The state space diagram shown in Fig. 4.3 describes this scenario
in more detail. The numerals shown in the state space diagram denote system
states. By using the Markov method develop expressions for the operator’s reli-
ability at time t and mean time to human error.

With the aid of the Markov method, we write down the following equations for
the state space diagram shown in Fig. 4.3 [11, 15]:

P0 t þ Dtð Þ ¼ P0ðtÞ 1� hDtð Þ ð4:4Þ

P1 t þ Dtð Þ ¼ P0ðtÞðhDtÞ þ P1ðtÞ ð4:5Þ

where
h is the constant error rate of the power generation system operator.
P0 t þ Dtð Þ is the probability that the operator is performing his/her task

normally or correctly at time t þ Dtð Þ.
P1 t þ Dtð Þ is the probability that the operator has committed an error at time

ðt þ DtÞ.
hDt is the probability of human error by the power generation system

operator in finite time interval Dt.
ð1� hDtÞ is the probability of no human error by the power generation system

operator in finite time interval Dt.
P0ðtÞ is the probability that the operator is performing his/her task

normally at time t.
P1ðtÞ is the probability that the operator has committed an error at time t.
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By rearranging Eqs. (4.4)–(4.5) and taking the limit as Dt! 0; we obtain

lim
Dt!0

P0 t þ Dtð Þ � P0ðtÞ
Dt

¼ dP0ðtÞ
dt
¼ �hP0ðtÞ ð4:6Þ

lim
Dt!0

P1ðt þ DtÞ � P1ðtÞ
Dt

¼ dP1ðtÞ
dt
¼ hP0ðtÞ ð4:7Þ

At time t ¼ 0; P0ð0Þ ¼ 1 and P1ð0Þ ¼ 0:
By solving Eqs. (4.6)–(4.7) with the aid of Laplace transforms, we obtain

P0ðsÞ ¼
1

sþ h
ð4:8Þ

P1ðsÞ ¼
h

s sþ hð Þ ð4:9Þ

where
s is the Laplace transform variable.

Taking the inverse Laplace transforms of Eqs. (4.8)–(4.9), we get

P0ðtÞ ¼ e�ht ð4:10Þ

P1ðtÞ ¼ 1� e�ht ð4:11Þ

Thus, reliability of the power generation system operator is given by

RpgsoðtÞ ¼ P0ðtÞ ¼ e�ht ð4:12Þ

where
RpgsoðtÞ is the reliability of the power generation system operator at time t.

The power generation system operator’s mean time to human error is given by
[11]

Operator 
performing 
his/her t ask 

normally
0

Operator 
committed an 

error
1

θ

Fig. 4.3 State space diagram representing the power generation system operator
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MTTHEpgso ¼
Z1

0

RpgsoðtÞdt

¼
Z1

0

e�htdt

¼ 1
h

ð4:13Þ

where
MTTHEpgso is the mean time to human error of the power generation system

operator.

Example 4.4 A power generation system operator’s constant error rate is
0.0008 errors/h. Calculate the operator’s mean time to human error and reliability
for a 8-h mission.

By inserting the given data values into Eqs. (4.13) and (4.12), we obtain

MTTHE
pgso
¼ 1

0:0008
¼ 1;250 h

and

Rpgsoð8Þ ¼ e�ð0:0008Þð8Þ

¼ 0:9936

Thus, the power generation system operator’s mean time to human error and
reliability are 1,250 h and 0.9936, respectively.

4.7 Fault Tree Analysis

This is a widely used method to perform reliability analysis of engineering systems
in industry, particularly in the area of nuclear power generation. The method was
developed in the early 1960s to perform safety analysis of the Minuteman Launch
Control System at the Bell Telephone Laboratories [1].

A fault tree may simply be described as a logical representation of the rela-
tionship of primary fault events that may cause the occurrence of a specified
undesirable event, called the ‘‘top event’’. It is depicted using a tree structure with
logic gates such as AND and OR.
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It is to be noted that there is probably nothing basically new regarding the
principle used for the generation of fault trees. It consists of successively asking
the following question:

‘‘What are the possible ways for this fault event to occur?’’
Nonetheless, the newness lies in the utilization of logic operators (i.e. gates) in

the organization and graphical representation of the logic structure relating the
primary or basic fault events to the top event.

In the construction of fault trees, there are many symbols used. The four basic
ones are shown in Fig. 4.4 [1, 16]. Information on other symbols is available in
Refs. [1, 11, 16, 17].

All the four symbols in Fig. 4.4 are described below.

• Circle. It denotes a primary or basic fault event or the failure of an elementary
component or part.

• Rectangle. It represents a fault event which results from the logical combination
of fault events through the input of a logic gate.

• AND gate. It denotes that an output fault event will occur only if all of the fault
events occur.

• OR gate. It denotes that an output event will occur if one or more of the input
fault events occur.

Usually, the following steps are followed in performing FTA [11, 18]:

• Step 1: Define the system and analysis associated assumptions.
• Step 2: Identify the system undesirable or top fault event (i.e. the system

undesirable or top fault event to be investigated).
• Step 3: Identify all the causes that can make the top fault event to occur, by

using fault tree symbols and the logic tree format.
• Step 4: Develop the fault tree to the lowest level of detail as per the

requirements.
• Step 5: Perform analysis of the completed fault tree with respect to factors such

as gaining proper insight into the unique modes of product faults and under-
standing the proper logic and the interrelationships among various fault paths.

• Step 6: Determine most appropriate corrective actions.
• Step 7: Document the analysis and follow up on the identified corrective

actions.

Example 4.5 Assume that a power generation system operator is required to
perform task Z. The task is composed of three subtasks: i, j, and k. If one or more
of these subtasks is/are performed incorrectly, the task Z will be performed
incorrectly. Subtask i composed of two steps: m and n. Both these steps must be
performed incorrectly for subtask i to be performed incorrectly. Subtask j is also
composed of two steps: a and b. If one or both of these two steps is/are performed
incorrectly, the subtask j will be performed incorrectly.
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If subtasks and steps are independent, develop a fault tree for the undesired
event (i.e. top event): power generation system operator will not perform the task,
Z, correctly.

By using the symbols in Fig. 4.4, the fault tree shown in Fig. 4.5 for this
example is developed. Each fault event in Fig. 4.5 is labelled as E1;E2;E3;
E4;E5;E6;E7; and E8.

4.7.1 Fault Tree Probability Evaluation

The probability of occurrence of the top fault event of a fault tree can be calculated
when the occurrence probabilities of primary or basic fault events are know. This
can only be calculated by first calculating the probability of occurrence of the
output (i.e. resultant) fault events of lower and intermediate logic gates such as OR
and AND. Thus, the occurrence probability of the OR gate output fault event is
expressed by [11].

P x0ð Þ ¼ 1�
Ym
j�1

1� P xj

� �� �
ð4:14Þ

---
---

(a) (b)

Output fault event
Output fault event

Input fault events
Input fault 

events

(c) (d)

Fig. 4.4 Basic fault tree symbols: a Circle, b Rectangle, c AND gate, d OR gate
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where
P x0ð Þ is the occurrence probability of the output fault event, x0, of the OR gate.
m is the total number of input fault events of the OR gate.
P xj

� �
is the probability of occurrence of the OR gate input fault event, xj; for
j = 1, 2, 3, …, m.

Similarly, the occurrence probability of the AND gate output fault event is
given by [11]

P y0ð Þ ¼
Yk

j¼1

P yj

� �
ð4:15Þ

where
P y0ð Þ is the occurrence probability of the output fault event, y0, of the AND

gate.

Power generation system 
operator will not perform 
the task, Z correctly

The subtask, i, will 
not be performed 
correctly

The subtask, 
k, will not be  
performed 
correctly

The subtask, j, will 
not be performed 
correctly

The step, 
m, will not 
be
performed 
correctly

The step,  
n, will not 
be
performed 
correctly

The step, 
a, will not 
be
performed 
correctly

The step, 
b, will not 
be
performed 
correctly

Top event 8E

6E

5E

1E 2E
3E

4E

7E

Fig. 4.5 A fault tree for the unsuccessful performance of task, Z, by the power generation
system operator
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k is the total number of input fault events of the AND gate.
P yj

� �
is the probability of occurrence of the AND gate input fault event yj; for
j = 1, 2, 3, …, k.

Example 4.6 Assume that the occurrence probabilities of fault events
E1;E2;E3;E4; and E5 in Fig. 4.5 fault tree are 0.01, 0.03, 0.04, 0.05, and 0.02,
respectively.

Calculate the occurrence probability of the top fault event (i.e. power genera-
tion system operator will not perform the task, Z, correctly) and then redraw the
fault tree in Fig. 4.5 with the given and calculated fault event occurrence proba-
bility values.

By substituting the given data values into Eq. (4.15), we obtain the following
probability value, for the occurrence of event E6: the subtask, i, will not be
performed correctly:

P E6ð Þ ¼ P E1ð ÞP E2ð Þ
¼ 0:01ð Þ 0:03ð Þ
¼ 0:0003

Similarly, by inserting the specified data values into Eq. (4.14), we obtain the
following probability value, for the occurrence of event E7: the subtask, j, will not
be performed correctly:

P E7ð Þ ¼ 1� 1� P E3ð Þf g 1� P E4ð Þf g
¼ 1� 1� 0:04f g 1� 0:05f g
¼ 1� 0:96ð Þ 0:95ð Þ
¼ 0:088

By inserting the above two calculated values and the specified data value for
fault event E5 into Eq. (4.14), we obtain the following probability value for the
occurrence of the top event, E8: power generation system operator will not perform
the task, Z, correctly:

P E8ð Þ ¼ 1� 1� P E6ð Þf g 1� P E5ð Þf g 1� P E7ð Þf g
¼ 1� 1� 0:0003f g 1� 0:02f g 1� 0:088f g
¼ 0:1065

Thus, the occurrence probability of the top fault event (i.e. power generation
system operator will not perform the task, Z, correctly) is 0.1065. The fault tree
with the calculated and given fault event occurrence probability values is shown in
Fig. 4.6.
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4.7.2 Fault Tree Analysis Advantages and Disadvantages

Just like any other reliability analysis approach, the FTA method too has its
advantages and disadvantages. Thus, some of the advantages of the FTA method
are as follows [11]:

• It provides insight into the system behaviour and can handle complex systems
more easily than any other method.

• It serves as a graphic aid for system management and provides options for
management and others to perform either quantitative or qualitative reliability
analysis.

• It highlights failures deductively.
• It allows concentration on one specific failure at a time and requires the involved

analyst to comprehend thoroughly the system under consideration before
starting the FTA process.

In contrast, some of the disadvantages of the FTA method are as follows [11]:

• It is a time consuming and a costly method.
• Its end results are difficult to check.
• It considers parts/components in either working or failed state. More clearly, the

partial failure states of parts/components are quite difficult to handle.

0.1065

0.0003 0.088
0.02

0.040.01 0.03 0.05

8E

6E

5E

1E 2E 3E 4E

7E

Fig. 4.6 Redrawn Fig. 4.5 fault tree with the calculated and given fault occurrence probability
values
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4.8 Problems

1. Describe error-cause removal programme.
2. What are the guidelines considered most useful concerning ECRP?
3. Describe man–machine systems analysis.
4. Describe failure modes and effect analysis.
5. List at least six advantages of failure modes and effect analysis.
6. Assume that a power generation system operator performs three independent

tasks: x, y, and z. Task x is performed before task y, and task y before task z.
Each of these three tasks can be performed either correctly or incorrectly. In
other words, the incorrectly performed tasks are the only errors that can occur
in this situation.
Develop a probability tree for this example and obtain an expression for the
probability of failure to accomplish the overall mission by the power gener-
ation system operator.

7. Assume that in the proceeding question (i.e. question no. 6), the probabilities
of failure to accomplish tasks x, y, and z by the power generation system
operator are 0.2, 0.1, and 0.05, respectively. Calculate the probability of
failure to accomplish the overall mission by the operator.

8. Prove Eqs. (4.10) and (4.11) by using Eqs. (4.6) and (4.7).
9. Describe the following terms used in the fault tree construction with the aid of

diagrams:

• OR gate
• Resultant event
• Basic event
• AND gate.

10. What are the advantages and disadvantages of the FTA method?
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Chapter 5
Specific Human Reliability Analysis
Methods for Nuclear Power Plants

5.1 Introduction

Nuclear power plants generate about 16 % of the world’s electricity, and there are
over 440 commercial nuclear reactors operating in 30 countries, with another
65 reactors under construction [1]. Furthermore, in 2007, 104 nuclear power
plants generated around 19 % of the electricity consumed in the United States [2].
Needless to say, nuclear power plants have become an important element in power
generation throughout the world.

Humans play an important role in nuclear power generation and their reliability
has become an important issue as human error can result in nuclear power plant
accidents such as Chernobyl and Three Mile Island. Furthermore, as per Refs. [3, 4],
a study of Licensee Event Reports (LERs) conducted by the United States Nuclear
Regulatory Commission (USNRC) indicates that upward of 65 % of nuclear system
failures involve human error to a certain degree.

Over the years to perform human reliability analysis (HRA) is nuclear power
plants, a number of methods have been developed. These methods include technique
for human error rate prediction (THERP), task analysis-linked evaluation technique
(TALENT), cognitive reliability and error analysis method (CREAM), and a tech-
nique for human event analysis (ATHEANA). This chapter presents important
aspects of HRA methods and a number of methods used in nuclear power plants.

5.2 Incorporation of the Human Reliability Analysis
Integrally into a Probabilistic Risk Assessment
and Requirements for Human Reliability
Analysis Method

As the risk associated with a nuclear power plant is very much dependent on the
reliability of all involved humans and their interactions with the equipment and
controls in the plant, an HRA is an integral part of probabilistic risk assessment (PRA).

B. S. Dhillon, Human Reliability, Error, and Human Factors in Power Generation,
Springer Series in Reliability Engineering, DOI: 10.1007/978-3-319-04019-6_5,
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Thus, the incorporation of the HRA integrally into a PRA includes the four issued
shown in Fig. 5.1 [5].

The issue ‘‘The relationship of approach to results’’ is basically concerned with
the relationship between the way in which an HRA is carried out, its philosophy,
and the end results or the insights that may be obtained. The issue ‘‘PRA com-
patibility’’ is concerned with the compatibility of an HRA with the PRA of which
it is an element/part. It is to be noted that the risk applications of PRA require the
HRA process to specify clearly human interaction-related events in qualitative
detail, adequate for guiding the risk management efforts from the perspective of
human factors.

The issue ‘‘Limits’’ is concerned with the HRA limits or the limits of HRA
results. Thus, HRA results should be documented in such a way that is clearly
understandable to general PRA users. Furthermore, the results should be easily
traceable to their data sources, basic assumptions, and models. Finally, the issue
‘‘Flexibility’’ is concerned with the flexibility needed in using behavioural science
technologies associated with HRA. It is to be noted that HRA is a relatively
immature method; however, the method is based on the scientific disciplines
developed in the area of behavioural sciences with their inherent uncertainties to a
certain degree. All in all, HRA should be flexible enough for accommodating new
findings and model developments effectively while structured enough to be trac-
table and repeatable properly.

As HRA forms an important element of nuclear power plants’ probabilistic safety
assessment (PSA) studies, the objective of the PSA ought to be reflected in the
choice of the HRA method [6]. This way, if the PSA were to be used by a regulatory
body personnel for assessing the general risk of the industry, one would make use of
generic technique/method representative of a nominal nuclear power plant. Needless
to say, HRA quality is one of the requirements to setting PSA usage. Quality is
reflected in both what technique/method is selected and how it is used.

Issues 

Flexibility 

Limits 

PRA compatibility 
The relationship of 
approach to results 

Fig. 5.1 Issues concerning the incorporation of the HRA integrally into a PSA

66 5 Specific Human Reliability Analysis Methods for Nuclear Power Plants



In order to achieve a ‘‘good’’ quality rating, one has to tie the technique/method
to the use of a non-generic technique/method supported by the use of power plant
personnel (i.e. experts in their specializations) as well as feedback received from
plant experience and the application of the simulator. Additional information on
requirements for an HRA method is available in Ref. [6].

5.3 Human Reliability Analysis Process Steps
and Their End Products

HRA process for use in nuclear power plants is made up of eight steps as shown in
Fig. 5.2 [5]. These steps result in various types of end results or products. The
corresponding result or product of each of these steps is presented below in
parentheses [5].

Step 1:  Choose and train team members 

Step 2:
  

Familiarize team members with power plant 

Step 3:
  

Build initial power plant model 

Step 4:
 

Screen human interactions 

Step 5:
 

Characterize human interactions 

Step 6:
 

Quantify human interactions 

Sep 7:  Update power plant model 

Step 8:
 

Review end results 

Fig. 5.2 Human reliability
analysis (HRA) process steps
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• Step 1: (Set of various types of skills embodied in an integrated team.)
• Step 2: (Initial identification of human functions and activities. Furthermore,

problems can be spotted although without much risk context yet.)
• Step 3: (Most important human interactions identified, system interactions

identified, all major systems modelled, and a measure of the defence barriers
against major classes of off-normal events.)

• Step 4: (Important human interactions highlighted, initial quantification per-
formed, and screening values chosen.)

• Step 5: (Failure modes, causes, effects, mechanisms, and influences of the
important human interactions are determined.)

• Step 6: (Importance ranking, likelihood and uncertainties of important human
interactions.)

• Step 7: (Interactions and recovery models added to model.)
• Step 8: (Confidence that end results make sense and can be utilized by plant

personnel in risk applications.)

Additional information on HRA process steps and their end products/results is
available in Ref. [5].

5.4 Human Reliability Analysis Methods

Over the years, many methods have been developed, directly or indirectly, for
generating human error probabilities for application in the nuclear power industrial
sector. Some of these methods are as follows [7–12]:

• Technique for human error rate prediction (THERP).
• Accident sequence evaluation program (ASEP).
• Success likelihood index method–multi-attribute utility decomposition (SLIM-

MAUD).
• Human cognitive reliability model (HCR).
• A technique for human event analysis (ATHEANA).
• Standardized plant analysis risk–human reliability analysis (SPAR-H).
• Human error assessment and reduction technique (HEART).
• Cognitive reliability and error analysis method (CREAM).
• Justified human error data information (JHEDI).

The information requirements of THERP, SLIM, HCR, and ASEP are as follows
[7, 13]:

• Appropriate description of the task and the action.
• The available procedures.
• The teams or individuals that have to carry out the task.
• The time required to carry out the task properly.
• The dependence of these different times.
• The technical systems and their associated dynamics.
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• The dependence of the different tasks.
• Influence factors (e.g. skill, stress, and fatigue).
• Recovery factors for all the different tasks.
• The error type.
• The available total time for diagnosis and execution of a task correctly (i.e. total

time window for action).
• The working media or the man–machine interface.
• Demands of cognition and action, the level of experience, and perception.

Additional information on the above information requirements is available in
Ref. [13].

Eight of the above nine HRA methods are described below, separately, and the
information on the remaining method (i.e. JHEDI) is available in Ref. [14].

5.4.1 A Technique for Human Event Analysis

This is a post-incident HRA method, and it was developed by the USNRC [15, 16].
Following were the main reasons to develop ATHEANA [14]:

• In understanding human error, the accident record and advances in behavioural
sciences both clearly supported a stronger focus on the contextual factors,
particularly plant conditions.

• Advances made in the area of psychology were integrated with the disciplines of
human factors, engineering, and PRA when modelling human failure-related
events.

• Human events modelled in earlier human reliability assessment/PRA models
were considered to be inconsistent with the degree of roles that human operators
have played in operational events.

Seven basic steps to the ATHEANA methodology are as follows [16, 17]:

• Step 1: Define and interpret with care the issue under consideration.
• Step 2: Define and detail the required scope of the analysis.
• Step 3: Describe with care the base-case scenario including the norm of oper-

ations within the environments, considering procedures and actions.
• Step 4: Define human failure events and/or unsafe actions which may effect the

task under consideration.
• Step 5: Categorize the identified human failure events under two basic groups:

safe and unsafe actions. An unsafe action may simply be described as an action
in which the human operator in question may fail to perform a specified task or
performs it incorrectly that in turn results in the unsafe operation of the system.

• Step 6: Search with care for any deviations from the base-case scenario with
respect to any divergence in the general environmental operating behaviour in
the context of the situational scenario.

• Step 7: Preparation for applying ATHEANA.
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In ATHEANA, the probability of human failure event occurring is expressed by
the following equation [9]:

Phfe ¼ PefePusaPnp ð5:1Þ

where
Phfe is the probability of human failure event occurrence
Pefe is the probability of error-forcing context
Pusa is the probability of unsafe action in the error-forcing context
Pnp is the probability of non-recovery in the error-forcing context and given the

occurrence of the unsafe action as well as the existence of additional
evidence following the unsafe action.

There are many benefits and drawbacks of ATHEANA. Some of these are
presented below, separately.

Benefits

• It increases the chances that the key risks concerning the human failure events in
question have been identified.

• In comparison with many other HRA methods, it provides a much better and
more holistic understanding of the context concerning the human factors known
to be the cause of the incident.

• In comparison with many other HRA quantification methods, it allows for the
consideration of a much wider range of performance shaping factors, as well as
it does not require that these factors to be treated as independent.

• The methodology of this method makes it possible to estimate human error
probabilities considering a variety of differing factors and combinations.

Drawbacks

• It fails to prioritize or establish details of the causal relationships between the
types of human factors contributing to an incident.

• Another drawback of this method is that, from a probability risk assessment
stance, there is no human error probability generated.

5.4.2 Cognitive Reliability and Error Analysis Method

This is a bidirectional analysis method that can be used for both accident analysis
and performance prediction. It puts emphasis on the analysis of human actions’
causes, i.e. human cognitive activities [9]. The basis for the method is the clas-
sification schemes of error modes and of various components of the organization,
technology, and human triad, which incorporates organization-associated factors,
technology-associated factors, and human-associated factors.
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The main objective of using this methodology is to assist analysts in the fol-
lowing four areas [18]:

• Area I: Highlight tasks, work, or actions within the system boundaries which
necessitate or essentially depend on a range of human thinking and which are
therefore quite vulnerable to variations in their reliability level.

• Area II: Highlight the surrounding environments in which the cognition of these
conditions may be lowered and therefore determine what type of actions may
lead to a probable risk.

• Area III: Compile an evaluation from the assessment of the various types of
human performance-related outcomes as well as their effect on system safety. In
turn, this can be used as part of the probability risk assessment.

• Area IV: Make appropriate suggestions/recommendations as to how highlighted
error generating conditions may be improved to a certain degree and how the
reliability of system can be improved while also lowering risk.

The generic cognitive function failure types used in CREAM are shown in
Fig. 5.3 [9].

‘‘Interpretation errors’’ include items such as faulty diagnosis (i.e. either an
incorrect diagnosis or an incomplete diagnosis), delayed interpretation (i.e. not
made in time), and decision error (i.e. either not making a decision or making an
incorrect or incomplete decision). ‘‘Observation errors’’ include items such as
observation of incorrect object (i.e. a response is given to the incorrect event or
stimulus) and observation not made (i.e. overlooking a signal or a measurement).

Cognitive function 
failures types 

Planning 
errors 

Interpretation 
errors 

Observation 
errors 

Execution 
errors 

Fig. 5.3 Generic cognitive function failure types used in CREAM

5.4 Human Reliability Analysis Methods 71



‘‘Execution errors’’ include items such as action performed at wrong time (i.e.
either too late or too early), action of wrong type performed with respect to
distance, speed, force, or direction; action performed out of sequence, and action
missed. Finally, ‘‘Planning errors’’ include items such as priority error (i.e.
selecting the wrong goal) and inadequate plan formulated (i.e. plan is either
incomplete or directly wrong).

Some of the main benefits and drawbacks of CREAM are as follows [19]:

Benefits

• It is well structured, concise, and follows a well laid out system of procedure.
• It permits for the direct quantification of human error probability.
• It uses the same principles for predictive and retrospective analyses.

Drawbacks

• It needs a quite high level of resource use, including fairly lengthy time periods
for completion.

• It fails to put forth potential means by which the highlighted errors can be cut
down.

5.4.3 Technique for Human Error Rate Prediction

This method is used in the area of human reliability assessment/analysis to eval-
uate the probability of a human error occurring throughout the completion of a
certain task. The method was developed at the Sandia Laboratories for the US
Nuclear Regulatory Commission [20] and was the first method in human reliability
assessment to come into broad use. It is based upon both plant data and expert
judgements; thus, it relies on a large human reliability database that contains
human error probabilities.

THERP is a total methodology to assess human reliability that clearly deals
with task analyses (e.g. walk/talk through and documentation reviews), error
representation and identification, and quantification of human error probabilities
[21]. The key elements for completing the quantification process are decomposi-
tion of tasks into elements, assignment of nominal human error probabilities to
each element, determination of effects of performance shaping factor on each
element, calculation of effects of dependence between tasks, modelling an human
reliability assessment event tree, and quantification of total task human error
probability [14, 22].

In order to obtain the overall failure probability, the exact equation involves
summing probabilities of all failure paths in the event tree under consideration.

Some of the benefits and drawbacks of THERP are as follows [7, 21]:
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Benefits

• It can be used at all stages of design.
• It has a quite powerful methodology that can easily be audited.
• It is fairly well used in practice.

Drawbacks

• It can be quite time consuming and resource intensive.
• For many assessments, the level of detail included in this method may be quite

excessive.
• It fails to offer proper guidance on modelling scenarios and the performance

shaping factors’ impact on performance.

5.4.4 Success Likelihood Index Method–Multi-Attribute
Utility Decomposition

This method was developed by British researchers as a means of automating some
of the mechanics of the existing success likelihood index method, for the US
Nuclear Regulatory Commission [12, 23]. The method uses paired-comparison
methods under the assumptions that similar tasks are grouped for analysis and
lower and upper bound anchor point human error probabilities are determined for
that group of tasks. Performance shaping factors are rated with respect to their
quality and importance, and analysts’ expert opinions are utilized to choose the
bounding human error probabilities to determine the tasks to be similar enough to
be compared as well as to assess the performance shaping factors.

Nonetheless, the SLIM-MAUD methodology breaks down into the following
seven steps [24]:

• Step 1: Definition of situations and subsets.
• Step 2: Elicitation of performance shaping factors.
• Step 3: Rating all the tasks on the performance shaping factors.
• Step 4: Ideal point elicitation and scaling calculations.
• Step 5: Independent investigations/checks.
• Step 6: Weighting approach/procedure.
• Step 7: Success likelihood index (SLI) calculation.

It is to be noted that the strength of SLIM-MAUD lies in the paired-comparison
approach that increases the analysis reliability. Furthermore, this method comes
with a set of suggested performance shaping factors, although involved analysts
are quite free to produce their own. Nonetheless, the method is considered
atomistic because of its reliance on performance shaping factors [12].
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5.4.5 Accident Sequence Evaluation Program

This method was designed as a simplified version to the THERP and its unique
features include the following items [12, 25]:

• A detailed screening procedure for pre- and post-accident tasks.
• Inclusion of recovery factors.
• A simplified three-level account of dependency.
• Separate human error probabilities for pre- and post-accident tasks.
• Use of tables and software to provide uncertainty bounds.
• Tables to account for the influence of available time on the error probability.
• Consideration of the role of diagnosis in error and recovery.

The handling of the human error probability characterizes the distinction
between this method (i.e. ASEP) and THERP. More specifically, ASEP provides
predefined human error probability values, whereas THERP requires the analyst to
calculate the human error probability. This in turn lowers the analysis accuracy to
the advantage of the simplicity and ease of performing the analysis. It is to be
noted that beyond open-ended performance shaping factors, the ASEP method
explicitly accounts for stress, time, immediate response, and procedures. Addi-
tional points to be noted with respect to this method are as follows [12]:

• It can be counted as an atomistic method because of the level of proceduralized
detail provided in it.

• Its format is not a worksheet or rubic but rather a checklist procedure.
• The application of lookup tables to perform calculations eliminates any ambi-

guity in probability assignments to events or in the overall error probability
calculation.

All in all, ASEP is a nuclear specific tool, and it has been successfully applied
in the nuclear power industrial sector.

5.4.6 Human Cognitive Reliability Model

HCR model/correlation is a method used in human reliability assessment to
evaluate the human error occurrence probability during the completion of a spe-
cific task. The method was developed in the early 1980s, and this method is based
on the premise that the likelihood of success or failure of an operator in a time-
critical task is dependent on the cognitive process, used for making the critical
decisions that determine the outcome [26, 27]. Three performance shaping factors
(i.e. stress level, quality of operator/plant interface, and operator experience) also
influence the average (median) time taken to carry out the task. By combining
these three performance shaping factors enables ‘‘response time’’ curves to be
calibrated and compared to the time available for performing the task.
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With the aid of these curves, the involved analyst can then estimate the like-
lihood that an operator will take the proper measure, as indicated by a given
stimulus (e.g. pressure warning signal), within the framework of available time
window. The basis for the relationship between these normalized times and human
error probabilities is the simulator experimental data.

Some of the main benefits and drawbacks of this method are as follows [24]:

Benefits

• It is quite quick method to perform and is easy to use.
• It explicitly models the time-dependent nature of human reliability assessment.

Drawbacks

• It is highly sensitive to changes in the estimate of the median time.
• It considers only three performance shaping factors.
• The human error probability generated by the method is not complete.

5.4.7 Standardized Plant Analysis Risk–Human Reliability
Analysis

This method was developed at the Idaho National Laboratory to estimate the
probability that an operator will fail when tasked with carrying out a basis event
[12, 28]. The method does the following [14, 28]:

(1) Decomposes probability into contributions from action-related failures and
diagnosis-related failures.

(2) Accounts for the context associated with human failure events with the aid of
performance shaping factors and dependency assignment for adjusting a base-
case human error probability

(3) Makes use of pre-defined and base-case human error probabilities and per-
formance shaping factors along with guidance on how to assign the correct
value of the performance shaping factor.

(4) Makes use of a beta distribution for uncertainty analysis.
(5) Makes use of designated worksheets for ensuring analyst consistency.

Furthermore, the method assigns human activity to one of two general task
classifications: diagnosis or action. Diagnosis tasks consist of reliance on experi-
ence and knowledge to comprehend existing situations, determining proper
courses of action, and planning prioritizing activities or actions. Some examples of
action tasks are operating equipment, carrying out testing or calibration, and
starting pumps/machines.

The eight performance shaping factors shown in Fig. 5.4 are accounted for in
the quantification process of this method [6, 14, 28].
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A main element of this method is the SPAR-H worksheet, which significantly
simplifies the estimation procedure. The worksheet using process varies slightly,
depending on whether the analyst is using the method to conduct a more detailed
HRA, perform event analysis, or build SPAR models.

Some of the benefits and drawbacks of this method are as follows [14, 29]:

Benefits

• The eight performance shaping factors included in the method cover many
situations where more detailed analysis is necessary.

• A simple underlying model makes this method relatively straightforward to use,
and final results are easily traceable.

Drawbacks

• The method may not be suitable in situations, where more detailed and realistic
analysis of diagnosis errors is required.
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Fig. 5.4 Performance shaping factors considered in the quantification process of SPAR-H
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• For detailed analysis, the degree of resolution of the performance shaping
factors may be insufficient.

Additional information on this method is available in Ref. [28].

5.4.8 Human Error Assessment and Reduction Technique

This method is used in the area of human reliability assessment to evaluate the
human error occurrence probability throughout the completion of a certain task. The
method first appeared in 1986 and is widely used in the United Kingdom nuclear
industry [14, 22, 30, 31]. The method is based on the following premises [14]:

• Basic human reliability depends on the generic nature of the task to be carried out.
• Under ‘‘perfect’’ situations, this level of reliability will tend to be achieved quite

consistently with a specified nominal likelihood within probabilistic limits.
• Given that the perfect situations under all circumstances do not exist, the pre-

dicted human reliability may degrade as a function of the extent to which
highlighted error producing situations might be applicable.

In this method, 9 generic task types are described, each with an associated
nominal human error occurrence potential, and a total of 38 error generating
conditions that may affect reliability of task, each with a maximum amount by
which the nominal human error occurrence potential can be multiplied. The fol-
lowing three are the key elements of this method [14]:

(1) Categorize the task for analysis into any one of the generic task types as well
as assign the nominal human error occurrence potential to that task.

(2) Make decision which error producing situations may affect reliability of task
and then evaluate/consider the assessed proportion of affect for each and every
error producing situation.

(3) Calculate human error occurrence potential of task.

Some of the benefits and drawbacks of this method are as follows [14, 22, 30, 31]:

Benefits

• It requires relatively limited resources for completing an assessment.
• It is a simple, quick, and versatile human reliability calculation approach, which

also provides the user suggestions to reduce error.

Drawbacks

• It does not include error dependency modelling.
• It lacks information concerning the extent to which tasks should be decomposed

to perform analysis.
• It needs greater clarity of description for assisting users when discriminating

between generic tasks and their related error producing situations.
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5.5 Problems

1. Discuss the issues concerning the incorporation of the HRA integrally into a
PRA.

2. What are the HRA process steps in regard to nuclear power plants?
3. What are the information requirements of THERP, SLIM, HCR, and ASEP

methods?
4. What were the main reasons for developing the ATHEANA method?
5. Compare CREAM and ATHEANA methods.
6. Describe the following two methods:

• ASEP.
• THERP.

7. What are the advantages and disadvantages of the following two methods?

• HCR.
• SPAR-H.

8. What is HEART? Describe it in detail?
9. Compare HEART and ATHEANA methods.

10. What are the benefits and drawbacks of the following two methods?

• THERP.
• CREAM.
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Chapter 6
Human Factors in Power Generation

6.1 Introduction

A modern large electrical power plant, powered by fossil fuels, hydro, nuclear
energy, etc., may simply be called a complex human–machine system that controls
a thermodynamic process employed for generating electricity. The machine aspect
of the system is a rather sophisticated arrangement of software and hardware
elements that are generally highly reliable and redundant. The human aspect of the
system is a fairly large sociotechnological organization with engineering, man-
agement, training, operations, and maintenance manpower.

Needless to say, human factors play an important role in power generation.
Although human factors became an important element in defence equipment
design and development in the late 1950s and 1960s, in the area of power gen-
eration, it was not until the mid-1970s when the nuclear plants were designed
using human factors analytical techniques or design standards [1]. More specifi-
cally, the nuclear power industrial sector used exactly the same engineering
techniques that had been developed over the past five decades in designing fossil
fuel and hydro power plants [1–3].

This chapter presents various important aspects of human factors, directly or
indirectly, concerned with power generation.

6.2 Human Factors Engineering Design Goals
and Responsibilities

There are many human factors engineering design goals with respect to power
generation systems. Some of the main ones are as follows [4]:

• The plant design and allocation of all types of functions will clearly support
operation vigilance and provide acceptable levels of workload (i.e. to minimize
periods of operator overload and underload).
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• All personnel tasks can be performed within specified time and performance
criteria.

• The operator interfaces will minimize operator-related errors and will clearly
provide for error detection and recovery capability.

• The human–system interfaces, procedures, staffing/qualifications, training, and
management and organizational support will clearly support a rather high degree
of situation awareness.

The personnel responsible for human factors engineering within a power gener-
ation organization have many responsibilities. The important ones are as follows [4]:

• Developing human factors engineering-related procedures and plans.
• Verifying the implementation of team recommendations.
• Assuring that human factors engineering-related activities comply with the

human factors engineering-related procedures and plans.
• Oversight and review of human factors engineering-related design, develop-

ment, test, and evaluation-associated activities.
• Scheduling human factors engineering-related activities and milestones with

respect to other modification activities.
• Initiation, recommendation, and provision of appropriate solutions through all

designated channels for problems or difficulties highlighted during the imple-
mentation process of the human factors engineering-related activities.

6.3 Human Factors Issues in Ageing Power Plants

Humans play an important role in the effects of ageing on nuclear plants’ safe and
reliable operation. Thus, human factors issues may be more important than the
issues concerned with component and materials degradation with age as human
actions can decelerate or accelerate physical ageing of a power plant. These human
factors issues can be categorized under six classifications as shown in Fig. 6.1 [5].
These classifications are management, maintenance, staffing, training, man–
machine interface, and procedures.

As per past experiences [6], management impacts basically all facets of power
plant performance including technical support, design, construction and modifi-
cation, maintenance, and operations. There are many management-related issues
that may arise in ageing power plants. Some of these, directly or indirectly, are
difficulties in attracting and retaining good managers, lack of interest by top
management, and tendency to delay decisions as long as possible [7].

Maintenance is another area which will impact and be impacted by ageing
power plants. Some of the human factors-related issues belonging to this area are
new maintenance staff may not be adequately trained in the technology that exists
in ageing plants, loss in flexibility to transfer maintenance staff to other plants
because of significant technological differences between old and new plants, and
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increment in dose rates will make maintenance more difficult in certain areas of
older plants [5]. Staffing-related issues in plant ageing are concerned with the
ability to attract and retain good people for older power plants, particularly in areas
such as operation and technical support.

The remaining three classification issues (i.e. training, man–machine interface,
and procedures) are considered self-explanatory, but the information on these
issued is available in Ref. [5].

6.4 Human Factors Issues that Can have Positive Impact
on Nuclear Power Plant Decommissioning

Currently, there are around 435 nuclear reactors operating worldwide and about 57
of these reactors are in the process of decommissioning [8, 9]. It is estimated that
the decommissioning of these reactors will cost billions of dollars to the world
economy. For example, the estimated cost of decommissioning 19 reactors cur-
rently operating in the United Kingdom alone is over 70 billion pounds (i.e. over
$100 billion dollars) [8].

Needless to say, much less is known or clearly understood regarding human
factors that are crucial to, and can quite significantly affect, the success of the
nuclear power plant decommissioning process [8, 10]. Nonetheless, some past
experiences of decommissioning clearly indicate that, aside from technical chal-
lenges, there are many organizational and human factors that also need to be
addressed with care [11, 12]. Four human factors issues that can have the most
positive impact upon safe and successful decommissioning of power plants are
shown in Fig. 6.2 [8].

Uncertainty about the future can affect decommissioning because of subsequent
impact it can have on staff morale and motivation. Uncertainty to a certain degree
is to be expected when decision is made to shut down and decommission a power
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Fig. 6.1 Classifications of
human factors issues in
ageing nuclear power plants
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plant because to most plant staff members, decommissioning will be an entirely
new phenomenon [8]. Furthermore, uncertainty can manifest itself in many dif-
ferent ways including reducing the involved staff morale, motivation, and com-
mitment to the plant.

The most effective approach to manage uncertainty is reducing it to minimum
[13]. This can be accomplished by developing an appropriate communication
strategy whereby accurate and regular information is provided to all concerned
staff members regarding future plans for decommissioning and the plant. It is to be
noted that the communication process should be interactive to allow all concerned
staff members to raise enquiries and have them properly resolved in a timely
fashion. Furthermore, inviting key staff members to get involved in planning and
preparing process for decommissioning can also be helpful to increase staff
members’ morale and ‘‘buy-in’’ to the overall process [14].

Maintaining adequate competence for decommissioning is another key human
factors issue that can have the most significant impact upon safe and successful
decommissioning and is composed of following three stages [8]:

• Stage I: This stage is concerned with initial decommissioning and includes
defueling and removal of all non-fixed contaminated parts and readily remov-
able equipment.

• Stage II: This stage is concerned with decontamination and dismantling of
contaminated and other internal equipment.

• Stage III: This stage is concerned with demolition of those structures and
buildings that are no longer needed.

Each of the above three stages will need different skills and knowledge of the
power plant as well as of the technologies and tools to be employed and thus a
different workforce profile. It simply means that during the entire decommis-
sioning process, a significant training program will need to be developed to satisfy
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Fig. 6.2 Human factors issues that can have most positive impact upon safe and successful
decommissioning of nuclear power plants
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the training needs of managers, staff members, and involved contractors. There-
fore, it is essential that appropriate training strategies are developed right at the
planning stage so that required number of trainers are retained to develop and
deliver training plans during the decommissioning process.

Safety culture is fundamental to the nuclear industrial sector, and the impor-
tance of its positive maintenance is an established element of daily regime of each
and every nuclear power plant. Uncertainty and the loss of key staff members can
have a profound impact on the safety culture of staff members left behind. As
existing safety defences, processes, and procedures may no longer be effective, the
following actions could be quite useful to maintain a positive safety culture during
the decommissioning process [8, 11, 14, 15]:

• Re-evaluate safety culture indicators throughout the decommissioning process
to reflect new and changing activities, environments, and risks as well as to
ensure accurate measurement of safety culture.

• Provide feedback on performance to all involved workers on a regular basis to
encourage morale and motivation and to highlight and raise awareness of pos-
sible risks.

• Emphasize the importance of workers’ contribution with respect to safe and
efficient decommissioning.

• Present decommissioning to all involved workers as a good opportunity for their
future career development rather than a threat to their future employment.

Finally, in regard to ‘‘retaining organizational memory’’, human factors issue
decommissioning requires accurate and clear knowledge of the plant history and
operations including any modifications to the plant design. Most of this type of
information can be retrieved from the plant documentation such as drawings,
procedures, and event reports. Thus, it is very important to perform a documen-
tation audit as soon as possible to find out what documentation is available and the
accuracy of the information contained in the documentation. This type of infor-
mation should be catalogued and stored in such a way so that it is easily accessible
to all concerned personnel.

The knowledge held by experienced staff personnel may not have been docu-
mented through any formal processes or procedures. Because of uncertainty about
the future, there is a considerable risk of losing these key personnel in the initial
stages of planning for decommissioning. Therefore, it is very important, as soon as
possible prior to the closure of the plant, to identify key roles for decommissioning
and to develop relevant strategies to retain the key staff personnel for these roles.
An example of these strategies is raising the profile of the role for making it more
attractive, providing job security for a time period or even employing these key
personnel on a part-time basis.

Additional information on the above four human factors issues is available in
Ref. [8].
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6.5 Human Factors Review Guide for Next-Generation
Reactors and Guidance Documents for Human Factors

In 1994, the United States Nuclear Regulatory Commission (NRC) developed a
document (NUREG-0711) entitled ‘‘Human Factors Engineering Program Review
Model’’ [16] to basically serve as a human factors guide for next generation of
reactors [17]. The document described background, objective, applicant submit-
tals, and review criteria for the ten human factors engineering elements shown in
Fig. 6.3 [17].

The following inputs are considered useful with respect to each of the human
factors engineering elements shown in Fig. 6.3 [17]:

Human Factors Engineering Program Management

• All applicants should submit the appropriate human factors engineering program
plan for review by the concerned regulatory institutes.

• Human factors engineering-related tasks, organization, and relationships among
these tasks should be reviewed with care.

• As human factors engineering issue tracking is a very important task in the
human factors engineering program, issue selection criteria, issue management
and handling procedures, and issue analysis approaches must be described in
appropriate detail.

Operating Experience Review

• Important issues in the operation of earlier power plants must be analysed with
care, and the results must be reflected in the design under consideration.

• As near-miss cases can provide information as important as that of plant events,
it is considered essential to include the analysis of near-miss cases into the
operating experience review.

Functional Requirement Analysis and Function Allocation

• Ensure that functional requirement analysis is performed to the level with which
function allocation can be performed effectively.

• In addition to identifying functions important to safety, other general functions
should also be included in the analysis to reflect the results of functional
requirement analysis to the design.

Task Analysis

• Ensure that documentation clearly shows all types of relationships between task
analysis and functional requirement analysis and function allocation results.

• Consider seriously, during the task analysis process, the tasks expected to face
changes.
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Procedure Development

• Ensure that interface with other information displays and controls is quite
efficient to enhance operator performance and not to induce human errors.

• Ensure that guidelines for modification, management, and validation of proce-
dures are developed when using computerized procedures.

Human–System Interface Design

• Perform human–system interface evaluation independent of the human factors
verification and validation.

• Ensure that the task analysis results are clearly reflected in human–system
interface designs.

Human Factors Verification and Validation

• Make use of the United States NRC document entitled ‘‘Integrated System
Validation: Methodology and Review Criteria’’ [18] for this element.

Human Reliability Analysis

• Ensure that a clear definition of data input–output between the human factors
engineering design team and probabilistic risk analysis team is properly
described.
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• Ensure that the design-related data from probabilistic risk analysis required by
the human factors engineering design team are properly identified and interac-
tions between probabilistic risk analysis team and the human factors engineering
design team are clearly described.

Training Program Development

• Ensure that all types of training requirements are clearly identified during the
design phase.

Staffing

• Because of the changes in human–system interface design and resulting per-
sonnel tasks, ensure that staffing analysis is performed with care.

6.5.1 Guidance Documents for Human Factors

There are many guidance documents for human factors that can, directly or
indirectly, be used in the area of power generation. Three of these documents
produced by the United States NRC to ensure that personnel performance and
reliability are appropriately supported in nuclear power plants are NUREG-0800,
NUREG-0711, and NUREG-0700 [19]. NUREG-0800 provides a high-level
review framework for performing human factors engineering reviews [20]. The
updated versions (i.e. Rev. 1 and Rev. 2) of NUREG-0711 and NUREG-0700,
respectively, are described below, separately [19].

NUREG-0711 (Rev. 1)
The original version of this document was described earlier. This version addresses
both new control room designs and control room modernization issues. In addition,
the version includes two more human factors engineering review elements. More
specifically, two more elements in addition to the ten elements are shown in
Fig. 6.3. The new elements are human performance monitoring and design
implementation.

Human performance monitoring is concerned with providing guidance to assure
that a human performance monitoring strategy is in place so that no major safety-
related degradation occurs when changes are made in the plant as well as pro-
viding proper assurance that all conclusions drawn from the evaluation remain
valid over time period. Design implementation is concerned with addressing the
manner in which changes are carried out to control rooms and human–system
interfaces. Furthermore, the guidance particularly focuses on review of the
implementation of all plant changes so that their resulting effects on personnel
performance are considered properly.

Some of the human factors engineering elements in Fig. 6.3 that have changed
quite significantly in this version are as follows [19]:
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• Human–system interface design.
• Human factors verification and validation.
• Functional requirements analysis and allocation.
• Human reliability analysis.

NUREG-0700 (Rev. 2)
The first version of this document (i.e. NUREG-0700) provides the guidelines for
reviewing the human factors engineering aspects of human–system interface
technology such as control room design, information systems, controls, and alarms
[19]. The first revision of this document (i.e. NUREG-0700, Rev. 1) [20] addressed
the ‘‘gaps’’ in the criteria. The second revision of the document (i.e. NUREG-
0700, Rev. 2) has changed quite considerably from the first revision (i.e. NUREG-
0700, Rev. 1) because human–system interface characterizations have been added
to each major section. A characterization may simply be described as a description
of the functions and characteristics of the human–system interface topic area that
is crucial to human performance.

Nonetheless, the new guidance addresses the eight different aspects of human–
system interface design shown in Fig. 6.4 [19]. The human factors engineering
guidelines in the guidance are divided into four basic parts as follows [19]:

• Part I This part contains guidelines for three basic human–system interface
elements: controls, information displays, and user–interface interaction and
management. In turn, the elements are utilized as building blocks for developing
human–system interface systems to serve certain functions.

• Part II This part contains the guidelines to review soft control system, alarm
system, communication system, safety function and parameter monitoring sys-
tem, computerized operator support system, group-view display system, and
computer-based procedure system.

• Part III This part contains guidelines for reviewing workstations and work-
places. Workstations, including panels and consoles, are locations where
human–system interfaces are integrated together for providing an area where
plant staff/personnel can carry out their assigned tasks. Furthermore, worksta-
tions are situated at workplaces such as remote shutdown facilities and the main
control room.

• Part IV This part contains guidelines for reviewing the human–system interface
support, i.e. maintaining digital systems.

Additional information on NUREG-0700, Rev. 2, is available in Ref. [19].

6.6 Potential Human Factors Engineering Application
Areas and Expected Problems

Some of the potential human factors engineering application areas with respect to
power generation are as follows [21]:
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• Greater application of human factors engineering principles to operations and
maintenance of non-nuclear power plants.

• Assessing and understanding organizational factors’ influence on safety.
• Extension of all successful human–system interface programs and technologies

to human–system interfaces out in the power plant (i.e. outside the power plant’s
control room).

• Assessing and understanding deregulation’s influence on safety.
• Focus on crew and individual performance assessment as well as on unplanned

and unexpected events’ management.
• Improving data collection and analysis approaches, including event reporting

and human reliability analysis.
• Assessing and understanding decommissioning’s human factors engineering

aspects.
• Improvement of operations and maintenance design.

Some of the human factors engineering application-related problems in the area
of power generation to be faced and overcome are as follows [21]:

• Lack of proper standardization in the methodology and application of human
factors analytical procedures such as task analysis, function allocations, human
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reliability analysis, and functional requirements used during the design and
development process/phase.

• Tendency to focus intensively on human factors after the occurrence of near
disaster or catastrophe.

• Tendency of some power industry management personnel to regard the neces-
sity for human factors in terms of a temporary ‘‘magic bullet’’ to be used,
primarily after the occurrence of a serious problem, rather than establishing
proper systematic mechanisms to address such concerns in terms of constant
proper preventive measures.

• Difficulty in recruiting and training resources and top talent in the area of human
factors because some people consider nuclear power, particularly in North
America, to be a dying industry.

6.7 Problems

1. Write an essay on human factors in power generation with emphasis on his-
torical developments.

2. List at least five important responsibilities of personnel responsible for human
factors engineering within a power generation organization.

3. Discuss human factors issues in ageing power plants.
4. Discuss human factors issues that can have most positive impact upon safe and

successful decommissioning of nuclear power plants.
5. What are the actions that could be useful to maintain a positive safety culture

during the power plant decommissioning process?
6. What are the ten human factors engineering elements in the United States

NRC document: NUREG-0711?
7. Describe the United States NRC document: NUREG-0700 (Rev. 2).
8. What are the potential human factors engineering application areas with

respect to power generation?
9. What are the human factors engineering application-related problems in the

area of power generation to be faced and overcome?
10. Describe the United States NRC document: NUREG-0711 (Rev. 1).
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Chapter 7
Human Error in Power Generation

7.1 Introduction

Generally, good design, through sound quality assurance, installation, and oper-
ation and maintenance programs provide the basic foundation for power plants’
safe and reliable operations. Nonetheless, humans play an important role during
design, production, operation, and maintenance phases of systems used in power
plants. Although the degree of role of humans may vary quite considerably from
one phase to another, their interactions are subject to deterioration because of the
occurrence of human error.

A study performed by one utility indicates that failures occurring due to human
error were roughly two and a half times higher than those attributed to hardware
failures [1]. The occurrence of human error in power generation can be quite
catastrophic. Two examples are the Three Mile Island and Chernobyl nuclear
power station accidents in the United States and Ukraine, respectively. Both these
accidents that occurred on March 28, 1979, and on April 26, 1986, respectively,
were, directly or indirectly, the result of human error [2].

This chapter presents various important aspects of human error in power
generation.

7.2 Facts, Figures, and Examples

Some of the facts, figures, and examples directly or indirectly concerned with the
occurrence of human error in power generation are as follows:

• During the period 1990–1994, around 27 % of the commercial nuclear power
plant outages in the United States were the result of human error [1].

• As per Ref. [3], a study by the United States Nuclear Regulatory Commission
(NRC) of Licensee Event Reports reported that around 65 % of nuclear system
failures involve human error [4].
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• As per Ref. [5], during the period 1969–1986, 54 % of the incidents due to
human errors in Japan resulted in automatic shutdown of nuclear reactors and
15 % of that resulted in power reduction.

• As per Refs. [6, 7], about 70 % of nuclear power plant operation errors appear to
have a human factors origin.

• A study of 255 shutdowns that occurred in Korean nuclear power plants during the
period 1978–1992 reported that 77 of these shutdowns were human-induced [8, 9].

• As per Ref. [2], in 1979, Three Mile Island nuclear power plant accident in the
United States was the result of human-related problems.

• In 1986, Chernobyl nuclear power plant accident in Ukraine, widely regarded as
the worst accident in the history of nuclear power, was also the result of human-
related problems [2].

• A study of 143 occurrences of operating US commercial nuclear power plants
during the period from February 1975 to April 1975, revealed that about 20 %
of the occurrences were due to operator errors [10, 11].

• As per Ref. [12], the major incident/accident reports of nuclear power plants in
Korea indicate that about 20 % of the total events occur due to human error.

• As per Refs. [6, 13], operation error associated with control centres in fossil-
fired steam generating power plants in the United States could result in upto
3.85 % of plants’ unavailability.

7.3 Major Factors for Human Errors and Their
Occurrence Preventions

There are many major factors for the occurrence of human errors/accidents in the
industrial sector including power generation. Eleven of these major factors along
with their corresponding preventive measures with respect to an individual (in
parentheses) are as follows [14–16]:

• Performing tasks too fast (Avoid operating equipment when you are tense,
tired, or do not feel well).

• Taking chances and high risks (Avoid ‘‘showing off’’ or thinking that an
accident cannot occur).

• Faulty equipment (Check equipment on regular basis).
• Sleeplessness and fatigue (Take breaks as considered appropriate to prevent

fatigue).
• Extreme cold or heat (Perform inside tasks/jobs or minimize exposure to

extreme temperatures as much as possible).
• Poor skill (Read instruction manuals with care and get some skilled individual

in the area to help you).
• Medication, drugs, and alcohol (Avoid operating equipment/machines or

performing dangerous tasks if you are on some form of drugs, taking medica-
tion, or have been drinking).
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• Panic in an emergency situation (Learn first aid so you know exactly what
action to take).

• Let-down from low blood sugar and hunger (Take fructose tablets or eat
appropriate snacks to fight let-down).

• Emotional upsets and anger (Take time to calm down to normal level).
• Daydreaming and not concentrating (Vary routine to fight monotony as

appropriate).

7.4 Occurrences Caused by Operator Errors During
Operation and Operator Error Causes

Over the years, there have been many occurrences in commercial nuclear power
plants caused by operator errors during operation. Some of these occurrences are
as follows [10, 11, 17–19]:

• Reactor mode switch in incorrect mode.
• Suppression chamber water volume goes over the limit.
• Control rod inserted well beyond limit.
• Control rod not declared non-functional or inoperable when misaligned.
• Serious judgement error in monitoring.
• Reactor coolant system leakage evaluation not performed.
• A power board inadvertent trip.
• Process vent gaseous radiation monitor left in calibrate mode.
• Two adjacent control blades withdrawn during the rod driver overhaul process.
• Steam generator blow-down function not monitored at all.
• Sudden release of low-level radioactive water.
• Concentrated boric acid storage tank well below limits.

Some causes of operator errors that resulted in occurrences such as above are
shown in Fig. 7.1 [11].

Additional information on the above occurrences and the causes of operator
errors is available in Ref. [11].

7.5 Questions to Measure Up Electrical Power System
Operating Practices to Reduce Human Errors

Over the years, in the area of electric power systems, various types of failures have
occurred due to human errors. Two examples of such failures are as follows [20]:

• An electrician assigned to carry out modification to the boiler control circuit
when one of the power plant’s two steam boilers was down for annual inspection
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and maintenance erroneously started to work on the control circuit of the
operating boiler and shut down the operating boiler.

• After a severe thunderstorm, the shift supervisor of a power plant carried out a
walk-through inspection of primary distribution switch gear of the power plant.
After seeing a red light for each circuit breaker and erroneously thinking that the
red light means ‘‘open’’ tripped each and every circuit breaker for obtaining a
green-light indication. His action resulted in the shut down of the entire power
plant.

The following six questions are considered most useful to measure up electrical
power system operating practices to reduce human errors [20]:

• Question No. 1. Are all switching-related operations planned and reviewed with
care well in advance and do they provide a clear logical step-by-step sequence
that gives particular attention to all types of vulnerable situations?

• Question No. 2. Do you have an effective program to assure that items such as
system drawings, plant procedures, and vendor manuals are effectively filed and
kept up to date?

• Question No. 3. Is the split in responsibilities between the utilization system and
distribution system clearly understood and defined effectively?

• Question No. 4. Are the long-range and day-to-day functions coordinated under
a highly knowledgeable power system ‘‘expert’’ and do shift and pack up per-
sonnel clearly understand their assigned responsibilities and are they properly
trained?
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Procedural 
deficiency 
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Fig. 7.1 Some causes of operator errors that resulted in occurrences in commercial nuclear
power plants
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• Question No. 5. Do you have a proper procedure for assuring that all involved
equipment is clearly identified with unique and clearly located identification and
that field identification clearly agrees with drawings and all other concerned
documentation?

• Question No. 6. Are proper steps taken for assuring that all types of redundant
or adjacent systems are not accidentally turned on/operated?

7.6 Performance Shaping Factors

Performance shaping factors may simply be described as the factors that encom-
pass those influences that degrade or enhance human performance. In human
reliability analysis methods, performance shaping factors are used to highlight
human error contributors as well as to provide a basis to quantify those contrib-
utors systematically.

Nonetheless, performance shaping factors may be classified under two cate-
gories: direct and indirect [21]. The direct performance shaping factors are those
factors that can be measured directly, whereby there is a one-to-one relationship
between the magnitude of the performance shaping factor and that which is
measured. The indirect performance shaping factors are those performance shap-
ing factors that cannot be measured directly, whereby the magnitude of the per-
formance shaping factor can only be measured subjectively or multi-variately. The
common direct/indirect performance shaping factors are as follows [21, 22]:

• Procedures
• Complexity
• Accessibility and equipment operability
• Experience and training
• Need for special tools
• Time available
• Ergonomic quality of human–system interface
• Availability of instrumentation
• Available staffing and resources
• Special fitness needs
• Workload, time pressure, and stress
• Communications
• Environment
• Consideration of realistic accident sequence diversions and deviations
• Team/crew dynamics.

Important direct/indirect performance shaping factors in nuclear power plant
operations are shown in Fig. 7.2 [23].

Additional information on all of the above performance shaping factors is
available in Refs. [21, 23].
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7.7 Methods for Analyzing Human Errors in Power
Generation

Over the years, many methods have been developed in the areas of safety, reli-
ability, and quality to perform various types of analysis. Some of these methods
can also be used to perform human error analysis in power generation. Three of
these methods are presented below.

7.7.1 Pontecorvo Method

This method can be used to obtain reliability estimates of task performance by a
person in the area of power generation. The method initially obtains reliability
estimates for discrete and separate subtasks with no accurate reliability figures, and
then, it combines these very estimates for obtaining the overall task reliability.
Generally, this method is used during initial design phases to quantitatively assess
the interaction of humans and machines. The method can also be used to determine
the performance of a single person acting alone.

Pontecorvo method is composed of six steps shown in Fig. 7.3 [24, 25]. Step 1
is concerned with identifying the tasks to be performed. These tasks should be
identified at a gross level (i.e. one complete operation is to be represented by each
task). Step 2 is concerned with the identification of those subtasks of each task that
are essential for its completion. Step 3 is concerned with collecting empirical
performance-related data from sources such as experimental literature and in-
house operations. These data should be subject to those types of environments
under which subtasks are to be performed.
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Fig. 7.2 Important direct/indirect performance shaping factors in nuclear power plant operations
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Step 4 is concerned with rating each subtask according to its level of perceived
difficulty or potential for the occurrence of error. Usually, a 10-point scale is used
for judging the appropriate subtask rate. The scale varies from least error to most
error. Step 5 is concerned with predicting subtask reliability and is accomplished
by expressing the data’s judged ratings and the empirical data in the form of
straight line. For goodness of fit, the regression line is tested.

Finally, Step 6 is concerned with determining the task reliability, which is
obtained by multiplying subtasks’ reliabilities.

It is to be noted that the above-described approach is used for estimating the
performance of a single person acting alone. However, in a situation when a back
person is available, the probability of the task being performed correctly (i.e. the
task reliability) would be higher. Nonetheless, the backup person may not be
available all of the time. In such a situation, the overall reliability of two persons
working together to perform a given task can be estimated by using the following
equation [24, 25]:

Rov ¼ 1� 1� Rð Þ2
n o

Ta þ RTu

h i
= Ta þ Tuð Þ ð7:1Þ

Step 1                  Identify tasks 

Step 2        Identify each task’s subtasks 

Step 3        Obtain empirical performance- 
related data 

Step 4        Establish subtask rate 

Step 5        Predict subtask reliability 

Step 6    Determine task     
reliability 

Fig. 7.3 Steps of Pontecorvo
method
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where
Rov is the overall reliability of two persons working together to perform a task
R is the reliability of the single person
Tu is the percentage of time the backup individual is unavailable
Ta is the percentage of time the backup individual is available.

Example 7.1 Two workers are working together independently in the area of
power generation to perform an operation-related task. The reliability of each
worker is 0.95, and the backup worker is available around 60 % of the time. In
other words, 40 % of the time, the backup worker is not available.

Calculate the reliability of performing the operation-related task correctly. By
substituting the given data values into Eq. (7.1), we get

Rov ¼ 1� 1� 0:95ð Þ2
n o

0:60ð Þ þ 0:95ð Þ 0:40ð Þ
h i

= 0:6þ 0:4ð Þ

¼ 0:9785

Thus, the reliability of performing the operation-related task correctly is 0.9785.

7.7.2 Probability Tree Method

This is another method that can also be used to perform human error analysis in
power generation [26]. The method is concerned with representing human actions
and other events associated with the system diagrammatically. Thus, diagrammatic
task analysis is denoted by the branches of the probability tree. More specifically,
the branching limbs of the tree represent outcomes (i.e. success or failure) of each
action or event associated with a given problem. Furthermore, each branch of the
tree is assigned an occurrence probability.

Some of the advantages of the probability tree method are as follows [24]:

• It serves as a visibility tool.
• It is helpful to decrease the error occurrence probability due to computation

because of computational simplification.
• It can incorporate, with some modifications, factors such as emotional stress,

interaction effects, and interaction stress.
• It is quite useful in applying predictions of individual error rates as well as

predicts the quantitative effects of errors.

The application of this method in the area of human error in power generation is
demonstrated through the following example.

Example 7.2 Assume that a task of nuclear power station control room operator is
composed of two independent subtasks, say, x and y. Each of these two subtasks
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can be performed either correctly or incorrectly, and subtask x is performed before
subtask y.

Develop a probability tree for the example and obtain probability expressions
for the following:

1. Successfully accomplishing the task by the control room operator.
2. Not successfully accomplishing the task by the control room operator.

In this case, the control room operator first carries out subtask x correctly or
incorrectly and then proceeds to carrying out subtask y. This complete scenario is
denoted by the Fig. 7.4 probability tree diagram.

The four letter symbols used in Fig. 7.4 are defined below.
x denotes the event that subtask x is performed correctly by the control room

operator.
�x denotes the event that subtask x is performed incorrectly by the control room

operator.
y denotes the event that subtask y is performed correctly by the control room

operator.
�y denotes the event that subtask y is performed incorrectly by the control room

operator.

By examining the Fig. 7.4, it can be noted that there are three distinct possi-
bilities (i.e. x�y;�xy, and �x�y) for not successfully accomplishing the task by the
nuclear power station control room operator. Thus, the probability of not suc-
cessfully accomplishing the task by the control room operator is given by

Ptf ¼ Pðx�yþ �xyþ �x�yÞ
¼ PxP�y þ P�xPy þ P�xP�y

ð7:2Þ
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Fig. 7.4 Probability tree for
the nuclear power station
control room operator
performing tasks x and y
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where
Px is the probability of performing subtask x correctly by the control room

operator
P�y is the probability of performing subtask y incorrectly by the control room

operator
P�x is the probability of performing subtask x incorrectly by the control room

operator
Py is the probability of performing subtask y correctly by the control room

operator
Ptf is the probability of not successfully accomplishing the task by the control

room operator.

Since P�x ¼ 1� Px and P�y ¼ 1� Py, Eq. (7.2) reduces to

Ptf ¼ Px 1� Py

� �
þ 1� Pxð ÞPy þ 1� Pxð Þ 1� Py

� �
¼ 1� PxPy

ð7:3Þ

Similarly, by examining Fig. 7.4, it can be concluded that there is only one
possibility (i.e. xy) for successfully accomplishing the task by the control room
operator. Thus, the probability of successfully accomplishing the task by the
control room operator is expressed by

Pts ¼ PðxyÞ
¼ PxPy

ð7:4Þ

where
Pts is the probability of successfully accomplishing the task by the nuclear

power station control room operator.

Example 7.3 Assume that in Example 7.2, the probabilities of the nuclear power
station control room operator carrying out subtasks x and y correctly are 0.97 and
0.85, respectively. Calculate the probability of failure of the control room operator
to accomplish the task successfully.

By inserting the specified data values into Eq. (7.3), we obtain

Ptf ¼ 1� 0:97ð Þ 0:85ð Þ
¼ 0:1755

Thus, the probability of failure of the control room operator to accomplish the
task successfully is 0.1755.
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7.7.3 Pareto Analysis

This is a quite useful method that can be used to separate the important causes of
human error-related problems in the area of power generation from the trivial ones.
The method is named after its founder Vilfredo Pareto (1848–1923), an Italian
economist.

In the area of power generation, Pareto analysis is considered a powerful tool to
identify areas for concerted effort to eliminate or minimize errors.

The method is composed of six steps shown in Fig. 7.5 [27, 28]. Additional
information on this method is available in Refs. [26–29].

Step 1 List causes/activities in tabular form and count their
occurrences

Step 2 Arrange the causes in descending order

Step 3 Compute the total for the complete list 

Step 4 Determine the percentage of the total for each cause/activity

Step 5 Develop a Pareto diagram that shows percentages vertically 
and their corresponding causes horizontally

Step 6 Conclude from the end results

Fig. 7.5 Pareto analysis steps
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7.8 Problems

1. List at least eight facts, figures, and examples concerned with human error in
power generation.

2. List at least ten occurrences in commercial nuclear power plants caused by
operator errors during operation.

3. What were the causes of operator errors that resulted in occurrences in
commercial nuclear power plants?

4. What are the six questions considered most useful to measure up electrical
power system operating practices?

5. List at least 15 common direct/indirect performance shaping factors.
6. What are the important direct/indirect performance shaping factors in nuclear

power plant operations?
7. Describe Pontecorvo method.
8. What are the advantages of the probability tree method?
9. Assume that a task of a nuclear power station control room operator is

composed of three independent subtasks, say, x, y, and z. Each of these sub-
tasks can be either performed correctly or incorrectly, and subtask x is per-
formed before subtask y, and subtask y is accomplished before subtask z.
Develop a probability tree and obtain a probability expression for performing
the overall task incorrectly by the control room operator.

10. What is Pareto analysis? Describe it in detail.
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Chapter 8
Human Factors in Control Systems

8.1 Introduction

Control systems play a pivotal role in power generation, and over the years, control
systems and the role of their control room human operators have changed quite
dramatically. The activity of human operator has evolved from manually carrying
out the process, to control system supervision. In turn, the human operator requires
an in-depth knowledge of the process being monitored, the ability to make
effective decisions within demanding constraints, effective man–machine inter-
faces, etc.

Needless to say, after the Three Mile Island (TMI) nuclear power plant accident
in 1979, the human factors in control systems in the area of power generation have
become a very important issue. Because a Nuclear Regulatory Commission (NRC)
study reported the findings such as virtually non-existent of human engineering at
TMI, violation of number of human engineering principles in control panel
designs, and information required by operators was often non-existent, poorly
located, ambiguous, or difficult to read [1, 2].

This chapter presents various important aspects of human factors in control
systems.

8.2 Control Room Design Deficiencies that can Lead
to Human Error

There are many control room design-related deficiencies that can lead to human
error. Some of these deficiencies are as follows [3]:

• Controls of subsystems widely separated from their associated alarm
annunciators.

• Controls and displays placed well beyond anthropometric reach and vision
envelopes.

• Poor use of shape coding and mirror-imaged control boards.
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• Lack of proper barriers for switches or control knobs considered critical.
• Poor location of some controls that can result in inadvertent activation.
• Chart recorders containing too many parameters.
• Inconsistency in colour coding within a control room.
• Reflection and glare from lighting on involved instruments.
• Poor labelling practice, including inconsistency in abbreviations.
• Wrong use of major, intermediate, and minor scale markings on involved

meters.
• Adjacent meters with non-identical scales that must be compared by operators.
• Illegible recorder printouts and use of qualitative instead of quantitative

indicators.
• Too complex annunciator systems along with complex procedures/equipment to

knowledge, silence, test, and reset alarms.
• Meters that malfunction with the pointer reading in the normal band of the scale.

8.3 Advantages of Considering Human Factors in Digital
Control Room Upgrades, an Approach to Incorporate
Human Factors Considerations in Digital Control
Room Upgrades, and Recommendations to Overcome
Problems When Digital Control Room Upgrades are
Undertaken Without Considering Human Factors
into Design

There are many advantages of considering human factors in digital control room
upgrades. These advantages may be grouped under the following four general
categories [4]:

• Category I: Improved equipment specification and procurement. In this
case, all essential human factors considerations can be specified right from the
very beginning of the project.

• Category II: Increased operator acceptance. In this case, potential operators
can provide critical input to human factors design and evaluation.

• Category III: Decreased need for back fits or redesigns. In this case, essential
changes can be carried out at earlier, less costly, stages of the design process.

• Category IV: Increased plant availability. In this case, operator controllable
trips and inefficiencies can be avoided, and downtime for system installation and
testing is shorter.

The steps of an approach considered quite useful to incorporate human factors
considerations in digital control room upgrades are shown in Fig. 8.1 [4]. Step 1 is
concerned with surveying the existing control room and its environment to
determine requirements for the new computer-based workstations. Step 2 is
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concerned with analysing the tasks to be carried out; for developing information
and control requirements.

Step 3 is concerned with interviewing operators for obtaining input and feed-
back to gather data from the end-users early in the design process. Step 4 is
concerned with reviewing preliminary drawings and mock-ups against human
factors criteria at early stage of design to avoid costly back fits.

Finally, Step 5 is concerned with developing display organization and control
grouping strategies for applying to scenarios generated during the analysis to
optimize design trade-offs.

The following recommendations classified under six areas are considered useful
to overcome problems when digital control room upgrades are undertaken without
considering human factors [4]:

• Control devices:

1. Simplify confusing control operations.
2. Position controls effectively/properly.

• Displays:

1. Simplify all confusing displays.
2. Ensure display configuration consistency.

Step 1 Survey the existing control room and its 
environment

Step 2 Analyze the tasks to be carried out 

Step 3 Interview operators for obtaining input and 
feedback 

Step 4 Review preliminary drawings and mock-
ups against human factors criteria 

Step 5 Develop display organization and control 
grouping strategies 

Fig. 8.1 Steps of an
approach for incorporating
human factors considerations
in digital control room
upgrades
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3. Improve summary displays for providing better overall plant picture.
4. Include all types of required data on relevant displays.
5. Include graphics.
6. Add displays considered relevant.
7. Use colour effectively/properly.

• Guidelines/Training:

1. Provide appropriate guidelines for control and display design and
development.

2. Provide appropriate guidelines for system implementation.
3. Provide appropriate hands-on training.
4. Ensure appropriate level of operator confidence through training.

• System software:

1. Ensure that system performs all required operations properly.
2. Ensure that system software collects all types of relevant data.
3. Optimize update rates and response time/capacity.
4. Minimize confusing and multiple steps necessary for obtaining data.

• System hardware:

1. Ensure that system hardware is appropriately designed for withstanding
operational rigours.

2. Ensure that system contains all types of required hardware controls.
3. Ensure that equipment operation is not distracting or intrusive.

• Facility:

1. Ensure that system is configured so that the operator can easily and effec-
tively carry out all required operations.

2. Ensure that surrounding environment clearly supports system operation and
does not degrade it.

3. Ensure that all system parts are appropriately placed in the environment.

8.4 Common Problems Associated with Controls
and Displays and Their Corrective Measures

There are many problems associated with controls and displays. The common ones
and their corresponding corrective measures (in parentheses) are as follows [2]:

• Poor instrument grouping (make use of demarcation lines where necessary and
rearrange during major retrofit).

• Displays/control too low or high (relocate as necessary within suitable anthro-
pometric range).
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• Poor labelling (use black letters on white black ground; consistent letter char-
acter size; and a hierarchical scheme).

• Glare and parallax on indicators (install appropriate diffusers in ceiling fixtures
for distributing light more evenly and whenever possible choose instruments and
less glass ‘‘distortion’’).

• Poor differentiation between various controls (make use of shape coding, colour
code handles for all related systems, and shade background of all related
controls).

• Inconsistent use of wording abbreviations (use same abbreviations consistently
and use standard nomenclature and symbols for words).

• Controls near bottom edge of board inadvertently activated (install appropriate
guard rail along edge of board in question).

• Poor engineering units or scaling on recorders/indicators (avoid suppressed
scales, use units appropriate to parameter being measured, etc.)

• Nuisance alarms: annunciators (eliminate unnecessary alarms, revise set points
on others (if possible), and perform alarm review).

• Controls: violation of stereotypes (keep directions of control handles in accor-
dance with expectations of humans).

8.5 Human Engineering Discrepancies in Control Room
Visual Displays

A study of a control room survey of several nuclear power plants reported a
number of human engineering discrepancies in control room visual displays [5].
Six main areas of these discrepancies are shown in Fig. 8.2 [5].

Two discrepancies of the area ‘‘information displayed’’ were: (1) failed displays
not apparent and (2) wrong display type. Three discrepancies of the area ‘‘scale
markings’’ were: (1) poor numerical progression, (2) wrong scale graduation
marks, and (3) log, multiple-scales. The following three discrepancies were
associated with the area ‘‘display readability’’:

1. Informal meter scales
2. Characteristics and marking too small
3. Poor contrast (glare).

Two discrepancies of the area ‘‘usability of displays’’ were: (1) inappropriate
scale or scale range limits and (2) conversion required. Three discrepancies of the
area ‘‘scale zone markings’’ were: (1) no alarm points, (2) informal banding, and
(3) no scale banding. Finally, the following two discrepancies were associated with
the area ‘‘colour coding’’:

1. Poor colour usage
2. Inconsistent colour coding practices.
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8.6 Human Factors Guidelines for Digital Control System
Displays

Over the years, a large number of human factors guidelines for digital control
system displays have been developed [6–9]. These guidelines cover areas such as
follows [9]:

• Screen organization and layout. The specific topics addressed in this area
include screen size, display density, grouping of information, display parti-
tioning, sequence of information, multiple-page displays, and inter-frame
navigation.

• Colour and other coding. The specific topics addressed in this area include
colour usage, colour assignments, icons and symbols, font, brightness, line sizes,
geometric shapes, contrast reversal, blinking, combination of codes, and
magnitude.

• Windows. The specific topics addressed in this area include alert boxes, general
guidelines, dialogue boxes, and windows on real-time systems.

• Screen structures and content. The specific topics addressed in this area
include labels, error messages, character size, cursor, user aids, abbreviations
and acronyms, continuous text, data entry, and alphanumeric codes.

• Alarms. The specific topics addressed in this area include auditory alert, alarm
system controls, alarm lists, general guidelines, reduction and prioritization,
integration with other aids, and alarm message content.

Information 
displayed 

Main areas 

Usability of 
displays 

Display 
readability 

Color 
coding 

Scale zone 
markings 

Scale 
markings 

Fig. 8.2 Main areas of human engineering discrepancies in nuclear power plants’ control room
visual displays
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• Control-Display integration. The specific topics addressed in this area include
manual/auto stations, controls on mimics, permissive and tag outs, user dia-
logue, and system feedback.

• Information formats. The specific topics addressed in this area include general
guidelines, band charts, graphs and labels, analogue representation, binary
indication, linear profile, trend plot, data maps, range bar, single value line chart,
and circular profile.

• Input/control devices. The specific topics addressed in this area include key-
board, touch screen, membrane keyboard, X–Y controller/mouse, track ball, and
light pen.

• Overall system requirements. The specific topics addressed in this area include
display of dynamic data and response time.

• Large screen displays. The specific topics addressed in this area include use
and types and readability and visibility.

• Menu design. The specific topics addressed in this area include menu format,
item selection, general guidelines, supplements to menus, and hierarchical
menus.

• Hardware. The specific topics addressed in this area include glare, luminance,
flicker and image polarity, and hard copy devices.

Human factors guidelines for certain above areas and specific topics are pre-
sented below [9].

8.6.1 Windows

Although windows provide flexibility and organization for the potential users, but
require proper window management on the part of involved users or designers, the
following two are the general styles of windows:

• Tiled. This type of windows may be placed to edge or within a specified area on
a formatted display, but at all times, the contents of all windows are visible.

• Overlapped. With this type of windows, it is possible to arrange multiple
windows like pieces of paper on a desk top, so that one may appear to a certain
degree to overlap another. Overlapping windows provide a mechanism for a
temporary display to be viewed as well as provide the place keeping or reference
advantage of keeping a certain portion of an earlier display in an easy access and
view.

Nonetheless, some of the useful guidelines in the area of windows are as
follows [6, 9–12]:

• Provide an effective means to control the size of the window. More specifically,
resizing should affect the viewing area only, not the window contents’ format.

• Provide an effective means to close the window.
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• Standardize effectively the format for windows.
• Provide a reserved screen area (i.e. a window tile) for display of pop-up control

stations where soft control stations are not displayed on a continuous basis, as on
schematic overview displays.

• Provide dedicated window areas (tiles) for the display of user-selected infor-
mation when windows are desired on formatted real-time displays.

• Provide a clear path to choose information for each and every window (e.g.
provide a menu of window options).

• Design the display in such a way that it is impossible to change out and then
recall the parent display with the same windowed information as it had on it
when deselected, in situation where windows for user-selected information are
provided on formatted real-time displays.

• Ensure that for tiled windows, pre-format information that may be assigned to
the window, so it properly fits within the tile.

• Ensure that pre-format information is available for display in tiled windows to
fit the window so that there is no need for the user to devote time or attention to
manipulating the window, other than simply choosing what is to be presented.

• Provide a proper means to restore the original display rapidly, in situations
where windows will overwrite information on real-time displays (e.g. dialogue
boxes, pull-down menus, or alert boxes).

8.6.2 Alarms

In the design of displays for digital control systems, alarm management is a major
consideration. Over the years, many human factors-related guidelines in the area of
alarms have been developed [6, 13–15]. Some of the guidelines to aid in deter-
mining the necessity of alarms are as follows [9]:

• Avoid activating alarms for equipment that is out of service for some type of
maintenance. Furthermore, when equipment is taken out of service, its all
associated alarms should be disabled until it (i.e. equipment) is put back into
service.

• Ensure that the amount and content of alarm-related information to be displayed
in real time is based on what the operator requires to respond to the alarm
effectively.

• Ensure that the number of levels of alarms is kept to a minimum.
• Avoid activating alarms as part of a normal operating sequence, i.e. during

plant/system start-up or any other planned evolution.
• Provide appropriate alarms for warning of conditions that could affect personnel

safety or could result in equipment damage.
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8.6.3 Manual/Auto Stations, Controls on Mimics,
and Permissive and Tag Outs

Generally, in the published literature, the human factors considerations in design
of ‘‘soft’’ (i.e. software rather than mechanical) control capabilities have not been
given much attention. Nonetheless, some of the guidelines that could be useful in
this area are as follows [9]:

• Label control stations unambiguously to highlight the controlled process or
component.

• Ensure that different types of soft control stations are distinctively different in
appearance.

• Ensure that the indicators shown on the control station are labelled according to
their function or the quantities displayed.

• Ensure that the order of control stations within the framework of an array is
based on logical relationships among the controls such as system relationships,
criticality, or sequence of use.

• In the event, when an array of soft stations are presented, highlight the one
selected for operation.

• Display the actual status of the controlled component/unit.
• Provide a proper means to indicate non-availability of control stations due to

unsatisfied permissive or tag outs.

Additional information on guidelines concerned with the topic of this section is
available in Ref. [9].

8.6.4 Inter-Frame Navigation

Some of the inter-frame-related guidelines are as follows [9, 16]:

• Ensure that a map of the display network is provided on request.
• Aim to provide all the necessary information required to respond to time-critical

situations, on a single display page.
• Consider providing for random access to displays by means of command entry

for sequential access systems or menu.
• Avoid requiring the user to wait for an intermediate step to be completely

displayed prior to the user can proceed to the next step in the involved selection
process.

• Ensure that the organization of the network of displays is according to some
easily understood principle, such as frequency of use, sequence of use in start-
up, or interconnections among plant systems.

• Make use of dedicated function keys for providing one-button access to time-
critical controls and information.
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• Ensure that information and controls to displays are assigned according to some
acceptable meaningful logic.

• Provide an effective return-to-previous-page capability.
• Ensure that display pages are organized in such a way that the displays that are

likely to be used in sequence can be easily accessed by a single action.
• Provide a type-ahead capability that allows the system to process and act on

inputs while the intermediate displays are being drawn, in situations where
menu or sequential access cannot be avoided.

• Provide an appropriate paging capability in conditions where displays can only
be accessed indirectly (i.e. by means of a menu).

8.6.5 Colour Usage

Over the years, past experiences clearly indicate that colour aid performance in
both search and identification-related tasks when the code is unique and known in
advance [17, 18]. Two most useful guidelines in the area of colour usage are as
follows [9]:

• Ensure that all colour codes are simple, consistent, and unambiguous.
• Ensure that the meaning assigned to particular colours are clearly consistent

across all applications within the control room.

Additional guidelines on colour usage are available in Refs. [10, 11].

8.7 Human Performance-Related Advanced Control Room
Technology Issues

Although advanced control room technology has the potential to improve system
performance, there is also potential to negatively impact human performance and
create precursors for the occurrence of human errors. Some of the human per-
formance-related advanced control room technology issues are as follows [19, 20]:

• Shift from physical to highly cognitive inclined workload impairing the ability
of operator to process and monitor all types of relevant data.

• Loss of vigilance of operator due to automated systems resulting in decrease in
ability to detect off-normal conditions.

• Ill-defined and poorly organized tasks resulting from poor allocation of function-
related strategies.

• Very high shifts in operator workload (i.e. workload transition) whenever a
computer failure occurs.
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• Difficulty in understanding how advanced systems work which can result in
either a lack of complete acceptance of operator aids or too much reliance on
them.

• Increment in the operator’s cognitive workload related to the management of the
interface (e.g. scaling, positioning, and opening windows).

• Considerable loss of skill proficiency for the occasional performance of func-
tions that are generally automated.

• Problems in navigating through and finding pertinent information presented in a
computer-based workspace.

• Loss of ‘‘situation awareness’’ of the operator which makes it rather difficult to
assume direct control when necessary.

• Loss of ability for using well-learned, rapid eye-scanning patterns and pattern
recognition from spatially fixed parameter displays, particularly in the case of
highly flexible CRT-type interfaces.

Additional information on the above issues is available in Ref. [19].

8.8 Control Room Annunciator’s Human Factors-Related
Evaluation

In order to alert control room operators to plant conditions, a typical commercial
nuclear power plant control room can have from 1,000 to 2,000 annunciators [21].
Since these annunciators are activated whenever plant parameter limits exceed,
they are very important to system safety design. Thus, a study was conducted to
highlight specific problem areas conducive to operator difficulty as well as to
provide specific and generic solutions to those problems [21]. The study evaluated
the annunciator systems in four nuclear reactor facilities and formally interviewed
39 reactor operators. Each operator interviewed 39 reactor operators. Each oper-
ator interviewed was asked a series of structured questions such as presented in
Table 8.1 [21].

The classifications of the end results of the information collected and analysed
are shown in Fig. 8.3 [21].

The items belonging to classification: lack of organization and consistency are
as follows:

• Annunciators are rarely designed and placed in a logical, consistent, or rational
manner.

• Annunciators are generally poorly organized and structured with respect to
function, system impact, response immediacy, or importance.

• A lack of standardization in colour coding, labelling, design, script, acoustic
alarm frequency, contrast, timbre, operating logic, and abbreviations.
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The items belonging to classification: operator problems are as follows:

• Annunciators are frequently used for displaying various types of unimportant or
relatively minor conditions.

• In the event when a major system failure occurs, many alarms that are only
indirectly concerned with the primary failure are triggered. In turn, this sig-
nificantly increases the information load that concerned operators must cogni-
tively process to correctly highlight the primary failure source.

• For optimum viewing, letter sizes and labelling are unsatisfactory.

Table 8.1 Questions asked to nuclear power plant control room operators

Question
no.

Question

1 Are any of the annunciator displays difficult to comprehend or read?
2 How easy to use are the procedures associated with annunciators?
3 Are you happy with the existing locations of all the annunciators?
4 Have you ever had any past difficulties or specific areas of concern with any

annunciator displays?
5 Is here a situation for which no annunciator available?
6 How helpful are the annunciators to diagnose plant conditions?
7 What type of annunciator-related hardware do you consider the best?
8 How cumbersome or easy is it to maintain the existing annunciators?
9 Do you have any suggestions for improving annunciator systems, training, and the

approaches used by operators?
10 Which annunciators in your opinion are most useful?

Classifications 

Maintenance 
problems 

Lack of organization 
and consistency 

Training problems 

Equipment 
shortcomings 

Operator problems 

Fig. 8.3 Classifications of the end results of the control room annunciators’ human factors-
related information collected and analysed
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The items belonging to classification: equipment shortcomings are as follows:

• Some control room annunciators have quite low credibility with operators
because of a rather high number of misleading or false alarms.

• Some annunciators are not possessed with a press-to-test device to test bulb and
circuit.

• Some annunciators are not equipped with an alarm override switch such as set-
point adjustment that can be utilized during maintenance for preventing constant
and recurring acoustic alarms.

• Generally, very little descriptive information is provided on window faces for
orienting potential operators towards proper corrective measures.

• Annunciators do not totally utilize existing computer display and logic capa-
bility for filtering or reducing the number of meaningless alarms, providing
automatic default action if the operator overlooks to carry out necessary action,
helping the operator to focus on the basic cause of a given alarm, and providing
written or coded procedures for operators so that appropriate corrective actions
can be undertaken.

• Generally, there is no systematic correspondence between annunciator display
elements and the controls utilized for rectifying the alarms.

The items belonging to classification: training problems are as follows:

• Some guides-related documentation is inaccurate or incomplete.
• There is quite little agreement among operating personnel on what annunciators

are essential or most important for plant operations.

Finally, the items belonging to classification: maintenance problems are as
follows:

• Generally bulb and logic card-related repair is relatively quite frequent.
• In some alarm systems, operators are required to make their own tools to change

bulbs.
• Tag-out procedures for annunciator maintenance are very poor in some plants.

The above control room annunciators’ human factors-related evaluation results
are considered very useful to improve human factors associated with control room
annunciators.

8.9 Problems

1. List at least 12 control room design deficiencies that can lead to human error.
2. Discuss the advantages of considering human factors in digital control room

upgrades.
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3. Describe an approach to incorporate human factors considerations in digital
control room upgrades.

4. Discuss the common problems associated with controls and displays and their
corrective measures.

5. What are the main areas of human engineering discrepancies in nuclear power
plants’ control room visual displays?

6. Discuss human factors guidelines for digital control system displays.
7. List at least ten human performance-related advanced control room technology

issues.
8. Write an essay on human factors in control systems.
9. Discuss recommendations to overcome problems when digital control room

upgrades are undertaken without considering human factors into design.
10. Discuss human engineering discrepancies in the following three areas con-

cerning nuclear power plants’ control room visual displays:

• Display readability.
• Scale zone markings.
• Colour coding.
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Chapter 9
Human Factors in Power Plant
Maintenance

9.1 Introduction

In power plant maintenance, human factors play an important role because by
improving the maintainability design of power plant systems, equipment, and
facilities in regard to human factors helps to increase plant safety, availability, and
productivity. In comparison to the aerospace industrial sector, interest in human
factors-related issues in the power industrial sector is relatively new. Its history
may be traced back to the 1970s, when the WASH-1400 Reactor Safety Study
criticized the deviation of the design of displays and controls and their arrange-
ment in the United States commercial nuclear power plants from the human factors
engineering set standards [1].

Consequently, a study concerning the review of human factors in nuclear power
plant control rooms in the United States was sponsored by the Electric Power
Research Institute [2]. This study identified various major and minor human fac-
tors’ shortcomings that can lead to poor effectiveness of the man–machine inter-
face [2–4]. Needless to say, over the years, the occurrence of many human factors’
shortcomings-related events in the area of power generation has lead to an
increased attention to human factors in power plant maintenance.

This chapter presents various important aspects of human factors in the area of
power plant maintenance.

9.2 Power Plant Systems’ Human Factors Engineering
Maintenance-Related Shortcomings

There are many human factors engineering maintenance-related shortcomings or
deficiencies in power plant systems. A survey-based study has classified, in
descending order, such shortcomings under the following six categories [5]:

B. S. Dhillon, Human Reliability, Error, and Human Factors in Power Generation,
Springer Series in Reliability Engineering, DOI: 10.1007/978-3-319-04019-6_9,
� Springer International Publishing Switzerland 2014
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• Category I: Inadequate clearance or limited access to carry out mainte-
nance activities. It means that there is inadequate clearance to carry out
inspection activities, no room for the correct tool, etc.

• Category II: Equipment poorly designed to facilitate all involved mainte-
nance activities in an effective manner. It means that the required tasks are too
detailed to carry out with gloves and mask on, it is not possible to open all
involved cabinet doors all the way, design is too complex (i.e., too difficult to
repair), etc.

• Category III: Systems/equipment inherently unreliable. It means that flatbed
fitter is under-designed and needs maintenance constantly, the system drifts and
is unstable, overly sensitive controllers, etc.

• Category IV: Personnel-related safety hazard. It means poorly designed
equipment in high radiation areas, no safety rail where is, say a 35-foot drop, oil
on the floor from the main feed pumps, hydrogen unloading facility is dan-
gerous, etc.

• Category V: Impaired mobility for both equipment and involved personnel.
It means one way access to hatch into containment, lack of work platforms with
proper ladders, no cargo elevators where required, no elevator access to the
turbine deck, etc.

• Category VI: Miscellaneous. It includes items such as poor air conditioning,
lack of effective standardization, and high-temperature environment.

9.3 Desirable Human Factors Engineering Maintenance-
Related Attributes of a Power Plant’s Well-Designed
Systems and Elements Relating to Human
Performance that Can Contribute to a Successful
Maintenance Programme

There are many desirable human factors engineering maintenance-related attri-
butes of a power plant’s well-designed systems. A survey-based study reported the
following 11 attributes [5]:

• Attribute I: Ease of servicing and inspection. It means ease of oil changes,
easy to spot problems, good access for preventive maintenance-related activi-
ties, etc.

• Attribute II: Ease of removal, disassembly, and repair. It means easy
removal of circuit breakers, modular design of rod controls, modules on roll-out
rails, etc.

• Attribute III: Effective movement and lifting capability. It means built-in
hoist always in place, access for vehicles, easy removal through roof, etc.
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• Attribute IV: Effective accessibility. It means good access to rod controls for
repair activities, easy access to repair compressors, good accessibility around the
diesels, etc.

• Attribute V: Avoidance of contaminated areas. It basically means, for
example, equipment placed in easily accessible locations well-outside areas
considered ‘‘hot’’.

• Attribute VI: Ease of system troubleshooting testing and monitoring. It
means control cabinet for boiler control easy to troubleshoot, engineered guards
easy to test, built-in calibration system, good test jacks, and easy to input
signals, etc.

• Attribute VII: Availability of all required tools. It means availability of all
types of tools required, for example, all types of special tools provided for a
complex assembly.

• Attribute VIII: Highly reliable equipment. It means reliable relays, highly
reliable engineered safeguards actuation system, air compressor easy to operate,
and rarely breaks down, etc.

• Attribute IX: Good lay down area. It basically means, for example, very good
lay down area for turbine generator.

• Attribute X: Good quality manuals and prints. It means detailed operating
instructions, readable prints, understandable procedures, etc.

• Attribute XI: Miscellaneous. It includes items such as frequent use of mock-
ups for training and fail-safe design.

Additional information on the above attributes is available in Ref. [5].
There are many elements relating to human performance that can contribute to

a successful maintenance programme in a power plant. Six of these elements are
shown in Fig. 9.1 [6].

Additional information related to elements shown in Fig. 9.1 is available in
Ref. [6].

9.4 Performance Goals of a Power Plant that Drive
Decisions About Human Factors and a Study
of Human Factors in Power Plants

Past experiences clearly indicate that there are many performance goals of a power
plant that drive, directly or indirectly, maintenance-related decisions about human
factors. These goals may be categorized under the following three classifications
[7]:

• Classification I: Plant productivity
• Classification II: Plant availability
• Classification III: Plant safety.
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Classification I goals include items such as improving efficiency, reliability, and
motivation of all involved personnel. Classification II goals include increasing the
time period, the power plant can operate at its full power generation capacity by
reducing human errors that, directly or indirectly, contribute to equipment failures
or increase equipment corrective maintenance time. Finally, Classification III
goals include minimizing injury to all involved personnel, damage to equipment/
system, and in the case of nuclear power plants, reducing the radiation exposure to
humans and eliminating altogether the potential for release of radioactivity to the
environment.

A study of maintenance in nine power generation plants (i.e., five nuclear and
four fossil fuel) in regard to human factors reported various types of, directly or
indirectly, human factors-related problems. This study was quite wide ranging in
scope, extending to an examination of items that included designs, environmental
factors, tools, procedures, facilities, spares, and organizational factors.

The findings of this study were grouped under 16 classifications shown in
Fig. 9.2 [3, 5]. Some of the classifications shown in the figure are described below.

Classification I: environmental factors is concerned with human factors’
problems pertaining to environment and two examples of such problems are a high
variability of illumination and heat stress. An example of the problems belonging
to Classification II: communications is an inadequate capacity of the existing

Elements 

Human performance 
program, including error 
prevention tools, and 
performance measures 

Good planning Design for maintainability 

Provision of appropriately 
trained and experienced 
maintenance personnel 

Strategies to learn from 
past experience 

Provision of usable, 
accurate and up to date 
maintenance procedures 

Fig. 9.1 Elements relating to human performance that can contribute to a successful
maintenance programme in a power plant
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communications system to meet the volume of communications’ traffic needed
throughout the plant, particularly during outages.

Classification III: facility design factors is concerned with, directly or indi-
rectly, human factors’ problems pertaining to facility design and three examples of
such problems are poor temperature–ventilation control, high noise level, and
inadequate facility to store contaminated equipment. An example of the problems
belonging to Classification IV: selection and training is the informality of the
training process, with no properly defined selection criteria, and lacking validated
screening methods or tools.

Classifications 

Classification I: 
Environmental 
factors 

Classification 
VIII: Labeling 
and coding

Classification 
IX: Equipment 
maintainability

Classification II: 
Communications 

Classification III: 
Facility design 
factors 

Classification IV: 
Selection and 
training

Classification V: 
Personnel safety 

Classification VI: 
Anthropometrics and 
human strength 

Classification VII: 
Maintenance 
information, 
procedures, and 
manuals 

Classification X: 
Movement of 
humans and 
machines 

Classification XI: 
Maintenance stores, 
supplies, and tools 

Classification XII: 
Equipment 
protection 

Classification XIII: 
Productivity and 
organizational 
interfaces 

Classification XIV: 
Preventive 
maintenance and 
malfunction 
diagnosis 

Classification XV: 
Job practices 

Classification XVI: 
Maintenance errors 
and accidents 

Fig. 9.2 Classifications of the findings of a study of human factors in power plants
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Classification V: personnel safety is concerned with problems such as radiation
exposure, heat prostration, steam burns, and chemical burns. An example of the
problems belonging to Classification VI: anthropometrics and human strength is the
lack of proper access to system/equipment requiring maintenance. Classification
VII: maintenance information, procedures, and manuals are concerned with human
factors-related problems such as inadequate manuals and poorly written procedures.

Three examples of the problems belonging to Classification VIII: labelling and
coding are unsystematic replacement of labels lost or obscured over time, high
likelihood of the occurrence of maintenance errors in multi-unit plants in which
units are identical or very similar in appearance, and poorly descriptive label tags.
An example of a problem belonging to Classification IX: equipment maintain-
ability is the placement of units/parts/components of equipment in locations that
are difficult to access from a normal work position.

Information on the remaining classifications is available in Refs. [3, 5].

9.5 Advantages of Human Factors Engineering
Applications in Power Plants

Various studies conducted over the years have clearly indicated that there are
many advantages of human factors engineering applications in the area of power
plant maintenance [3, 4]. Nonetheless, the advantages of the application of human
factors engineering in the area of power generation in general that directly or
indirectly concern maintenance may be grouped under two main categories as
shown in Fig. 9.3 [7–10].

Category I: reductions includes the following reduction-related advantages:

• Reduction in needless costs.
• Reduction in the occurrence of human error.
• Reduction in number and qualifications of personnel required.
• Reduction in consequences of human error (i.e., number and severity of injuries

and damage to equipment).
• Reduction in job dissatisfaction of personnel (i.e., absenteeism and turnover).
• Reduction in training requirements and attrition.
• Reduction in wasted time and motion.

Category II: increments includes the following increment-related advantages:

• Increases in safety, productivity, and availability.
• Increases in reliability and efficiency of personnel performance.
• Increases in adequacy of communications.
• Increases in job satisfaction of personnel (i.e., motivation, confidence, and

commitment to achieving plant goals).
• Increases in cost-effectiveness of training.
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9.6 Human Factors’ Methods to Assess and Improve
Power Plant Maintainability

There are many human factors methods that can be used for assessing and improving
power plant maintainability. Five of these methods are as follows [3, 4, 11]:

• Critical incident method
• Task analysis
• Structured interviews
• Maintainability checklist
• Potential accident/damage analyses.

All of the above methods are described below, separately.

9.6.1 Critical Incident Method

Various studies conducted, over the years, clearly indicate that the history of
maintenance errors, near-mishaps, or accidents can provide very useful informa-
tion concerning needed maintainability-related improvements. The critical inci-
dent method is a very useful tool for examining such case histories with respect to
human factors. The application of this method calls for making appropriate
arrangements to meet individually with appropriate personnel of maintenance
organization under consideration. During the meeting, each of these individuals is
asked the following three questions:

• Question No. 1: Give one example of a plant system or unit of equipment that
‘‘in your opinion’’ is well ‘‘human-engineered’’ or simple and straightforward to
maintain, and describe the system/unit by emphasizing the appropriate features
that clearly makes it good from the perspective of maintainers.

• Question No. 2: Give one example of a maintenance accident, near mishap, or
error with serious or potentially serious consequences, based on your personal
experience over the time period. Furthermore, describe all the specifics of the case
involved and indicate all the possible ways the situation could have been averted.

Main categories Category I: 
Reductions 

Category II: 
Increments 

Fig. 9.3 Main categories of advantages of the application of human factors engineering in power
generation
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• Question No. 3: Give one example of a plant system or unit of equipment that
‘‘in your opinion is not properly human-engineered’’ or is poorly designed from
the perspective of maintenance personnel and that has caused or could cause a
safety hazard, a human error, or damage to equipment.

After analysing the collected data, necessary changes required for improve-
ments are recommended.

9.6.2 Task Analysis

This method is used to assess the needs of equipment maintainers for effectively
working with hardware to perform a specified task. The analyst, in addition to
making careful observations concerning impediments to effective maintainability,
records and oversees each task element and completion and start times. The
observations are grouped under the following 16 classification [3, 4]:

• Maintenance crew interactions
• Training needs
• Equipment maintainability design features
• Facility design features
• Decision-making factors
• Availability of necessary maintenance-related information (e.g., manuals, pro-

cedures, and schematics)
• Lifting or movement aids
• Workshop adequacy
• Environmental factors
• Access factors
• Tools and job aids
• Supervisor–subordinate relationships
• Communication
• Equipment damage potential
• Spare-parts retrieval
• Personnel hazards.

Additional information on this approach is available in Ref. [11].

9.6.3 Structured Interviews

This is one of the most efficient methods used for collecting maintainability data in
the shortest possible time period. The method is based on the assumption that
repair persons and their supervisors and others close to equipment/system
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maintainability problems, normally provide most useful information regarding
difficulties involved in performing their tasks the best possible way.

A fixed set of questions such as presented below are asked during a structured
interview [3, 11].

• Is our workshop facility sized properly for accommodating effectively all the
personnel in your organization?

• Is your workshop facility arranged appropriately so that it allows safe and
efficient performance of all types of maintenance tasks?

• Are appropriate workbenches and lay down areas provided?
• How well is your workshop facility integrated into the overall plant design?
• How would you describe the surrounding environment in your workshop facility

in regard to factors such as illumination, noise, and ventilation?

After analysing the data collected by asking questions such as above, necessary
recommendations for improvements are made. Additional information on struc-
tured interviews is available in Ref. [11].

9.6.4 Maintainability Checklist

This is a quite useful method and is based basically on the survey study reported in
Ref. [5]. The checklist is divided into the following 14 distinct topical areas [4, 5]:

• Equipment/system maintainability
• Equipment/system protection
• Personnel safety
• Maintenance information
• Anthropometrics and human strength
• Facilities
• Preventive maintenance
• Tools, spares, and stores
• Environmental factors
• Coding and labelling
• Communications
• Selection and training
• Job and organizational factors
• Radiation protection.

After analysing the information collected in the above 14 areas, appropriate
decisions are made. Additional information on maintainability checklist is avail-
able in Ref. [11].
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9.6.5 Potential Accident/Damage Analyses

This is a structured method often used for assessing the accident, damage, or
potential error inherent in a given task. The starting point for determining the
potential for the occurrence of mishaps in the performance of a given maintenance
task is to establish a procedure that describes effectively the task under consid-
eration. Subsequently, the interviewer of the interviewee (e.g., repair person) asks
the following question for each task element [3, 11]:

Is there high, medium, or low chances for the occurrences of an error/an
accident/damage to system/equipment/unit in carrying out, say, Step X?

After analysing all the collected data, recommendations for changes to items
such as system/equipment/unit, procedures, and facility are made. Additional
information on potential accident/damage analyses is available in Ref. [11].

9.7 Problems

1. Discuss power plant systems’ human factors engineering maintenance-related
shortcomings.

2. What are the desirable human factors engineering maintenance-related attri-
butes of a power plant’s well-designed systems?

3. Discuss at least six elements relating to human performance that can con-
tribute to a successful maintenance programme.

4. Discuss the three classifications of performance goals of a power plant that drive
directly or indirectly, maintenance-related decisions about human factors.

5. What are the advantages of human factors engineering applications in power
plants?

6. Describe at least three human factors methods that can be used to assess and
improve power plant maintainability.

7. Compare critical incident method with task analysis.
8. Write an essay on human factors in power plant maintenance.
9. Discuss the classifications of the findings of the study of human factors in

power plants.
10. Write down at least five questions that can be asked during a structured

interview.
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Chapter 10
Human Error in Power Plant
Maintenance

10.1 Introduction

In power plants, maintenance is an important activity and it consumes a significant
proportion of the total amount of money spent on power generation. A number of
studies conducted over the years indicate that human error in maintenance is an
important factor in the occurrence of power generation safety-related incidents [1,
2]. For example, a study of nuclear power plant operating experiences reported that
due to errors in the maintenance of some motors in the rod drives, many motors ran in
a backward direction and withdrew rods altogether, rather than inserting them [3].

Maintenance error cost in power plant maintenance, including opportunity costs
and restoration costs, is potentially very high, the damage impact on the involved
equipment/system may decrease its life significantly, and very serious potential
hazards to humans may occur. Therefore, because of potentially very serious
consequences such as these to human safety and equipment/system function, the
prevention of the occurrence of human errors in maintenance-related tasks is
receiving increasing attention in power generation.

This chapter presents various important aspects of human errors in the area of
power plant maintenance.

10.2 Facts, Figures, and Examples

Some of the facts, figures, and examples directly or indirectly concerned with
human error in power plant maintenance are presented below.

• As per Refs. [4, 5], a number of studies reported that between 55 and 65 %,
human-performance-related problems surveyed in the area of power generation
were concerned with maintenance activities.

• As per Ref. [6], 25 % of unexpected shutdowns in Korean nuclear power plants
were due to human errors, out of which more than 80 % of human errors were
resulted from usual testing and maintenance tasks.

B. S. Dhillon, Human Reliability, Error, and Human Factors in Power Generation,
Springer Series in Reliability Engineering, DOI: 10.1007/978-3-319-04019-6_10,
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• As per Ref. [9], during the period from 1965 to 1995, a total of 199 human errors
occurred in Japanese nuclear power plants, out of which 50 of them were
concerned with maintenance tasks.

• As per Ref. [8], in the state of Florida, on Christmas Day in 1989, two nuclear
reactors were shut down due to maintenance error and caused rolling blackouts.

• As per Ref. [9], maintenance errors account for around 60 % of the annual
power loss due to human errors in fossil power plants.

• In 1990, in the area of nuclear power generation, a study of 126 human-error-
related significant events revealed that about 42 % of the problems were linked
to modification and maintenance [4].

• In the late 1990s, a blast at the Ford Rouge power plant in Dearborn, Michigan,
due to a maintenance error killed six workers and injured many others [10, 11].

• A study of over 4,400 maintenance-related history records concerning a boiling
water reactor (BWR) nuclear power plant covering the period from 1992 to 1994
revealed that about 7.5 % of all failure records could be attributed to human
errors related to maintenance activities [12, 13].

10.3 Maintenance Tasks Most Susceptible to Human Error
in Power Generation and Types of Human Errors
in Digital Plant Protection Systems Maintenance
Tasks

Over the years, various studies have been performed to identify maintenance tasks
most susceptible to human error in power generation. As the result of these studies,
the following five maintenance tasks in the area of nuclear power generation are
found most susceptible to human error [14]:

• Replace reactor coolant pump (RCP) seals.
• Overhaul motor-operated valve (MOV) actuator.
• Test reactor protection system (RPS).
• Overhaul main feed water pump (MFWP).
• Overhaul mainstream isolation valves (MSIV).

In order to take advantage of digital technology, nowadays analogue RPSs are
being replaced by the DPPS. The scope of the occurrence of human error incidence
in DPPS during the performance of a maintenance task is very high, ranging from
missing an important step of work procedure to intentional deviation of work
procedure from the proper work procedure, in order to accomplish the task easily
in uncomfortable environment or save time.

As the result of DPPS maintenance task analysis and published literature sur-
vey, the types of human errors in DPPS maintenance tasks are shown in Fig. 10.1
[15, 16].
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These errors are calibration error, quality error, installation/repair error, resetting
error, restoration error, and bypass error. ‘‘Calibration error’’ is associated with an
incorrect setting of trip limits or references. ‘‘Quality error’’ occurs basically due to
carelessness and limited space for work or transport. Two examples of this type of
error are too little or too much tightening of screws and deficient soldering/welding
joints or insulation. ‘‘Installation/repair error’’ occurs when faulty parts are repaired
or replaced during the refuelling maintenance process as a corrective or preventive
measure.

‘‘Resetting error’’ and ‘‘restoration error’’ occur from a failure to reset bistable
process parameters after completion of a test and from an oversight to restore the
system after completion of maintenance or a test, respectively. Finally, ‘‘bypass
error’’ results whenever a channel is bypassed to carry out tests in that very channel.

10.4 Causal Factors for Critical Incidents and Reported
Events Related to Maintenance Error in Power Plants
and Classifications of Causes of Human Error
in Power Plant Maintenance

There are many causal factors for critical incidents and reported events related to
maintenance error in power plants. A study has identified ten causal factors pre-
sented in Table 10.1, in order of lowest to highest frequency of occurrence, for
critical incidents and reported events concerned with maintenance error in power
plants [17, 18].

‘‘Oversights by maintenance personnel’’ and ‘‘adverse environment factors’’ are
the seventh (or the least) most frequently occurring causal factors. ‘‘Oversights by
maintenance personnel’’ are a small fraction of those errors that would be quite
difficult to anticipate and ‘‘design out’’ of power plants. The ‘‘adverse environ-
mental factors’’ include items such as the requirement for wearing protective

Installation/repair 
error

Resetting error

Quality error

Calibration error

Bypass error

Restoration error

Types of 
human
errors

Fig. 10.1 Types of human errors in digital plant protection systems (DPPS) maintenance tasks
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devices and garments in threatening environments that, in turn, restrict movement
capabilities and visual field of a person, and the encouragement of haste by the
need for minimizing stay time in, say, radioactive environments.

‘‘Poor work practices’’ are the sixth most frequently occurring causal factor.
Two examples of poor work practices are not taking the time required to erect a
scaffold properly so that an item in mid-air can be accessed safely and not waiting
for operators to accomplish the tagging and switching tasks necessary for disabling
the systems requiring attention. ‘‘Problems in facility design’’, ‘‘poor unit and
equipment identification’’, and ‘‘poor training’’ are the fifth most frequently
occurring causal factors. ‘‘Problems in facility design’’ can contribute to accidents,
and some examples of these problems are as follows:

• Insufficient clearances for repair workers.
• Inadequate equipment or transportation aids in the performance of maintenance

tasks.
• Inadequately sized facilities causing an overly dense packaging of equipment

systems and preventing proper performance of inspection or repair tasks.

‘‘Poor unit and equipment identification’’ is the cause of an unexpectedly rather
high number of accidents, and frequently, the problem is between identical items
and time-to-time incorrect identification of potential hazards. ‘‘Poor training’’ is
basically concerned with repair workers’ unfamiliarity with the task or their lack
of full awareness of the system characteristics and inherent dangers associated with
the task under consideration.

‘‘Problems in moving equipment or people’’ are the fourth most frequently
occurring causal factor. These problems usually stem from the inability to use
proper vehicular aids in shifting heavy units of equipment or from poor lifting
capability. ‘‘Deficiencies in equipment design’’ are the third most frequently

Table 10.1 Causal factors, in order of lowest to highest frequency of occurrence, for critical
incidents and reported events concerned with maintenance error in power plants

Causal factor
no.

Causal factor frequency of
occurrence

Causal factor

1 Lowest • Oversights by maintenance personnel
2 • Adverse environmental factors
3 • Poor work practices
4 • Problems in facility design
5 • Poor unit and equipment identification
6 • Poor training
7 • Problems in moving equipment or people
8 • Deficiencies in equipment design
9 • Problems in tagging and clearing equipment for

maintenance

10 Highest • Faulty procedures
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occurring causal factor for near-accidents/accidents revolved about equipment-
design-associated problems. The factor includes items such as follows:

• The equipment not designed with proper mechanical safeguards to prevent the
substitution of incorrect part for the correct replacement part.

• Poorly designed and inherently unreliable parts.
• Parts placed in inaccessible locations.
• Equipment installed incorrectly from the outset.

‘‘Problems in tagging and clearing equipment for maintenance’’ are the second
most frequently occurring causal factor in reported cases where potentially serious
accidents/serious accidents could be attributed to an error/failure, directly or
indirectly, concerned with the equipment clearance activities. ‘‘Faulty procedures’’
are the most frequently (highest/greatest) occurring causal factor in the mishaps
reported. It incorporates items such as lack of adherence to a give procedure,
wrong procedures, lack of specificity, and incompleteness. The following is a good
example of faulty procedures:

Due to poor judgement and not properly following prescribed guidelines, a ground was left
on a circuit breaker. When the equipment/system was put back into service, the circuit
breaker blew up and resulted in extensive property damage.

In this situation, the correct procedure would have called for clearing the
ground before turning on the circuit breaker to its specified service.

Past experiences over the years indicate that there are many causes of human
error in power plant maintenance. On the basis of characteristics obtained from
modelling the maintenance task, causes for the occurrence of human errors in
power plant maintenance may be categorized under the following four classifi-
cations [2]:

• Classification I: design shortcomings in hardware and software. These
shortcomings include items such as deficiencies in the design of controls and
displays, incorrect or confusing procedures, and insufficient communication
equipment.

• Classification II: disturbances of the external environment. Some examples
of these disturbances are the physical conditions such as temperature, ventila-
tion, humidity, and ambient illumination.

• Classification III: induced circumstances. Some examples of these circum-
stances are momentary distractions, emergency conditions, and improper com-
munications, which may result in failures.

• Classification IV: human ability limitations. A good example of these limi-
tations is the limited capacity of short-term memory in the internal control
mechanism.
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10.5 Steps for Improving Maintenance-Related Procedures
in Power Plants

Past experiences over the years clearly indicate that improving maintenance-
related procedures in the area of power generation can be very useful, to reduce the
occurrence of performance errors along with a corresponding increase in unit
reliability. The upgrade of a maintenance procedure, generally, can be accom-
plished by following the eight steps shown in Fig. 10.2 [19].

It is to be noted that an improved or upgraded maintenance procedure can
substantially contribute, directly or indirectly, to many diverse areas including
fewer human-performance-related errors, higher level of employee morale, iden-
tification of necessary plant modifications, better unit reliability, and identification
of required training. Additional information on this topic is available in Ref. [19].

10.6 Useful Guidelines to Reduce and Prevent Human
Errors in Power Plant Maintenance

Over the years, professionals working in the area of power generation have pro-
posed various guidelines to reduce and prevent human errors in power plant
maintenance. Four of these guidelines considered most useful are shown in
Fig. 10.3 [2].

The guideline ‘‘perform administrative policies more thoroughly’’ basically
means motivating personnel involved in maintenance properly to comply with
prescribed quality control procedures. The guideline ‘‘revise training programs for
all involved maintenance personnel’’ basically means that training programs for
personnel involved in maintenance should be revised as per the characteristic and
frequency of occurrence of each extrinsic cause. The guideline ‘‘develop proper
work safety checklists for maintenance personnel’’ basically means that mainte-
nance personnel should be provided with appropriate work safety checklists, which
can be effectively used to determine the possibility of occurrence of human error
as well as the factors that may affect their actions before or subsequent to the
performance of maintenance tasks.

Finally, the guideline ‘‘ameliorate design shortcomings’’ calls for overcoming
shortcomings in areas such as plant layout, work environment, labelling, and
coding, as shortcomings in design can reduce attention to the tasks and may even
induce human errors. Additional information on the guidelines shown in Fig. 10.3
is available in Ref. [2].
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10.7 Methods for Performing Human Error Analysis
in Power Plant Maintenance

There are many methods or models that can be used to perform human error
analysis in power plant maintenance. Three of these methods/models are described
below.

Select a procedure to be upgraded by considering factors such as
Step 1 user inputs and relative importance of the procedure

Step 3 Review the procedure for agreement with the procedure 
development guidelines

Step 4 Conduct the preliminary validation of the procedure to determine 
its usability

Step 2 Review the procedure with respect to items such as device
nomenclature, require test equipment, limits, step sequence,           
prerequisites, and precautions

Step 5 Rewrite the procedure by taking into consideration the results of
Steps 2, 3, and 4

Step 6 Review the revised procedure with respect to technical accuracy
and agreement with the “Procedure Development Guide”

Step 7 Evaluate the revised procedure with respect to its usability by 
those responsible for performing it

Step 8 Approve the upgraded procedure by involving appropriate 
supervisory and management personnel

Fig. 10.2 Steps for upgrading a maintenance procedure
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10.7.1 Maintenance Personnel Performance Simulation
(MAPPS) Model

This model was developed by the Oak Ridge National Laboratory to provide
estimates of performance measures of nuclear power plant maintenance man-
power, and its development was sponsored by the United States Nuclear Regu-
latory Commission (NRC) [20]. The main objective for its development was the
pressing need for and lack of a human reliability data bank pertaining to nuclear
power plant maintenance-related tasks, for application in conducting probabilistic
risk-assessment-related studies.

Some of the performance measures estimated by the MAPPS model are as
follows:

• Probability of successfully accomplishing the task of interest.
• Probability of an undetected error.
• Identification of the most and least likely error-prone sub elements.
• Maintenance team stress profiles during task execution.

Finally, it is added that MAPPS model is an excellent tool to estimate important
maintenance-related parameters and its flexibility allows it to be used in a wide
variety of studies dealing with nuclear power plant maintenance activity.

Additional information concerning this model (i.e. MAPPS model) is available
in Ref. [20].

10.7.2 Markov Method

This method is often used to perform probability analysis of repairable engineering
systems, and it can also be used to perform human error analysis in the area of

Guidelines

Revise training programs 
for all involved 
maintenance personnel

Develop proper work 
safety checklists for 
maintenance personnel

Perform administrative 
policies more thoroughly

Ameliorate design 
shortcomings

Fig. 10.3 Useful guidelines to reduce and prevent human errors in power plant maintenance
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power plant maintenance. The method is described in detail in Chap. 4. Its
application to perform human error analysis in the area of power plant mainte-
nance is demonstrated through the following mathematical model:

Model
This mathematical model represents a power plant system that can only fail due to
non-maintenance-related failures, but the occurrence of maintenance error
degrades its performance. The power plant system state space diagram is shown in
Fig. 10.4. Numerals in boxes and circle denote power plant system states.

The following assumptions are associated with the model:

• Maintenance error causes power plant system degradation, but not failure.
• The completely or partially failed power plant system is repaired.
• The power plant system can fail from its degraded state due to failures other

than maintenance errors.
• The power plant system maintenance error and non-maintenance error failure

rates are constant.
• All power plant system repair rates are constant, and the repaired system is as

good as new.

The following symbols are associated with the model:
j is the power plant system state j; for j = 0 (power plant system operating

normally), j = 1 (power plant system degraded due to maintenance error),
and i = 2 (power plant system failed)

Pj(t) is the probability that the power plant system is in state j at time t; for
j = 0, 1, 2

k1 is the power plant system constant failure rate
k2 is the power plant system constant maintenance error rate
k3 is the power plant system constant failure rate when in degraded state
l1 is the power plant system constant repair rate from fully failed state (i.e.

state 2)

Power plant 
system 
degraded due to 
maintenance 
error

1

Power plant 
system operating 
normally

0

Power plant 
system failed

2

1λ

2λ 3λ

2μ

1μ

3μ

Fig. 10.4 Power plant system state space diagram
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l2 is the power plant system constant repair rate from degraded state (i.e. state 1)
l3 is the power plant system constant repair rate from fully failed state (i.e.

state 2) to degraded state (i.e. state 1).

By using the Markov method described in Chap. 4, we write down the fol-
lowing equations for Fig. 10.4 state space diagram:

dP0ðtÞ
dt
þ k1 þ k2ð ÞP0ðtÞ ¼ l2P1ðtÞ þ l1P2ðtÞ ð10:1Þ

dP1ðtÞ
dt

þ l2 þ k3ð ÞP1ðtÞ ¼ l3P2ðtÞ þ k2P0ðtÞ ð10:2Þ

dP2ðtÞ
dt

þ l1 þ l3ð ÞP2ðtÞ ¼ k1P0ðtÞ þ k3P1ðtÞ ð10:3Þ

At time t = 0, P0ð0Þ ¼ 1; P1ð0Þ ¼ 0; and P2ð0Þ ¼ 0:
By solving Eqs. (10.1–10.3), we get

P0ðtÞ ¼
l2l1 þ k3l1 þ l2l3

X1X2

þ l2X1 þ l1X1 þ l3X1 þ X1k3 þ X2 þ l2l1 þ k3l1 þ l2l3

X1 X1 � X2ð Þ

� �
eX1t

þ 1� l2l1 þ k3l1 þ l2l3ð Þ
X1X2

�

�
l2X1 þ l1X1 þ l3X1 þ X1k3 þ X2

1 þ l2l1 þ k3l1 þ l2l3

X1 X1 � X2ð Þ

� ��
eX2t

ð10:4Þ

where

X1;X2 ¼ �A� A2 � 4 l2l1 þ k3l1 þ l2l3 þ l1k2 þ k2l3 þ k2k3 þ l2k1 þ k1l3 þ k1k3

� �� 	1=2
h i

=2

A ¼ k2 þ k1 þ k3 þ l2 þ l1 þ l3

X1X2 ¼ l2l1 þ k3l1 þ l2l3 þ l1k2 þ k2l3 þ k2k3 þ l2k1 þ k1l3 þ k1k3

P1ðtÞ ¼
k2l1 þ k2l3 þ k1l3

X1X2
þ X1k2 þ k2l1 þ k2l3 þ k1l3

X1 X1 � X2ð Þ

� �
eX1t

� k2l1 þ k2l3 þ k1l3

X1X2
þ X1k2 þ k2l1 þ k2l3 þ k1l3

X1 X1 � X2ð Þ

� �
eX2t

ð10:5Þ

P2ðtÞ ¼
k2k3 þ l2k1 þ k1k3

X1X2
þ X2k1 þ k2k3 þ k1l2 þ k1k3

X1 X1 � X2ð Þ

� �
eX1t

� k2k3 þ l2k1 þ k1k3

X1X2
þ X1k1 þ k2k3 þ k1l2 þ k1k3

X1 X1 � X2ð Þ

� �
eX2t

ð10:6Þ
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The probability of power plant system degradation due to maintenance error is
expressed by Eq. (10.5). As time t becomes very large, Eq. (10.5) reduces to

P1 ¼
k2l1 þ k2l3 þ k1l3

X1X2
ð10:7Þ

where
P1 is the steady-state probability of power plant system degradation due to

maintenance error.

The power plant system time-dependent operational availability is expressed by

PSOAVðtÞ ¼ P0ðtÞ þ P1ðtÞ ð10:8Þ

where
PSOAV(t) is the power plant system operational availability at time t.

As time t becomes very large, Eq. (10.8) reduces to

PSOAV ¼ l2l1 þ k3l1 þ l2l3 þ k2l1 þ k2l3 þ k1l3

X1X2
ð10:9Þ

where
PSOAV is the power plant system steady-state operational availability.

Example 10.1 Assume that for a power system, the following data values are
given:

• k1 ¼ 0:005 failures per hour
• l1 ¼ 0:04 repairs per hour
• k2 ¼ 0:0003 failures per hour
• l2 ¼ 0:007 repairs per hour
• k3 ¼ 0:002 failures per hour
• l3 ¼ 0:08 repairs per hour

Calculate the power plant system degradation steady-state probability due to
maintenance error with the aid of Eq. (10.7).

By inserting the specified data values into Eq. (10.7), we obtain

P1 ¼ 0:0003ð Þ 0:04ð Þ þ 0:0003ð Þ 0:08ð Þ þ 0:005ð Þ 0:08ð Þ½ �= 0:007ð Þ 0:04ð Þ þ 0:002ð Þ 0:04ð Þ½
þ 0:007ð Þ 0:08ð Þ þ 0:04ð Þ 0:0003ð Þ þ 0:0003ð Þ 0:08ð Þ þ 0:0003ð Þ 0:002ð Þ
þ 0:007ð Þ 0:005ð Þ þ 0:005ð Þ 0:08ð Þ þ 0:005ð Þ 0:002ð Þ�
¼ 0:3110

Thus, the power plant system degradation steady-state probability due to
maintenance error is 0.3110.

10.7 Methods for Performing Human Error Analysis in Power Plant Maintenance 145



10.7.3 Fault Tree Analysis

This method is often used to perform various types of reliability-related analysis in
the area of power generation [21, 22]. The method is described in Chap. 4. The
application of the method to perform human error analysis in power plant main-
tenance is demonstrated through the example presented below.

Example 10.2 A system used in a power plant can fail due to a maintenance error
caused by any of the following four factors:

• Carelessness.
• Poor work environment.
• Poor system design.
• Use of poorly written maintenance manuals.

Two major factors for carelessness are time constraints and poor training.
Similarly, two factors for poor work environment are distractions and poor
lighting.

Develop a fault tree for the top event ‘‘power plant system failure due to a
maintenance error’’ by using fault tree symbols given in Chap. 4.

A fault tree for this example is shown in Fig. 10.5.

Example 10.3 Assume that the occurrence probability of each basic event X1, X2,
X3, X4, X5, and X6 shown in Fig. 10.5 is 0.02. For independent events, calculate the
occurrence probabilities of the top event T (i.e. power plant system failure due to a
maintenance error) and intermediate events I1 (i.e. poor work environment) and I2

(i.e. carelessness). Also, redraw Fig. 10.5 fault tree with given and calculated fault
event occurrence probability values.

With the aid of Chap. 4 and the specified data values, we obtain the values of I1,
I2, and T as follows:

PðI1Þ ¼ PðX1Þ þ PðX2Þ � PðX1ÞPðX2Þ
¼ 0:02þ 0:02� 0:02ð Þ 0:02ð Þ
¼ 0:0396

ð10:10Þ

where
P(X1), P(X2), and P(I1) are the occurrence probabilities of events X1, X2, and I1,

respectively.

The occurrence probability of event I2 is given by

PðI2Þ ¼ PðX3Þ þ PðX4Þ � PðX3ÞPðX4Þ
¼ 0:02þ 0:02� 0:02ð Þ 0:02ð Þ
¼ 0:0396

ð10:11Þ
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where
P(X3), P(X4), and P(I2) are the occurrence probabilities of events X3, X4, and I2,

respectively.

With the aid of the above calculated and specified data values and Chap. 4, we
obtain

PðTÞ ¼ 1� 1� P I1ð Þf g 1� P I2ð Þf g 1� P X5ð Þf g 1� P X6ð Þf g
¼ 1� 1� 0:0396ð Þ 1� 0:0396ð Þ 1� 0:02ð Þ 1� 0:02ð Þ
¼ 0:1141

ð10:12Þ

where
P(T), P(X5), and P(X6) are the occurrence probabilities of events T, X5, and X6,

respectively.

Thus, the occurrence probabilities of events T, I1, and I2 are 0.1141, 0.0396, and
0.0396, respectively. Figure 10.5 fault tree with given and calculated fault event
occurrence probability values is shown in Fig. 10.6.

Power plant system 
failure due to a 
maintenance error

Carelessness
Poor 
system 
design

Use of 
poorly 
written 
maintenance 
manuals

Dist-
ractions

Poor 
lighting

Time
cons-
straints

Poor 
training

5X 6X

1X 2X 3X

T

Poor work 
environment

2I

1I

4X

Fig. 10.5 Fault tree for Example 10.2
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10.8 Problems

1. Write an essay on human error in power plant maintenance.
2. List at least six facts and figures concerned with human error in power plant

maintenance.
3. What are the maintenance tasks in the area of nuclear power generation most

susceptible to human error?
4. Discuss the types of human errors in DPPS maintenance tasks.
5. Discuss causal factors for critical incidents and reported events related to

maintenance error in power plants.
6. What are the classifications of causes of human errors in power plant main-

tenance? Discuss each of these classifications.
7. Discuss steps for improving maintenance-related procedures in power plants.
8. Discuss useful guidelines to reduce and prevent human errors in power plant

maintenance.
9. What is MAPPS model? Describe it in detail.

10. Prove Eq. (10.7) using Eq. (10.5).

0.1141

0.0396 0.0396

0.02 0.02

0.02 0.020.02

T

1I

5X 6X

1X

0.02

2I

2X 3X 4X

Fig. 10.6 A fault tree with given and calculated fault event occurrence probability values
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Chapter 11
Mathematical Models for Performing
Human Reliability and Error Analysis
in Power Plants

11.1 Introduction

Mathematical modelling is a widely used approach in the area of engineering to
perform various types of analysis. In this case, a system’s components are rep-
resented by idealized elements assumed to have representative characteristics of
real-life components, and whose behaviour is possible to be described by equa-
tions. However, the degree of realism of a mathematical model very much depends
on the assumptions imposed upon it.

Over the years, in the area of reliability engineering, a large number of
mathematical models have been developed to study various aspects of human
reliability and error in engineering systems. Most of these models were developed
using the Markov method [1–3]. Although, the effectiveness of such models can
vary from one situation to another, some of these models are being used quite
successfully to study various types of real-life environments in industry [4–6].
Thus, some of these models can also be used to study human reliability and error-
related problems in the area of power generation.

This chapter presents the mathematical models considered most useful for
performing human reliability and error analysis in power plants.

11.2 Model I: Human Correctability Probability Function

This mathematical model is concerned with the human capacity to correct self-
generated errors. More specifically, the model is concerned with predicting the
probability that a self-generated error will be corrected in time t. Nonetheless, Ref.
[2] defines correctability function as the probability that a task will be corrected in
time t subjected to stress constraint related to the task and its environments.
Mathematically, the correctability probability function is expressed as follows
[2, 5, 7, 8]:

B. S. Dhillon, Human Reliability, Error, and Human Factors in Power Generation,
Springer Series in Reliability Engineering, DOI: 10.1007/978-3-319-04019-6_11,
� Springer International Publishing Switzerland 2014
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CP tð Þ ¼ P correction of error in time t=stressð Þ ð11:1Þ

where
CP(t) is the probability that a human error will be corrected/rectified in time t.
P is the probability.

The time derivative of non-correctability probability function, CPðtÞ; is
expressed by [2]

CP
0ðtÞ ¼ � 1

n
NC0ðtÞ ð11:2Þ

where the prime denotes differentiation with respect to time t, and
NC(t) is the number of times the task is not accomplished after time t.
n is the number of times task correction is accomplished after time t.

By dividing the both sides of Eq. (11.2) by NC(t), and rearranging, we obtain

CP
0ðtÞ � n

NCðtÞ ¼ �
NC0ðtÞ
NCðtÞ ð11:3Þ

The right-hand side of Eq. (11.3) represents the instantaneous task correction
rate, acðtÞ: Hence, with the aid of Eq. (11.1), we rewrite Eq. (11.3) as follows [8]:

CP
0ðtÞ

CPðtÞ
þ acðtÞ ¼ 0 ð11:4Þ

By solving Eq. (11.4) for specified initial conditions, we obtain

CPðtÞ ¼ e�
R t

0
acðtÞdt ð11:5Þ

Since CPðtÞ þ CPðtÞ ¼ 1; we get

CPðtÞ ¼ 1� e�
R t

0
acðtÞdt ð11:6Þ

It is to be noted that Eq. (11.6) is a general expression for correctability
probability function (i.e. it holds for both constant or non-constant task correction
rates). More specifically, it holds whether the task correction times are described
by the exponential distribution or any other probability distribution such as
Weibull.

Example 11.1 A power plant operator’s self-generated error correction times are
Weibull distributed. Thus, his/her task/error correction rate is defined by

acðtÞ ¼
ctc�1

bc ð11:7Þ
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where
c is the distribution shape parameter.
b is the distribution scale parameter.
t is time.

Obtain an expression for the correctability probability function of the operator.
By inserting Eq. (11.7) into Eq. (11.6), we obtain

CPðtÞ ¼ 1� e�
R t

0
ððctc�1Þ=bcÞdt

¼ 1� e�ðt=bÞ
c

ð11:8Þ

Thus, Eq. (11.8) is the expression for the correctability probability function of the
power plant operator.

11.3 Model II: Critical and Non-Critical Human Errors
Probability Prediction

This mathematical model represents an operator or any other personnel in power
plants performing a time-continuous task subjected to non-critical and critical
errors. More specifically, the errors committed by these personnel are grouped
under two categories (i.e. non-critical and critical). The model can be used to
obtain information such as the following:

• The power plant operator mean time to error.
• The power plant operator performance reliability at time t.
• The probability of the power plant operator committing a non-critical error at

time t.
• The probability of the power plant operator committing a critical error.

The state space diagram of the model is shown in Fig. 11.1, and the numerals in
the diagram circle and boxes denote the states of the power plant operator.

The model is subjected to the following assumptions:

• Non-critical human error rate is constant.
• Critical human error rate is constant.
• Human errors occur independently.

The following symbols are associated with the model/diagram:
i is the ith state of the power plant operator; i = 0 means that the power

plant operator is performing his/her task correctly; i = 1 means that the
power plant operator has committed a critical human error; and i = 2
means that the power plant operator has committed a non-critical human
error.
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PiðtÞ is the probability of the power plant operator being in state i at time t, for
i = 0, 1, 2.

kch is the constant critical human error rate of the power plant operator.
knh is the constant non-critical human error rate of the power plant operator.

Using the Markov method, we write down the following equations for the
Fig. 11.1 diagram [1, 9, 10]:

dP0ðtÞ
dt
þ knh þ kchð ÞP0ðtÞ ¼ 0 ð11:9Þ

dP1ðtÞ
dt
� kchP0ðtÞ ¼ 0 ð11:10Þ

dP2ðtÞ
dt
� knhP0ðtÞ ¼ 0 ð11:11Þ

At time t = 0, P0ð0Þ ¼ 1; P1ð0Þ ¼ 0; and P2ð0Þ ¼ 0:
Solving Eqs. (11.9–11.11), we get the following equations.

P0ðtÞ ¼ e� knhþkchð Þt ð11:12Þ

P1ðtÞ ¼
kch

knh þ kch

1� e� knhþkchð Þt
h i

ð11:13Þ

P2ðtÞ ¼
knh

knh þ kch

1� e� knhþkchð Þt
h i

ð11:14Þ

Power plant 
operator 
performing 
his/her task 
correctly

0

Power plant operator 
committed a critical 
human error

1

Power plant operator 
committed a non-
critical human error

2

chλ

nhλ

Fig. 11.1 State space diagram for the power plant operator subjected to non-critical and critical
human errors
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The reliability of the power plant operator’s performance is given by

RpoðtÞ ¼ P0ðtÞ
¼ e� knhþkchð Þt ð11:15Þ

where
RpoðtÞ is the reliability of the power plant operator’s performance at time t.

Mean time to human error of the power plant operator is given by Dhillon [1,
10]

MTTHEpo ¼
Z1

0

RpoðtÞ dt

¼
Z1

0

e� knhþkchð Þt dt

¼ 1
knh þ kch

ð11:16Þ

where
MTTHEpo is the mean time to human error of the power plant operator.

Example 11.2 Assume that a power plant operator’s constant non-critical and
critical human error rates are 0.0008 and 0.0003 errors/h, respectively. Calculate
the power plant operator’s mean time to human error and probability of making a
critical human error during a 10-h mission.

Substituting the given data values into Eqs. (11.16) and (11.13) yields

MTTHEpo ¼
1

0:0008þ 0:0003
¼ 909:09 h

and

P1ð10Þ ¼ 0:0003
0:0008þ 0:0003

1� e�ð0:0008þ0:0003Þð10Þ
h i

¼ 0:0029

Thus, the power plant operator’s mean time to human error and probability of
making a critical human error during a 10-h mission are 909.09 h and 0.0029,
respectively.
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11.4 Model III: Human Performance Reliability
in Fluctuating Environment

This mathematical model represents a power plant operator or any other power
plant personnel performing time-continuous task in fluctuating environment (i.e.
normal and stressful). As the rate of human errors can vary significantly from
normal work environment to stressful work environment, this mathematical model
can be used to calculate the power plant operator’s performance reliability,
probabilities of making an error in normal and stressful environments, and mean
time to human error in the fluctuating environment.

The state space diagram of this mathematical model is shown in Fig. 11.2, and
the numerals in the diagram boxes denote the states of the power plant operator.

The following assumptions are associated with the model:

• Rates of the environment changing from normal to stressful and vice versa are
constant.

• All power plant operator errors occur independently.
• Power plant operator error rates in normal and stressful environments are

constant.

The following symbols are associated with the diagram/model:
i is the ith state of the power plant operator; i = 0 means that the power

plant operator is performing his/her task correctly in normal environment;
i = 1 means that the power plant operator is performing his/her task
correctly in stressful environment; i = 2 means that the power plant
operator has committed an error in normal environment; and i = 3 means
that the power plant operator has committed an error in stressful
environment.

PiðtÞ is the probability of the power plant operator being in state i at time t, for
i = 0, 1, 2, 3.

as is the constant transition rate from normal work environment to stressful
work environment.

an is the constant transition rate from stressful work environment to normal
work environment.

khs is the constant human error rate of the power plant operator performing
his/her task in stressful environment.

khn is the constant human error rate of the power plant operator performing
his/her task in normal environment.

With the aid of Markov method, we write down the following set of equations
for the Fig. 11.2 diagram [3, 10]:

dP0ðtÞ
dt
þ khn þ asð ÞP0ðtÞ ¼ anP1ðtÞ ð11:17Þ
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dP1ðtÞ
dt
þ khs þ anð ÞP1ðtÞ ¼ asP0ðtÞ ð11:18Þ

dP2ðtÞ
dt
¼ khnP0ðtÞ ð11:19Þ

dP3ðtÞ
dt
¼ khsP1ðtÞ ð11:20Þ

At time t = 0, P0ð0Þ ¼ 1; and; P1ð0Þ ¼ P2ð0Þ ¼ P3ð0Þ ¼ 0:
By solving Eqs. (11.17–11.20) with the aid of Laplace transforms, we obtain the

following state probability equations:

P0ðtÞ ¼
1

y1 � y2ð Þ y2 þ khs þ anð Þey2t � y1 þ khs þ anð Þey1t½ � ð11:21Þ

where

y1 ¼ �a1 þ ða2
1 � 4a2Þ1=2

h i
=2 ð11:22Þ

y2 ¼ �a1 � ða2
1 � 4a2Þ1=2

h i
=2 ð11:23Þ

a1 ¼ khn þ khs þ an þ as ð11:24Þ

Power plant operator 
performing his/her 
task correctly in 
stressful environment

1

Power plant operator 
performing his/her 
task correctly in 
normal environment

0

Power plant operator 
committed an error 
in normal 
environment

2

Power plant operator 
committed an error in 
stressful environment

3

nα
sα

hsλ

hnλ

Fig. 11.2 State space diagram for the power plant operator performing his/her task in fluctuating
normal and stressful environments
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a2 ¼ khnðkhs þ anÞ þ askhs ð11:25Þ

P2ðtÞ ¼ a4 þ a5ey2t � a6ey1t ð11:26Þ

where

a3 ¼
1

y2 � y1
ð11:27Þ

a4 ¼ khn khs þ anð Þ=y1y2 ð11:28Þ

a5 ¼ a3 khn þ a4y1ð Þ ð11:29Þ

a6 ¼ a3 khn þ a4y2ð Þ ð11:30Þ

P1ðtÞ ¼ asa3 ey2t � ey1tð Þ ð11:31Þ

P3ðtÞ ¼ a7 1þ a3ð Þ y1ey2t � y2ey1tð Þ½ � ð11:32Þ

where

a7 ¼ khsas=y1y2 ð11:33Þ

The performance reliability of the power plant operator is given by

RppoðtÞ ¼ P0ðtÞ þ P1ðtÞ ð11:34Þ

where
RppoðtÞ is the power plant operator reliability at time t.

The mean time to human error of the power plant operator is given by

MTTHEppo ¼
Z1

0

RppoðtÞdt

¼ khs þ as þ anð Þ=a2

ð11:35Þ

where
MTTHEppo is the mean time to human error of the power plant operator.

Example 11.3 Assume that an operator is performing a certain task at a power
plant in fluctuating environments and his/her constant error rates in normal and
stressful environments are 0.0002 and 0.0004 errors/h, respectively. The constant
transition rates from normal to stressful environment and vice versa are 0.05 and
0.01 times/h, respectively.

Calculate the mean time to human error of the power plant operator.
By inserting the given data values into Eq. (11.35), we obtain
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MTTHEppo ¼
0:0004þ 0:05þ 0:01ð Þ

0:0002ð Þ 0:0004þ 0:01ð Þ þ 0:05ð Þ 0:0004ð Þ
¼ 2,735:51 h

Thus, the mean time to human error of the power plant operator is 2,735.51 h.

11.5 Model IV: Human Performance Reliability Prediction
with Critical and Non-Critical Self-Generated Errors
and Corrective Action

This mathematical model is the same as Model II but with one exception, i.e. the
corrective action is taken by the power plant operator from states 1 and 2 as shown
in Fig. 11.3 state space diagram. The additional symbols shown in the state space
diagram are lch and lnh, representing the power plant operator’s constant critical
human error correction rate and constant non-critical human error correction rate,
respectively. All other symbols and assumptions used in this model are same as the
ones in Model II.

With the aid of Markov method, we write down the following equations for
Fig. 11.3 state space diagram [9, 10]:

dP0ðtÞ
dt
þ kch þ knhð ÞP0ðtÞ ¼ lchP1ðtÞ þ lnhP2ðtÞ ð11:36Þ

dP1ðtÞ
dt
þ lchP1ðtÞ ¼ kchP0ðtÞ ð11:37Þ

dP2ðtÞ
dt
þ lnhP2ðtÞ ¼ knhP0ðtÞ ð11:38Þ

At time t = 0, P0ð0Þ ¼ 1; and P1ð0Þ ¼ P2ð0Þ ¼ 0:
Solving Eqs. (11.36–11.38), we obtain the following equations:

P0ðtÞ ¼
lchlnh

x1x2
þ x1 þ lnhð Þ x1 þ lchð Þ

x1 x1 � x2ð Þ

� �
ex1t � x2 þ lnhð Þ x2 þ lchð Þ

x2 x1 � x2ð Þ

� �
ex2t

ð11:39Þ

where

x1; x2 ¼
�b� b2 � 4 lchlnh þ kchlnh þ knhlchð Þð Þ1=2

2
ð11:40Þ

b ¼ kch þ knh þ lch þ lnh ð11:41Þ

x1x2 ¼ lchlnh þ knhlch þ kchlnh ð11:42Þ
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x1 þ x2 ¼ � lch þ lnh þ kch þ knhð Þ ð11:43Þ

P1ðtÞ ¼
kchlnh

x1x2
þ kchx1 þ kchlnh

x1 x1 � x2ð Þ

� �
ex1t � ðlnh þ x2Þkchð Þ

x2 x1 � x2ð Þ

� �
ex2t ð11:44Þ

P2ðtÞ ¼
knhlch

x1x2
þ knhx1 þ knhlch

x1 x1 � x2ð Þ

� �
ex1t � lch þ x2ð Þknh

x2 x1 � x2ð Þ

� �
ex2t ð11:45Þ

Thus, the power plant operator’s performance reliability with correction is
expressed by Eq. (11.39), i.e.

RpcðtÞ ¼ P0ðtÞ ð11:46Þ

where
RpcðtÞ is the power plant operator’s performance reliability with correction at

time t.

As time t becomes very large, we obtain the following steady-state probability
equations from Eqs. (11.39), (11.44), and (11.45), respectively:

P0 ¼ lim
t!1

P0ðtÞ ¼
lchlnh

x1x2
ð11:47Þ

P1 ¼ lim
t!1

P1ðtÞ ¼
kchlnh

x1x2
ð11:48Þ

Power plant 
operator 
performing 
his/her task 
correctly

0

Power plant operator 
committed a critical 
human error

1

Power plant operator 
committed a non-
critical human error

2

chμ

chλ

nhλ

nhμ

Fig. 11.3 State space diagram for the power plant operator subjected to non-critical and critical
human errors and corrections
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P2 ¼ lim
t!1

P2ðtÞ ¼
knhlch

x1x2
ð11:49Þ

where
Pj is the power plant operator’s steady-state probability being in state j; for

j = 0, 1, 2.

Example 11.4 A power plant operator is performing a time-continuous task, and
during an accumulated period of 12,000 h, he/she made a total of 12 non-critical
errors and self-corrected five of them. During the same time period, he/she also
made four critical human errors and self-corrected one of them. More specifically,
the operator took 3 h to correct five non-critical errors and 2 h to correct one
critical error.

Calculate the power plant operator’s steady-state probabilities of being in states
0, 1, and 2, if the times to error correction and the times to error are exponentially
distributed.

For the given data values, we get

knh ¼
12

12,000
¼ 0:001 errors=h

kch ¼
4

12,000
¼ 0:0003 errors=h

lnh ¼
5
3
¼ 1:67 corrections=h

lch ¼
1
2
¼ 0:5 corrections=h

By inserting the above-calculated values into Eqs. (11.47–11.49), we obtain:

P0 ¼
ð0:5Þð1:67Þ

ð0:5Þð1:67Þ þ ð0:001Þð0:5Þ þ ð0:0003Þð1:67Þ
¼ 0:9988

P1 ¼
ð0:0003Þð1:67Þ

ð0:5Þð1:67Þ þ ð0:001Þð0:5Þ þ ð0:0003Þð1:67Þ
¼ 0:0006

P2 ¼
ð0:001Þð0:5Þ

ð0:5Þð1:67Þ þ ð0:001Þð0:5Þ þ ð0:0003Þð1:67Þ
¼ 0:0006

Thus, the steady-state probabilities of the power plant operator being in states 0,
1, and 2 are 0.9988, 0.0006, and 0.0006, respectively.
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11.6 Model V: Availability Analysis of a Power Plant
System with Human Error

This mathematical model represents a power plant system that can only fail due to
the occurrence of hardware failures, but human errors made by power plant per-
sonnel can degrade its performance. The system is repaired from degraded and
failed states.

The state space diagram of this mathematical model is shown in Fig. 11.4, and
the numerals in the diagram circles and box denote the states of the power plant
system. The model is subjected to the following assumptions:

• Power plant system hardware failure and human error rates are constant.
• The degraded power plant system can only fail due to hardware failures.
• Human errors made by power plant personnel can only lead to power plant

system degradation, but not failure.
• All power plant system repair rates are constant.
• The repaired power plant system is as good as new.
• The completely or partially failed power plant system is repaired.
• The completely failed power plant system is repaired either to its degraded state

or to its normal working state.

The following symbols are associated with the model/diagram:
i is the ith state of the power plant system; i = 0 means that the power plant

system is working normally; i = 1 means that the power plant system
degraded due to human error made by power plant personnel; and i = 3
means that the power plant system failed.

PiðtÞ is the probability that the power plant system is in state i at time t, for
i = 0, 1, 2.

ks is the power plant system constant failure rate.
ls is the power plant system constant repair rate.
kh is the constant human error rate due to power plant personnel.
ld is the constant repair rate from the power plant system degraded state to

normal working state.
k is the power plant system constant failure rate from its degraded state.
l is the constant repair rate from the power plant system failed state to

degraded or partially working state.

With the aid of Markov method, we write down the following set of equations
for the Fig. 11.4 state space diagram [1, 10, 11]:

dP0ðtÞ
dt
þ kh þ ksð ÞP0ðtÞ ¼ ldP1ðtÞ þ lsP2ðtÞ ð11:50Þ

dP1ðtÞ
dt
þ kþ ldð ÞP1ðtÞ ¼ khP0ðtÞ þ lP2ðtÞ ð11:51Þ
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dP2ðtÞ
dt
þ lþ lsð ÞP2ðtÞ ¼ ksP0ðtÞ þ kP1ðtÞ ð11:52Þ

At time t = 0, P0ð0Þ ¼ 1; P1ð0Þ ¼ 0; and P2ð0Þ ¼ 0:
Solving Eqs. (11.50–11.52), we obtain the following equations:

P0ðtÞ ¼
ldls þ kls þ ldl

B1B2
þ ldB1 þ lsB1 þ lB1 þ kB1 þ B2

1 þ ldls þ kls þ ldl
� �

eB1t

þ 1� ldls þ kls þ ldl
B1B2

� �
� ldB1 þ lsB1 þ lB1 þ B1kþ B2

1 þ ldls þ kls þ ldl
B1 B1 � B2ð Þ

� �� 	
eB2t

ð11:53Þ

where

B1; B2 ¼
�C � C2 � 4 ldls þ kls þ ldlþ lskh þ khlþ khkþ ldks þ kslþ kskð Þf g1=2
h i

2

ð11:54Þ

C ¼ kh þ ks þ kþ lþ ls þ ld ð11:55Þ

B1B2 ¼ ldls þ kls þ ldlþ lskh þ khlþ khkþ ldks þ kslþ ksk ð11:56Þ

P1ðtÞ ¼
khls þ khlþ ksl

B1B2
þ B1kh þ khls þ khlþ ksl

B1 B1 � B2ð Þ

� �
eB1t

� khls þ khlþ ksl
B1B2

þ B1kh þ khls þ khlþ ksl
B1 B1 � B2ð Þ

� �
eB2t

ð11:57Þ

Power plant 
system failed

2

Power plant system 
working normally

0

Power plant system 
degraded due to 
human error made 
by power plant 
personnel

1

sλ

sμ

λ

μ

hλ

dμ

Fig. 11.4 State space diagram for the power plant system
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P2ðtÞ ¼
khkþ ldks þ ksk

B1B2
þ B1ks þ khkþ ksld þ ksk

B1 B1 � B2ð Þ

� �
eB1t

� khkþ ldks þ ksk
B1B2

þ B1ks þ khkþ ksld þ ksk
B1 B1 � B2ð Þ

� �
eB2t

ð11:58Þ

The probability of the power plant system degradation due to human error by
the power plant personnel is expressed by Eq. (11.57). As time t becomes very
large, Eq. (11.57) reduces to

P1 ¼
khls þ khlþ ksl

B1B2
ð11:59Þ

where
P1 is the steady-state probability of the power plant system degradation due to

human error by the power plant personnel.

The power plant system operational availability at time t is expressed by

AVpsðtÞ ¼ P0ðtÞ þ P1ðtÞ ð11:60Þ

where
AVpsðtÞ is the power plant system operational availability at time t.

As time t becomes very large, with the aid of Eqs. (11.53) and (11.57), Eq.
(11.60) becomes

AVps ¼
ldls þ kls þ ldlþ khls þ khlþ ksl

B1B2
ð11:61Þ

where
AVps is the power plant system steady-state operational availability.

Example 11.5 Assume that for a certain power plant system, the following data
values are known:

kh ¼ 0:0005 errors=h

ks ¼ 0:004 failures=h

k ¼ 0:001 failures=h

l ¼ 0:07 repairs=h

ls ¼ 0:06 repairs=h

ld ¼ 0:008 repairs=h

Calculate the steady-state probability of the power plant system degradation
due to human error by the power plant personnel.

By inserting the given data values into Eq. (11.59), we get
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P1 ¼ 0:0005ð Þ 0:06ð Þ þ 0:0005ð Þ 0:07ð Þ þ 0:004ð Þ 0:07ð Þ½ �= 0:008ð Þ 0:006ð Þ½
þ 0:001ð Þ 0:06ð Þ þ 0:008ð Þ 0:07ð Þ þ 0:06ð Þ 0:0005ð Þ þ 0:0005ð Þ 0:07ð Þ
þ 0:0005ð Þ 0:001ð Þ þ 0:008ð Þ 0:004ð Þ þ 0:004ð Þ 0:07ð Þ þ 0:004ð Þ 0:001ð Þ�

¼ 0:000345
0:001481

¼ 0:2328

Thus, the steady-state probability of the power plant system degradation due to
human error by the power plant personnel is 0.2328.

11.7 Model VI: Reliability Analysis of a Power Plant
Redundant System with Human Errors

This mathematical model represents a two-identical redundant active unit power
plant system subjected to the occurrence of human errors. Each of these units can
fail either due to a human error or due to a hardware failure. For the successful
operation of the power plant system, at least one unit must operate normally.

The state space diagram of the power plant system is shown in Fig. 11.5, and
the numerals in the circle and boxes denote system states.

The following assumptions are associated with the model:

• Both the system units are identical and operate simultaneously.
• Each unit can fail either due to a human error or hardware failure.
• Failures of each unit can be categorized under two classifications: failures due to

human errors and failures due to hardware problems.
• Human errors and hardware failures occur independently.
• Human error and hardware failure rates are constant.

The following symbols are associated with the model/diagram:
j is the jth state of the power plant system; j = 0 (both units of the power

plant system operating normally); j = 1 (one unit failed due to a hardware
failure, the other working normally); j = 2 (one unit failed due to a human
error, the other working normally); j = 3 (both units failed due to
hardware failures); and j = 4 (both units failed due to human errors).

PjðtÞ is the probability that the power plant system is in state j at time t, for
j = 0, 1, 2, 3, 4.

au is the constant human error rate of a unit.
ku is the constant hardware failure rate of a unit.

With the aid of Markov method, we write down the following set of equations
for the Fig. 11.5 diagram [1]:

dP0ðtÞ
dt
þ 2ku þ 2auð ÞP0ðtÞ ¼ 0 ð11:62Þ
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dP1ðtÞ
dt
þ ku þ auð ÞP1ðtÞ ¼ 2kuP0ðtÞ ð11:63Þ

dP2ðtÞ
dt
þ ku þ auð ÞP2ðtÞ ¼ 2auP0ðtÞ ð11:64Þ

dP3ðtÞ
dt
¼ kuP1ðtÞ þ kuP2ðtÞ ð11:65Þ

dP4ðtÞ
dt
¼ auP1ðtÞ þ auP2ðtÞ ð11:66Þ

At time t = 0, P0ð0Þ ¼ 1; and P1ð0Þ ¼ P2ð0Þ ¼ P3ð0Þ ¼ P4ð0Þ ¼ 0:
Solving Eqs. (11.62–11.66), we obtain the following equations for the power

plant system state probabilities:

P0ðtÞ ¼ e�2 kuþauð Þt ð11:67Þ

P1ðtÞ ¼
2ku

ku þ auð Þ e� kuþauð Þt � e
�2 kuþauð Þt

h i
ð11:68Þ

P2ðtÞ ¼
2au

ku þ auð Þ e� kuþauð Þt � e�2 kuþauð Þt
h i

ð11:69Þ

P3ðtÞ ¼
ku

ku þ auð Þ 1� e� kuþhuð Þt
h i2

ð11:70Þ
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2
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3
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4

uλ2
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uα2

uα

uλ
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Fig. 11.5 State space diagram of a two-redundant unit power plant system
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P4ðtÞ ¼
au

ku þ au
1� e kuþauð Þt
h i2

ð11:71Þ

The power plant system reliability is expressed by

RpsðtÞ ¼ P0ðtÞ þ P1ðtÞ þ P2ðtÞ

¼ 1� 1� e� kuþauð Þt
h i2 ð11:72Þ

where
RpsðtÞ is the reliability of the power plant system at time t.

By integrating Eq. (11.72) over the time interval 0;1½ �, we obtain [10]:

MTTFps ¼
Z1

0

RpsðtÞdt

¼ 3
2 ku þ auð Þ

ð11:73Þ

where
MTTFps is the mean time to failure of a two-redundant active unit power plant

system with human error.

Example 11.6 Assume that a power plant system is made up of two identical,
independent, and active units. At least one unit must work normally for its (i.e.
system) success. Each unit can fail either due to a human error or due to a
hardware failure. Constant human error and hardware failure rates of a unit are
0.0001 errors/h and 0.008 failures/h, respectively.

Calculate the power plant system mean time to failure.
By substituting the specified data values into Eq. (11.73), we obtain

MTTFps ¼
3

2 0:008þ 0:0001ð Þ
¼ 185:18 h

Thus, the power plant system mean time to failure is 185.18 h.

11.8 Problems

1. Assume that a power plant operator’s self-generated error correction times are
Rayleigh distributed. Obtain an expression for the correctability probability
function of the operator.
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2. Prove Eqs. (11.12–11.14) using Eqs. (11.9–11.11) and the given initial
conditions.

3. Assume that a power plant operator’s constant non-critical and critical human
error rates are 0.0006 and 0.0002 errors/h, respectively. Calculate the power
plant operator’s probability of making a non-critical human error during a
20-h mission.

4. Prove Eq. (11.35) using Eq. (11.34).
5. Prove that the sum of Eqs. (11.21), (11.26), (11.31), and (11.32) is equal to

unity.
6. Prove Eqs. (11.47–11.49) using Eqs. (11.39), (11.44), and (11.45).
7. Prove Eq. (11.59) using Eq. (11.57).
8. Prove Eqs. (11.67–11.71) with the aid of Eqs. (11.62–11.66) and the given

initial conditions.
9. Prove that the sum of Eqs. (11.67–11.71) is equal to unity.

10. A power plant system is composed of two identical, independent, and active
units. At least one unit must operate normally for the system success. Each
unit can fail either due to a hardware failure or due to a human error. Constant
human error and hardware failure rates of a unit are 0.0003 errors/h and
0.009 failures/h, respectively.

Calculate the power plant system mean time to failure and reliability for a
150-h mission.
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