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The Role of CD45 in Signal Transduction 

LOUIS B. JUSTEMENT 

Deporlment of Microbiology, Division of Developmentol ond Clinical Immundogy, University of Alabomo 
at Birmingham, Biiminghom, A k h n o  35294 

1. Introduction 

With the growing awareness of the important role that protein tyrosine 
kinases (PTKs) play in receptor-dependent signaling processes in cells of 
the hematopoietic lineage, it has become necessary to characterize the 
complementary function of protein tyrosine phosphatases (PTPs) in order 
to develop a comprehensive understanding of the molecular mechanisms 
whereby inducible tyrosine phosphorylation regulates immune cell devel- 
opment, activation, and differentiation. During the past 20 years the trans- 
membrane receptor-like PTP CD45 has been extensively characterized 
and is one of the key enzymes responsible for regulation of inducibIe 
tyrosine phosphorylation in cells of the hematopoietic lineage (Thomas, 
1989; Trowbridge and Thomas; 1994, Alexander, 1997). Although CD45 
is expressed by all nucleated cells of the hematopoietic Iineage and is 
involved in regulating the function of several cell types, including mono- 
cytes/macrophages, NK cells, mast cells, and basophils, the vast majority 
of work concerning this PTP has been conducted using T and B lympho- 
cytes and this review will focus predominantly on those studies. 

The initial identification of CD45 as a lymphocyte surface antigen was 
based on studies using monoclonal antibodies (mAbs) that demonstrated 
that this transmembrane glycoprotein is abundantly expressed by most 
cells and comprises 5-10% of the surface protein. Subsequent cloning 
of CD45 at the cDNA and genoinic level revealed several interesting 
characteristics about the primary structure of this molecule (Thomas, 
1989). This PTP consists of a large extracellular domain of approximately 
400-500 amino acids, a single transniembrane-spanning region, and a 
cytoplasmic domain of 700 amino acids (Fig. 1). CD45 can be expressed 
as one of eight potential isoforms that vary in molecular weight from 180 
to 220 kDa due to alternative mRNA splicing of up to three exons (exons 
4-6) that encode a variable amino-terminal domain rich in 0-linked sugars. 
Therefore, alternative mRNA splicing of CD45 can result in a significant 
degree of heterogeneity in the extracellular domain due to changes in 
polypeptide structure as well as differential 0-linked glycosylation of the 
molecule. The expression of CD45 isoforms has been shown to occur in 
a cell type-specific manner and also varies with the activation or differentia- 
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2 LOUIS D .  JIJSTEMENT 

FIG. 1. Schematic representation of the domain structure of murine CD45. The high- 
molecular-weight isoforin of CD45 containing a11 three alternatively spliced exons is pictured. 
Exons 4-6 encode amino acids 8-50, 51-99, and 100-146, respectively. All major domain 
regions are consecutively numbered from amino acid 1 at the amino terminus to amino 
acid 1268 at the carboy terminus. 

tion state of lymphocytes. Because studies have documented highly regu- 
lated patterns of expression for the various isoforrns of CD45, a great deal 
of effort has been directed toward delineating the overall physiological 
significance of isoform switching. Although evidence is emerging to suggest 
that specific CD45 isoforms do perform unique functions in the context 
of lymphocyte development and activation, this continues to be an issue 
that is of great interest. Because the different isoforms of CD45 possess 
identical cytoplasmic domains and exhibit equivalent catalytic activity, stud- 



ies to elucidate CD45 isoform function have focused predominantly on 
the role of the extracellular domain in mediating differential interactions 
with extracellular “ligands” for CD45 (Fig. 2). 

Based on the knowledge that CD45 is expressed at high levels in lynmpho- 
cytes and exhibits unique patterns of isoforin-specific expression, it was 
hypothesized early on that this transmembrane protein serves an important 
signaling function in lymphocytes. This hypothesis was further strength- 
ened by studies using mAbs demonstrating that cross-linking of CD45 
results in significant alterations in lymphocyte activation in response to 
mitogenic stimuli. That CD45 is indeed an important regulator of signal 
transduction in lymphocytes was confirmed when its sequence was coin- 
pared to that of the soluble PTP, PTPlB, demonstrating that the intracellu- 
lar region of CD45 contains tandem repeats (PTP domain I and PTP 
domain 11) that are 40 and 3:3% homologous to the catalytic domain 
of PTPlB, respectively (Charbonneau et nl., 1988). Subsequent studies 
confirmed that CD45 is a functional transmembrane PTP (Tonks et ul., 
1988), thereby stimulating a renewed intereyt in characterizing the role 
that this glycoprotein serves in lymphocyte biology. The results from studies 
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FIG. 2. Generation o f  CD45 isdorms by altcriiative mRNA splicing of exoiis 4-6. 
Alternative splicing of CD45 results i l l  the formation of distinct isoforms that vary at the 
amino terminus in trrnis of their polypeptide and carhohydrate composition. 
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using mAbs suggested that CD45 acts as a negative regulator of lymphocyte 
activation in response to antigen receptor ( AgR) ligation. However, studies 
using CD45-deficient T and B cell lines revealed that the expression of 
CD45 is in fact required for optimal AgR-mediated signal transduction 
(Trowbridge and Thomas, 1994; Justement et al., 1994). In general, the 
results obtained from experiments with CD45-deficient cell lines have 
been supported by CD45 transgenic and CD45 knockout studies that 
further demonstrate that CD45 expression is crucial not only for lympho- 
cyte activation but also for T cell and to a lesser extent B cell development 
as well (Kishihara et nl., 1993; Byth et nl., 1996). 

In order to fully delineate the molecular mechanism(s) by which CD45 
regulates lymphocyte biology, identification of cellular substrates and eluci- 
dation of the effect that reversible tyrosine phosphorylation has on their 
effector function will be required. Along these lines, studies have convinc- 
ingly demonstrated that CD45 regulates the tyrosine phosphorylation and 
activity of the Src family PTKs. Although it is readily apparent that the 
Src family PTKs are important substrates for CD45, and that inhibition 
of their activation is likely to be a primary cause of altered lymphocyte 
responsiveness to AgR ligation in cells lacking CD45, it is likely that there 
are other intracellular effector proteins whose function is also regulated 
directly by CD45 as a result of dephosphorylation. 

Once CD45 was determined to be a functional PTP, it became clear 
that delineation of the mechanism(s) by which its catalytic function is 
regulated would be crucial for understanding the dynamic way in which 
lymphocyte biology is regulated by this PTP. However, studies have not 
yet convincingly elucidated the molecular mechanism responsible for regu- 
lating the catalytic function of CD45. Although evidence suggests that 
posttranslational modification of CD45 may be involved, when examined 
in the context of one another the studies do not support a consensus model. 
Alternatively, it has been proposed that redistribution of CD45 within the 
plasma membrane in response to “ligand” binding may result in its physical 
sequestration, thereby restricting access to substrates within the cell. A 
related hypothesis proposes that aggregation or redistribution of CD45 
within the plasma membrane may lead to alterations in its catalytic activity 
either through an association with the cytoskeleton or as a result of multi- 
merization with itself. The various mechanisms that have been proposed 
to play a role in regulation of CD45 catalytic function are not mutually 
exclusive and it is quite possible that the overall process is complex and mul- 
tifaceted. 

Clearly, a significant amount of progress has been made with regard to 
the analysis of CD45 structure and function as is evident from the discussion 
presented in this review. However, there remain several key issues that 
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relate to the physiologcal role for CD45 isoforms, including the identity 
of extracellular ligands, the identification of intracellular substrates, and 
the mechanism responsible for regulation of CD45 catalytic activity, for 
which there are no definitive answers. These questions are currently ac- 
tively being studied using a wide range of technical approaches and cell 
systems . 

II. CD45 Function in Lymphocyte Development and Activation 

The discovery that CD45 is a transmembrane PTP has stimulated a 
significant effort to elucidate its functional role in cells of the hematopoietic 
lineage. In general, three approaches have been used, including experi- 
ments with anti-CD45 m Abs, CD45-deficient cell lines, and, recently, 
CD45 transgenic and gene knockout mice. The results obtained from these 
different experimental approaches have not provided an entirely consistent 
picture of the functional role played by CD45. Nevertheless, most of the 
experimental discrepancies can be attributed to technical and procedural 
issues that are inherently associated with the use of a given procedure, 
and when the data are viewed as a whole, it is possible to begm to develop 
a general appreciation of the functional relationships that pertain to CD45. 

A ANALYSIS OF CD45 FUNCTION USING MONOCLONAL ANTIBODIES 

From a historical perspective, mAbs directed against CD45 were used in 
an attempt to determine whether it is involved in regulation of lymphocyte 
function long before the identification of this transmembrane protein as 
a PTP. Several reviews in the literature document studies in which anti- 
CD45 mAbs have been used to demonstrate a potential role for CD45 
in regulation of lymphocyte activation and differentiation, as well as in 
lymphocyte homotypic aggregation (Thomas, 1989; Trowbridge and 
Thornas, 1994; Justernent et al., 1994; Alexander, 1997). It is important to 
note that the interpretation of data obtained from studies using mAbs 
should take into account several issues, including the experimental ap- 
proach employed, the specificity of the anti-CD45 mAbs used, and the 
cell population being examined. As mentioned previously, structural and, 
presumably, functional characteristics of the extracellular domain of CD45 
can vary significantly due to alternative mRNA splicing. This results in the 
production of distinct CD45 isoforms that differ with respect to their 
polypeptide backbone. Moreover, different isoforms may exhibit selective 
patterns of glycosylation depending on the cell type in which they are 
expressed. Due to the high degree of structural plasticity in the extracellular 
domain, it is formally possible that cells within a given population may 
express different isoforms and/or glycosylation variants of CD45. It is also 
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quite possible that individual cells may express more than one structural 
form of CD45 in certain circumstances (e.g., during activation and/or 
differentiation). Therefore, the use of anti-CD45 mAbs to study CD45 
function may be complicated by the fact that a given mAb may not recognize 
every cell within a population or may not bind to all CD45 molecules 
expressed by a given cell. This could potentially lead to selective effects 
on subpopulations of cells that would not necessarily be apparent based 
on phenotypic analysis of the population as a whole. Alternatively, the 
selective engagement of distinct subsets of CD45 molecules on the surface 
of a cell could elicit qualitatively different responses, depending on the 
specific intermolecular interactions that might be perturbed. Finally, even 
though a cell population may express a single structural variant of CD45, 
selective modulation of CD45 function might be observed depending on 
the specific epitope recognized by the particular anti-CD45 mAb used. In 
other words, binding of mAbs to distinct epitopes within the extracellular 
domain of CD45 could induce selective changes in CD45 that might affect 
its catalytic activity and/or interactions with other proteins in the cell. As 
discussed below, numerous studies have demonstrated that these issues 
are of practical concern. 

1. Studie.s with T Lymphocytes 

Despite the numerous studies that have been conducted using anti-CD45 
mAbs to study the role of CD45 in T cell biology, questions concerning the 
physiological significance of the findings obtained still remain. This is in 
part due to the fact that anti-CD45 mAbs have been used as surrogate 
ligands for CD45, even though it has not yet been definitively proven that 
physiological ligands for this PTP exist or, if they do, how they might 
regulate its function. Therefore, it is difficult to interpret how the effects 
elicited by treatment of cells with anti-CD45 mAbs relate to physiologic 
situations. Second, anti-CD45 mAbs have been observed to both potentiate 
and attenuate T cell activation in response to a number of mitogenic 
stimuli. These contradictory results are presumably due to one or more 
of the factors discussed previously relating to differences in experimental 
approach, CD45 isoform expression, or antibody specificity. Moreover, 
because very few studies have documented the effects that binding of 
mAbs have on the conformation of CD45, its interaction with other cellular 
proteins, or its catalytic activity, it is difficult to delineate the mechanism(s) 
responsible for the observed alterations in T cell function. Finally, it should 
be noted that these issues are equally relevant to studies using anti-CD45 
mAbs in other cell systems (see below). 

Some of the earliest experiments performed examined the effect that 
anti-CD45 mAbs had on T cell proliferation in response to T cell mitogens 



such as PHA. As is tlie case Miitli inany other experimental systems, anti- 
CD45 was found to potentiate as well as attenuate the response to PHA. 
Studies in which anti-CD45 was obseivecl to potentiate IL-2 production 
and proliferation were performed with tnAbs that recognize the higli- 
molecular-weight isoform of CD45 (formerly B220 or CD45RA; recently 
designated CD45a) (Ledbetter ct al., 1985; Marvel and Mayer, 1988). In 
contrast, when cells were incubated in the presence of PHA and anti-CD45 
rnAbs that recognize deterininants coninion to all isoforins, a significant 
inhibition of proliferation was observed that correlated with decreased IL- 
2 receptor expression and IL-2 production (Bernabeu et nl., 1987). The 
contrasting results obtained in these studies could be due, at least in part, 
to the fact that InAbs specific for CD45a might preferentially recognize 
a subpopulation of T cells (e.g., unprimed, naive T cells) that responds 
differently to cross-linking of CD45 when compared with the population 
to which tlie pan-specific mAbs bind. It is also possible that binding of 
mAbs to distinct isoforins of CD4S and/or to distinct epitopes within any 
given CD45 molecule could result in qualitatively different effects on 
CD45 function and thus the response to PEIA. 

Analysis of the effects that anti-CD45 mAbs have on CD2-mediated T 
cell prdiferation indicates that differential responsiveness of T cell subsets 
to anti-CD45 tnAbs does affect whether the net effect on activation is 
positive or negative. Separation of T cells into CD45a (CD45RA) arid 
CD458 (CD45RO) expressing subpopulations revealed that those cells 
expressing tlie higher molecular weight isoforin (presumably naive cells) 
responded to simdtaneous cross-linking of CD2 and CD4S by exhibiting 
a greater proliferative response (Schraven et al., 1989). In contrast, the 
proliferative response of CD45 8-positive cells was not appreciably eu- 
hanced by binding of anti-CD4Fj. Enhanced proliferation of CD45a- 
positive cells was observed regardless of whether a pan-specific or a 
CD45a-restricted anti-CD45 n i  Ab was used (Schraven et a!., 1989). Thus, 
it is possible that either the iiaive T cell subpopulation responds differently 
to CD45 ligation or there is something inherently unique about the way 
in which the high-inolecular-weight isoform regulates T cell proliferation 
in response to niitogenic signals. Findings from other studies i n  which 
CD2 was co-cross-linked with CD45 using niAbs that react with all isoforins 
of CD45 demonstrated inhibition of inducible tyrosine phospliorylation, 
calcium mobilization, activation of MAP-gK, and proliferatioii (Nel et cil., 
1991). These results were interpreted as being indicative of the Fact that 
CD45 plays a negative regulatory role i n  signal transduction via CD2. Due 
to the fact that CD45 and CD2 were coligated, it is possible that this 
expeiiniental procedure causes a nonspecific decrease in the efficiency of 
CD2 cross-linlang, thereby attenuating signal transduction (see below). 
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However, in one study CD2 and CD45 were independently cross-linked 
and the same results were obtained, suggesting that binding of mAb to 
CD45 uncouples CD2 from its signal transduction pathway (Samelson et 
al., 1990). 

The effects of anti-CD45 mAbs on T cell AgR complex-mediated pro- 
cesses have been most extensively studied. As is the case for studies of 
mitogen and CD2-induced T cell proliferation, there is some degree of 
variability in terms of the results obtained when T cells are incubated in 
the presence of reagents that cross-link CD3 and CD45. This is in part 
due to the fact that the net effect elicited by addition of anti-CD45 mAbs 
to T cells can vary greatly depending on the specific T cell subpopulation 
and the specificity of the mAbs used. Studies have documented differences 
in the involvement of CD45 in AgR signaling when comparing CD4+ 
versus CD8' T cell subsets. The simultaneous cross-linking of CD3 with 
immobilized anti-CD3 mAb in the presence of anti-CD45 mAb resulted 
in potentiation of IL-2 production and T cell proliferation of CD4' T 
cells (Martoreli et al., 1987). Another study demonstrated a significant 
perturbation of T cell AgR-mediated signaling in CD4+ but not CD8' T 
cells following the addition of anti-CD45 (Maroun and Julius, 1994). These 
results suggest that the involvement of CD45 in coupling of the T cell 
AgR to second messenger systems is potentially distinct in CD4+ versus 
CD8' cells. Differences have also been observed with regard to the effect 
elicited by anti-CD45 mAb treatment in studies examining naive versus 
memory T cell subpopulations. Co-cross-linking experiments using CD45 
isoform-restricted mAbs revealed that co-cross-linking of CD3 and CD45cr 
(expressed on naive T cells) mediated a significant increase in the prolifera- 
tive response (Welge et al., 1993). In contrast, a CD458-specific mAb that 
recognizes the isoform expressed by memory T cells was not observed to 
enhance the proliferative response. The same results were observed when 
T cells were separated into CD45cr-positive and CD458-positive subpopu- 
lations and a inAb specific for an epitope common to all isoforms was used 
in conjunction with anti-CD3, indicating that the effect was not due to a 
particular antibody or the binding of anti-CD45 InAb to a particular epitope 
(Welge et al., 1993). This finding, however, does not rule out the possibility 
that anti-CD45 mAbs with unique specificities have the ability to differen- 
tially regulate T cell responses in certain circumstances. In one study, T 
cell proliferation induced by anti-CD2 or anti-CD3 was augmented by the 
addition of an anti-CD45 mAb that recognizes a specific carbohydrate 
determinant found predominantly on the 190-kDa form of CD45 expressed 
by a subpopulation of CD4+ memory T cells (Torimoto et al., 1992). It is 
apparent from these findings that CD45 expression within the CD4+ subset 
is heterogeneous and that the addition of a mAb with a unique specificity 
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results in the selective enhancement of the proliferative response, a result 
not obtained when pan-specific anti-CD45 mAbs are used. 

Although the results from studies examining the role of CD45 in regula- 
tion of CD3-dependent T cell activation vary, the general consensus is 
that binding of anti-CD45 mAbs exerts an inhibitory effect on a wide range 
of signal transduction events and depresses lymphocyte proliferation. T 
cell activation in response to cross-linking of the CD3 complex has been 
extensively studied and involves the early activation of Src family PTKs, 
which results in phosphorylation of antigen receptor subunits and the 
recruitment of the PTK ZAP-70 (Chan et al., 1994). Subsequently, PLCy 
becomes tyrosine phosphorylated, is inducibly activated, and hydrolyzes 
phosphatidylinositol to produce the second messengers diacylglycerol and 
inositol phosphate, which mediate PKC activation and calcium mobiliza- 
tion, respectively. Simultaneous cross-linking of CD3 and CD45 has been 
observed to abrogate inducible tyrosine phosphorylation of numerous sub- 
strates including PLCy, to inhibit the production of inositol phosphates, 
and to significantly reduce calcium mobilization (Kiener and Mittler, 1989; 
Ledbetteret al., 1988,1991; Turkaet al , 1992). The downstream activation 
of MAP-2K and calmodulin-hnase IV as well as the inducible tyrosine 
phosphorylation of oncoprotein 18 are also negatively affected by simulta- 
neous cross-linking of CD45 and CD3 (Shivnan et al., 1996). 

These data were at first interpreted as evidence that CD45 is a negative 
regulator of signaling, effectively uncoupling CD3 from its signaling ma- 
chinery. However, subsequent studies in CD45-deficient T cell lines re- 
vealed that optimal signaling via the T cell AgR requires expression of 
CD45, suggesting that this PTP is in fact a positive regulator of lymphocyte 
activation (Trowbridge and Thomas, 1994). This indicates that binding of 
anti-CD45 mAbs does not necessarily lead to the “activation” of a CD45- 
dependent inhibitory function, but instead has a negative affect on normal 
PTP function, which is required for maintenance of the AgR in a competent 
state so that it can respond to ligand. The underlying mechanism( s )  respon- 
sible for the negative effect elicited by simultaneous cross-linking of CD45 
and CD3, and therefore the inherent contradiction between studies using 
mAbs and those in CD45-deficient cell lines, can perhaps be explained 
based on an analysis of the intermolecular association between CD45 and 
CD3 in the plasma membrane. Depending on the experimental protocol 
used, it is theoretically possible either to facilitate the physical interaction 
between CD3 and CD45 or to effectively redistribute these molecules in 
the membrane into mutually exclusive pools. The relative juxtaposition of 
these molecules in the plasma membrane with respect to one another 
would in turn have a direct impact on whether CD45 can physically engage 
substrates associated with the T cell AgR complex. 
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A consistent finding in the literature is that coligation of CD45 and CD3 
using primary IgG isotype mAbs and secondary cross-linking reagents leads 
to almost complete inhibition of lymphocyte activation and proliferation 
(Alexander, 1997; Ledbetter et al., 1988; Turka et al., 1992). It has been 
proposed that the inhibition of T cell responses under these conditions is 
due to a nonspecific mechanism in which efficient aggregation of the T 
cell AgR complex is physically inhibited and thus the effects observed are 
not related to the function of CD45 (Alexander et ul., 1992). In studies in 
which the ratio of CD3 molecules cross-linked to CD45 molecules is 
maintained at 1 : 1 or 1 : 2 using chemically defined heteroconjugates of 
Fab fragments against CD45 and CD3, there is no inhibition of CD3- 
mediated signals (Shivnan et al., 1992). This is in contrast to the results 
obtained under conditions in which intact IgG isotype anti-CD4Fj and anti- 
CD3 mAbs are added in the presence of a secondary cross-linking reagent. 
Because the number of CD45 molecules expressed on the surface of T 
cells is 10-fold greater than the number of CD3 molecules, the latter 
conditions would theoretically favor the co-cross-linking of CD3 to CD45 
and would diminish the relative number of dimers, and particularly oligo- 
mers, of CD3 that are formed in the membrane. It is well documented 
that efficient cross-linking of CD3 is required for the productive generation 
of a signal. Therefore, it is possible that co-cross-linking of CD45 to CD3 
results in inhibition of CD3-mediated signaling due to nonspecific interfer- 
ence with CD3 aggregation. If IgM isotype mAbs are used to co-cross- 
link CD3 and CD45, no inhibition of the CD3-mediated signal is observed 
presumably because the multimeric nature of the IgM mAb induces suffi- 
cient cross-linking of CD3 within the larger heteromolecular aggregates. 
Further support for the hypothesis that CD3 aggregation is attenuated by 
co-cross-linking strategies was provided by experiments in which other 
abundantly expressed surface receptors (e.g., CD5 and LFA-1) were ob- 
served to inhibit CD3-mediated signaling in a manner analogous to CD45 
when co-cross-linked with CD3 (Shivnan et al., 1992). Not surprisingly, 
CD2- and CD28-mediated proliferation of T cells is inhibited in experi- 
ments in which these molecules are co-cross-linked to CD45 (Ledbetter 
et al., 1988). In contrast, the CD4-mediated T cell proliferative response 
is enhanced by co-cross-linking of this molecule with CD45. In this case, 
the enhanced response is perhaps due to the fact that CD4-5 is brought 
into close proximity to the pool of ~ 5 6 " ~  that associates with CD4. The 
close aposition of CD45 and ~ 5 6 " ~  would presumably facilitate dephosphor- 
ylation of p56"k, causing it to become activated. Under these conditions 
the activation of CD4-associated ~ 5 6 " ~  by CD45 could perhaps drive a 
more efficient signal than that generated by cross-linking of CD4 alone. 
Co-cross-linlang of CD3, CD45, and CD4 has actually been shown to 
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partiallv reverse tlie negative effects on 5ignaling and proliferation that are 
observed when CD3 and CD45 are co-cross-linked in the absence of CD4 
(Ledbetter Pt ul., 1991). The ability of CD4 to partially restore lymphocyte 
responriveriess may again be due to its association with p56lLk, which would 
be recruited into the inultireceptor complex where it could be activated 
by CD45 

Regardless of whether receptor co-cross-linking results in nonspecific 
inhibition of CD3-mediated signals, other studies in which CD45 and CD3 
are cross-linked independently provide evidence to support the hypothesis 
that CD45 functions as  a positive regulator of signal transduction. These 
studies demonstrate that physical sequestration of CD45 through indepen- 
dent ligation may negatively affect its ability to facilitate signal transduction 
in response to CD3 ligation. This was most clearly shown in a series of 
experiments involving the use of reagents that mediate progressively greater 
degrees of CD45 cross-linking in the plasma membrane (Ledbetter et nl., 
1991). The addition of anti-CD45 inAb, '1 conjugate of the mAb, and 
finally biotinylated anti-CD45 pliis avidin wa5 observed to induce partial 
to complete inhibition of a response initiated by the subsequent addition 
of anti-CD3 mAb. The degree of inhibition correlated with the degree of 
CD4Fi cross-linking indicating that aggregation of CD45 in the membrane 
is associated with a decrease in signal transduction efficiency. This same 
result has been obtained by other groups using independent cross-linhng 
protocols in which they denionstrated that anti-CD4S inAbs inhibit a range 
of CD3-mediated response5 from inducible tyrosine phosphorylation to 
activation of calniodulin-kinase IV (Kiener and Mittler, 1989; Shivnan et 
al., 1996). In one instance the inhibitory effects of anti-CD45 mAbs were 
reversed by the addition of vanadate, a nonspecific inhibitor of PTPs 
(Kiener arid Mittler, 1989). Although theye results suggest that CD45 
exerts n negative effect on signaling, it chould be noted that vanadate 
inhibits most cellular PTPs and also has the ability to activate PTKs directly. 
Therefore, the net result of vanadate treatment could be enhanced activa- 
tion of one or more PTKs that effectively override the inhibition of signaling 
induced by CD45 aggregation. As revealed by confocal microscopy, a likely 
mechanistic explanation for the inhibition of CD3-mediated signaling is 
that cross-linking of CD45 causes it to patch and/or cap in the plasma 
membrane, effectively limiting its ability to engage substrates inside the 
cell due to its physical sequestration (Shivnan et al., 1996). 

A recent series of studie5 have provided additional insight into the 
biocliemical consequences associated with CD45 cross-linking in the T 
cell. Cross-linking of CD45 with a cocktail of mAbs, anti-CD45 mAb 
followed by a secondaiy antibody, or anti-CD4Tj rnAbs bound to plastic 
plates results in the activation and redistribution of ~ 5 6 " ~  within the cell 
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(Arendt et al., 1995; Guttinger et al., 1992; Cardine et al., 1994). In each 
of these systems the reagents used would be expected to induce a high 
degree of CD45 aggregation in the membrane potentially leading to the 
formation of caps. Immunofluorescence analysis revealed that a significant 
portion of the total cellular ~ 5 6 ' ' ~  cocaps with CD45 but not with other 
abundantly expressed transmembrane receptors (Guttinger et al., 1992). 
It was also shown that CD45 cross-linking ultimately leads to the transloca- 
tion of p56ICk from the plasma membrane to intracellular compartments of 
the cell (Cardine et al., 1994). Whether these effects of anti-CD45 are 
due to a structural-functional change in CD45 itself or are the result of 
changes in the intermolecular interactions between CD45 and other pro- 
teins that associate with p56Ick is not clear. Regardless, these data demon- 
strate that ligand binding to CD45 in the absence of other stimuli has the 
ability to alter the activation and intracellular localization of p56ILk, an 
important effector molecule in T cell activation. 

2. Studies with B Lymphocytes 

Anti-CD45 mAbs have been used to demonstrate that both activation 
and differentiation of the 13 cell can be affected by their addition, indicating 
that CD45 is involved in regulation of signal transduction via the B cell 
AgR complex. Like the T cell, the results obtained from these studies vary 
considerably depending on the mAb used and the specific B cell population 
examined. The use of anti-CD45 mAbs to study B cell activation has raised 
several interesting questions about the potential role for CD45 Iigands and 
has suggested that the signal transduction pathway activated following 
cross-linking of the AgR is differentially regulated by CD45 depending on 
the B cell's inherent state of activation. 

B cell activation is both negatively and positively modulated in the 
presence of anti-CD45 mAbs and the difference in the effect on cellular 
proliferation in response to AgR cross-linking is predominantly a function 
of the specificity of the anti-CD45 mAbs used. As discussed previously, 
the specific experimental protocol used can potentially have a significant 
impact on the results obtained; however, most studies in the B cell have 
employed the method in which there is simultaneous cross-linking of CD45 
and the AgR in an independent manner. For the most part, experiments 
demonstrate that the simultaneous addition of anti-CD45 mAbs abrogates 
B cell AgR-mediated signal transduction as well as proliferation ( Justement 
et al., 1994). Several events associated with B cell activation, including 
calcium mobilization, phosphoinositide hydrolysis, and increased gene tran- 
scription, are inhibited by the simultaneous cross-linking of CD45 and the 
AgR (Gruber et al., 1989; Mittler et al., 1987; Deane et al., 1991; Alsinet 
et al., 1990; Smeland et al., 1990). It was further demonstrated that small 
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resting B cells are the most susceptible to the negative effects elicited by 
cross-linking of CD45. Isolation of B cells based on size or density gradient 
centrifugation revealed that as the cells transit from a resting Go population 
to one that contains a higher number of cells that have entered G, and 
exhibit increased RNA synthesis, they become more resistant to the inhibi- 
tory effect elicited by cross-linking CD45 (Mittler et al., 1987; Gruber et 
al., 1989). Although proliferation induced by the addition of anti-IgM inAb 
is suppressed in all B cell populations by simultaneous addition of anti- 
CD45 inAb, the degree of inhibition was much less in cells that appear 
to be partially activated than that observed for resting B cells. This suggests 
that the functional role of CD45 in regulating signal transduction via the 
€3 cell AgR changes with progressive activation such that the involvement 
of CD45 in AgR signaling does not appear to be as crucial in cells that 
have received initial activating signals. The inhibitory effect of anti-CD45 
mAbs can be reversed by simultaneous stimulation of B cell with anti-Ig 
and anti-CD40 inAbs (Gruber et al., 1989) but not by the addition of anti- 
Ig in conjunction with several cytokines, including IL-1, -2, and -4 (Mittler 
et al., 1987). Clearly, it is possible to override the negative effect of CD45 
ligation by providing other accessory signals to the €3 cell. This observation 
suggests that differential sensitivity of B cell populations to the effects of 
anti-CD4Tj mAbs may be explained by the fact that once B cells have 
received appropriate accessory signals, the functional relationship between 
CD45 and the AgR is qualitatively altered. 

In certain instances the addition of anti-CD45 mAbs has been observed 
to enhance B cell proliferation. In particular, incubation of B cells with 
mAbs that recognize the high-molecular-weight isoform of CD45 (CD45a) 
in many instances appears to potentiate the proliferative response following 
stimulation with anti-Ig (Alsinet et al., 1990; Deane et al., 1991). Addition- 
ally, in Abs that exhibit specificity for carbohydrate determinants on CD45 
appear to potentiate proliferation in response to AgR cross-linking. These 
results are in many ways similar to those obtained from studies examining 
T cell activation and proliferation, and they indicate that binding of inAbs 
to discrete epitopes in the extracellular domain of CD45 may elicit qualita- 
tively different results in terms of the effect that they have on CD45 
function. Such findings, if true, are potentially significant because they 
provide evidence to suggest that structural heterogeneity in the extracellu- 
lar domain is indeed relevant from a physiological perspective because it 
facilitates the generation of unique ligand : receptor interactions that could 
differentially regulate CD45 function. 

Studies have utilized anti-CD45 mAbs that recognize a B cell-restricted 
epitope to analyze the role of this PTP in regulating B cell activation in 
vivo. Administration of anti-CD45 mAb was found to abrogate a T cell- 
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dependent antibody response against the hapten fluorescein isothiocyanate 
(FITC) (Domiati-Saad et al., 1993). In these studies both the plaque- 
forming cell response and serum antibody production were measured and 
were significantly inhibited by a single dose of anti-CD45 mAb. The effect 
of antibody administration was transient in that once the mAb had been 
cleared from the system, anti-FITC responses could be detected. A kinetic 
analysis of mAb administration provided data to suggest that the anti- 
CD45 mAb was exerting an effect on B cell activation, thereby preventing 
cells from responding to antigen and undergoing subsequent differentia- 
tion. Administration of anti-CD45 mAb did not affect the secondary re- 
sponse following rechallenge with antigen (Dorniati-Saad et al., 1993). 
Therefore, it is possible that memory B cells have lost the specific epitope 
recognized by the anti-CD45 niAb used in this study due to isoform 
switching. Alternatively, the response to antigen by B cells in the memory 
pool may involve a qualitatively distinct AgR-mediated signal transduction 
process that is not regulated by CD45 in a manner analogous to that for 
resting naive €3 cells. Finally, based on in vitro studies it is possible that 
memory B cells receive accessory signals that override the negative effects 
elicited by ligation of CD45 (Gruber et al., 1989). 

Besides their well-documented effects on B cell activation in response 
to AgR cross-linking, anti-CD45 mAbs have been shown to affect other 
postactivation events associated with B cell differentiation and immuno- 
globulin class switching. Anti-CD45 mAbs have been used to demonstrate 
that CD45 is involved in regulation of signaling via IL-4 receptors and 
MHC class I1 molecules, suggesting that this PTP serves an important 
function well after the initial activation response (Hasegawa et al., 1990; 
Lane et al., 1991; Polla et al., 1988). Additional studies have demonstrated 
that addition of anti-CD45 mAbs to LPS-stimulated cultures in vitro abro- 
gates class switching to secondary immunoglobulin isotypes but does not 
affect the production of IgM (Yakura et al., 1988, 1986). Maximal effects 
required that the mAbs be added to cultures within 48 hr and it was 
determined by limiting dilution analysis that the inhibitory effect of anti- 
CD45 inAbs was related to a decrease in the precursor frequency of IgG- 
secreting cells (Yakura et d., 1988). In contrast, anti-CD45 rnAbs were 
observed to inhibit both IgM and IgG production in vitro in response to 
stimulation of B cells with Staphylococcus aureus Cowan (SAC) (Morikawa 
et al., 1991). This result was presumably due to abrogation of B cell 
differentiation as opposed to cellular activation because the anti-CD45 
inAbs were added 48 hr after stimulation with SAC. Quite distinct results 
were obtained when immunoglobulin isotype switching was assayed using 
T cell-dependent limiting dilution analysis in the presence of anti-CD45 
mAbs. In these studies, the addition of anti-CD45 niAb to B cells in the 
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presence of dendritic cells and alloreactive T cells was observed to induce 
a three- or fourfold increase in the number of cells that underwent class 
switching to secondary Ig isotypes (George et nl., 1994). The reason for 
the discrepancy between this study and others using LPS or anti-Ig is not 
clear; however, it does not appear as thougli the difference is due to 
binding of inAbs to either the T cells or dendritic cells in the cultiire 
system. In the T cell-dependent isotype switching system, cross-linking of 
CD45 with anti-CD45 mAb and secondary anti-rat Ig mAbs was observed 
to enhance secondary isotype switching (George et al., 1994). As previously 
discussed, the physical localization of CD4,5 within a discrete cap in the 
plasma membrane could prevent it from interacting with one or more 
substrates in the cell, thereby altering their state of tyrosine phosphorylation 
and presumably their function. Alternatively, because CD45 extends from 
the plasma membrane as a rod-like structure that is approximately 28- 
51 mn in length depending on the number of exons expressed, it is one 
of the largest molecules on the lymphocyte surface (Thomas, 1989). There- 
fore, another consequence of CD45 cross-linking and capping could be 
the enlianced interaction between B cells, T cells, and dendritic cells via 
surface molecules involved in antigen recognition due to reorganization 
of CD45 within the membrane. 

3. Studiep of Lymphocyte Adhesion 

Within the past 3 years a number of studies have documented the 
involvement of CD45 in lymphocyte adhesion processes through the use 
of anti-CD45 mAbs. One of the first studies demonstrated that incubation 
of peripheral blood mononuclear cells with mAbs specific for several differ- 
ent epitopes in the extracellular domain, including CD45RA, CD45R0, 
and common determinants found in all isoforms, induced the rapid forma- 
tion of large cell clusters (Lorenz et al., 1993). Cellular aggregation in 
response to anti-CD45 was blocked by the addition of EDTA, cytochalasin 
B, or incubation at 4"C, all characteristics of adhesion mediated by inte- 
grins. The involvement of LFA-1 and ICAM-1 was confirmed by antibody 
blocking experiments. Subsequent studies revealed that treatment of highly 
purified T cells with anti-CD45 inAbs could induce aggregation of the 
treated cells with untreated monocytes. IIowever, purified T cells treated 
with anti-CD45 did not undergo aggregation in the absence of monocytes 
and treatment of inonocytes with anti-CD45 mAb did not inditce hetero- 
typic aggregation with T cells (Lorenz et d., 1994). Thus, treatment of 
resting T cells was associated with activation of an integrin-dependent 
heterotypic aggregation response that was 5- to 10-fold more sensitive 
to inhibitors of CAMP- arid cCMP-dependent protein kmases than the 
agregation response induced by PMA. Conversely, the anti-CD45 aggre- 
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gation response was not affected by PKC or PTK inhibitors (Lorenz et 
al., 1994). 

Whereas anti-CD45-mediated heterotypic aggregation between T cells 
and monocytes does not require prior activation of the T cell, homotypic 
aggregation of T cells in response to anti-CD45 treatment occurs only if 
the cells have been activated by cross-linking of the AgR complex (Spertini 
et al., 1994). Anti-CD45 mAbs directed against CD45RO and common 
determinants found on all isoforms, but not CD45RA, were observed 
to induce CDlldCD18 (LFA-1)-dependent as well as CDlldCD18- 
independent homotypic aggregation of activated but not resting peripheral 
T cells. Depending on the specific epitope recognized by the different 
anti-CD45 mAbs, the aggregation response could be inhibited by the 
addition of PKC and/or PTK inhibitors (Spertini et al., 1994). The results 
from these studies indicate that in addition to regulating signal transduction 
via the T cell AgR complex, ligand binding to CD45 induces a signal 
that leads to enhanced adhesiveness of activated T cells. A final variation 
concerning the role of CD45 with respect to T cell adhesion was demon- 
strated by studies in which mAbs reacting with CD45 common epitopes, or 
the restricted CD45RO determinant, elicited a rapid and potent homotypic 
aggregation response in all human thymocytes and T cell lines with an 
immature phenotype (Bernard et al., 1994). In agreement with observations 
from other groups, anti-CD45 mAbs were not observed to induce homo- 
typic aggregation of mature T cells. Additionally, the aggregation response 
was at least partially dependent on the interaction between LFA-1 and 
ICAM-3. However, because mAbs directed against these integrins medi- 
ated only partial inhibition of thymocyte aggregation, it is likely that another 
adhesion process is involved (Bernard et al., 1994). 

Recently, it has been shown that CD45 is physically and functionally 
associated with the semaphorin CDlOO (Herold et al., 1996). Coprecipita- 
tion studies demonstrated a physical interaction between CD45 and CDlOO 
isolated from resting T cells. The ability to coimmunoprecipitate these 
molecules was enhanced by T cell activation. Additionally, the interaction 
between CDlOO and CD45 involves isoforms of CD45 in the 190- to 
205-kDa range corresponding to all CD45 molecules that contain either 
one or two of the three variably spliced exons. Ligation of CD45 using 
mAbs leads to a transient decrease in the level of CDlOO expression as 
well as the secretion of a soluble form of this molecule (Herold et al., 
1996). In contrast to findings from other groups, a specific anti-CD45 mAb 
(4.14) induced LFA-l-independent homotypic aggregation in resting T 
cells that was potentiated by the simultaneous cross-linking of CD100. 
These experiments reveal a bidirectional relationship between CD45 and 
the semaphorin CDlOO that may play an important role in terms of regulat- 
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ing the trafficking of T cells as well as their interaction with other cells of 
the immune system 

Hornotypic aggregation in the B cell is also affected by the addition of 
anti-CD45 mAbs as demonstrated by studies in which three novel mAbs 
(Lai1/8, 11, and 15) were observed to induce intercellular adhesion in the 
absence of other stimuli (Zapata et nl., 1995). These mAbs recognize 
determinants contained within the A exon-encoded region of CD45 and 
bind to a peptide epitope that can be selectively masked by the addition 
of carbohydrate. It is worthy to note that epitopes recognized by these 
mAbs are selectively expressed by peripheral blood and tonsilar B cells, 
perhaps as a result of differential glycosylation (Zapata et al., 1995). The 
adhesion response triggered by these mAbs involves the binding of LFA- 
1 to ICAM-1 and/or ICAM-3 based on the ability to block cell : cell interac- 
tions with mAbs against these integrins. Additional experiments revealed 
that CD45 cross-linking leads to the colocalization of both CD45 and LFA- 
1 in the membrane. The use of PTK and PTP inhibitors suggests that the 
phosphatase activity of CD45 may be involved in upregulation of integrin- 
mediated homotypic aggregation’(Zapata ct al., 1995). The use of another 
anti-CD45 mAb (HAB-1) that recognizes a determinant common to all 
isoforins revealed that ligand binding to CD45 can inhibit homotypic 
aggregation induced through MHC class I and class 11, CD19, CD21, 
CD40, and Leu-13 surface molecules (Wegner et nl., 1993). In contrast, 
this anti-CD45 rn Ab did not affect homotypic aggregation induced by 
PMA. The analysis of 13 additional anti-CD45 rnAbs resulted in the identi- 
fication of only one other mAb (138-3) with similar inhibitory properties. 
Due to the fact that only one other anti-CD45 mAb exhibited similar 
properties, it is unlikely that the inhibitory effect on homotypic aggregation 
was caused by a steric hindrance phenomenon. A final point of interest 
concerning the functional characteristics of these m Abs relates to the fact 

0 

that they both potentiate the T cell response to CD2 ligation (Wegner et 
nl., 1993). 

R ANALYSIS OF CD45 FUNCTION USING CD45-DEFICIENT CELL LINES 

The development of CD45-deficient cell lines has provided a valuable 
experimental tool for elucidation of the role that CD45 plays in regulation 
of lymphocyte activation. In general, these experimental systems have been 
developed using previously characterized lymphoid cell lines from which 
spontaneously arising or mutagenized CD45-deficient cells were isolated 
after negative selection with anti-CD45 antibodies and complement. Re- 
cently, homologous recombination has been used in the DT40 chicken B 
cell line to create cells that possess a specific genetic defect resulting in 
the loss of CD45 expression (Yanag et al., 1996). Although there are 



18 LOUIS l3. JUS'TEMENT 

certain caveats that must be considered when using cell lines in general, 
and particularly those that have been subjected to nonspecific mutagenic 
procedures, the results obtained using CD45-deficient cells have neverthe- 
less provided relatively consistent information indicating that CD45 expres- 
sion is important for optimal signal transduction via either the T or B cell 
AgR complex (Alexander, 1997; Trowbridge and Thomas, 1994). 

1. CD45-DeJcient T Cell Lines 

That CD45 expression is required in order to effectively couple the T 
cell AgR to its intracellular signal transduction pathway has been clearly 
documented in studies of murine CD4'CD45- and CD8tCD45- T cell 
lines generated by chemical mutagenesis (Pingel and Thomas, 1989; 
Weaver et al., 1991). In both the CD4t and CD8' cell lines, the response 
to either antigen or anti-CD3 was significantly impaired as evidenced by 
the failure to proliferate and to produce IL-2 or IFN-.)I, respectively. 
Additionally, the CD45-deficient CD8+ T cell lines exhibited a severe 
impairment in their ability to lyse either syngeneic or allogeneic target 
cells (Weaver et al., 1991). Supplementation of cultures with exogenous 
IL-2 was observed to restore the proliferative response of both CD4+ and 
CD8 + CD45-deficient T cells indicating that the IL-2 receptor mediates 
a signal that is not affected by the loss of CD45, possibly because the 
IL-2 signal converges with the AgR signaling pathway at a point that is 
downstream of the block caused by the loss in CD45 expression. In both 
studies, CD45-positive spontaneous revertants were isolated and character- 
ized demonstrating that the reexpression of this PTP was sufficient to 
restore normal signal transduction via the T cell AgR (Pingel and Thomas, 
1989; Weaver et al., 1991). Subsequent studies with the CD45-deficient 
T cell lines showed that they are unable to proliferate in response to 
mitogenic stimulation with anti-Thy-1 mAb. In contrast, the response to 
the T cell mitogens Con A and PHA was not affected by the loss of 
CD45 expression (Pingel et al., 1994). This result was somewhat surprising 
because anti-Thy-1 and Con A both require T cell AgR expression in order 
to function and therefore presumably utilize one or more components of 
the AgR complex for transduction of a signal. Moreover, neither of these 
mitogenic stimuli were observed to induce tyrosine phos horylation in 

observed (Pingel et al., 1994). Thus, it is apparent that Con A has the ability 
to bypass the block in AgR signaling by binding to distinct coreceptors on 
the cell and/or as a result of activating a distinct intracellular effector 
pathway that is not inhibited by the loss of CD45 expression. 

In addition to the use of murine T cell lines, a large number of studies 
have been conducted with CD45-deficient T lymphoma (BW5147, NZB.l, 

CD45-negative T cells, nor did they induce activation of p56" P as is normally 
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and YAC-1) and leukemic (Jurkat, HPB-ALL, and CB1) cells (Koretzky 
et al., 1990, 1991; Deans et al., 1992; Peyron et al., 1991; Volarevic et nl., 
1992; Shiroo et d., 1992; Biffen et al., 1993). In general, the results obtained 
with these cell lines are in agreement with those described previously and 
have provided a significant amount of information concerning the specific 
nature of the block in signal traiisduction associated with the loss of CD4S 
expression. Analysis of AgR-mediated signaling in CD45-deficient cells 
reveals little or no induction of tyrosine phosphorylation, inositol phosphate 
production, calcium mobilization, protein kinase C activation, and, in cer- 
tain cell types such as Jurkat, no IL-2 production (Koretzky et al., 1990, 
1992). In the case of the CD45-deficient Jurkat and HPB-ALL cell lines, 
reconstitution of CD45 expression following transfection with cDNA en- 
coding the CD45RO or CD45RAB isoforms, respectively, was observed 
to restore normal signaling via the T cell AgR (Koretzky et nl., 1992; Biffen 
et al., 1993; Shiroo et al., 1992). Besides playing an important role in T 
cell AgR-mediated signaling, CD45 has also been observed to be required 
for optimal signaling via several other receptors including CD2 (Koretzky 
et nl., 1991), MHC class I (Skov et al., 1995), and FceRI (Adamcewsh et 
al., 1995) as demonstrated by studies using Jurkat cells that had been 
transfected with cDNA encoding this receptor. 

It is clear that the loss of CD45 expression and its associated PTP activity 
results in a profound block in the AgR signal transduction pathway at a 
point that is proximal to the receptor complex itself. The lack of inducible 
tyrosine phosphorylation, which is one of the earliest events triggered by 
AgR ligation (Chan et al., 1994), suggests that CD45 expression is important 
for proper regulation of PTK function in the cell. Because CD45-deficient 
T cell lines produce cytokines and proliferate normally in response to PMA 
and ionomycin, it is clear that downstream activation of these events is 
sufficient to restore the normal cellular response (Peyron et al., 1991). 
This in turn indicates that CD45 regulates the function of effector proteins 
(e.g., ~ 5 6 ' ' ~  and p59'y") that are membrane proximal in relationship to cal- 
cium mobilization and PKC activation. Indirect evidence indicating that 
the loss of CD45 leads to a block in signaling at the level of Src family 
PTKs has been provided by studies in the HPB-ALL cell line demonstrating 
that co-cross-linking of CD3 and either CD4 or CD8 leads to the induction 
of early signal transduction events including the activation of p56"k, tyrosine 
phosphorylation, and calcium mobilization (Deans et al., 1992, Shiroo et 
al., 1992). These observations are in agreement with those demonstrating 
that co-cross-linking of CD3 and CD4 reverses the negative effect elicited 
by treatment of T cells with anti-CD45 mAbs (Ledbetter et nl., 1991). In 
these experiments, reconstitution of signaling may be related to enhanced 
recruitment of p56Ick to the AgR complex by CD4 or CD8, effectively 



20 LOUIS B. JUSTEMENT 

compensating for decreased activation of p56lck, and perhaps that of ~ 5 9 ' ~ "  
as well. Several studies have documented aberrant activation of both ~ 5 6 ' ' ~  
and p59C' in cells that lack CD45 and this is thought to be primarily 
responsible for the abrogation of downstream signal transduction processes 
(Shiroo et al., 1992; Biffen et al., 1993; Ostergaard et al., 1989; McFarland 
et al., 1993; Hurley et al., 1993). Recently, evidence has been obtained 
indicating that the block in T cell AgR-mediated signal transduction is in 
fact due to the loss of ~ 5 6 ' ' ~  activation. Reconstitution of CD45-deficient 
cells with a chimeric protein composed of the extracellular/transmembrane 
domain of the EGF receptor fused to a constitutively active form of ~ 5 6 " ~  
(Tyr505 to Phe505) was observed to restore AgR-mediated signaling 
(Duplay et al., 1996). These findings provide evidence indicating that the 
block in signaling can be overcome by supplying a pool of active ~ 5 6 " ~  to 
the cell. In contrast, neither wild-type nor catalytically deficient forms of 
~ 5 6 ~ ' ~  were able to restore signaling in the absence of CD45 expression 
(Duplay et al., 1996). 

In contrast to the consensus viewpoint that can be deduced from the 
studies described previously, two CD45-deficient cell lines have been 
analyzed that provide qualitatively different resuIts in terms of their re- 
sponse to AgR ligation. In a series of experiments using a particular clone 
of CD45-deficient Jurkat cells that was obtained using fluorescence- 
activated cell sorting, anti-CD3 mAb was observed to induce significant 
tyrosine phosphorylation and calcium mobilization, albeit to a lesser extent 
than in parental cells (Peyron et al., 1991). Although early effector re- 
sponses were clearly detectable in these cells, the downstream production 
of cytokines was almost completely abrogated. This finding is interesting 
for two reasons. First, it suggests that the loss of CD45 expression in these 
cells may have been compensated for by the increased expressiodfunction 
of another PTP that has the ability to regulate ~ 5 6 ' ' ~  and p59fy". Analysis of 
membrane-associated PTP activity in these CD45-deficient cells revealed a 
significant decrease in the total level of activity, indicating that a compensa- 
tory PTP might restore signaling through increased catalytic function as 
opposed to bein overexpressed (Peyron et al., 1991). Alternatively, it is 

aberrantly activated, thus compensating for the loss of CD45. However, 
an analysis of their relative level of expression and activity in CD45-positive 
(J.D) versus CD45-negative (JS-7) cells was not performed. Recently, an 
analysis of the J.D Jurkat cell line and its CD45-deficient variant JS-7 
revealed that AgR cross-linking stimulates tyrosine phosphorylation of the 
cchain and the association with p72'Yk, regardless of CD45 expression (Chu 
et al., 1996). A similar response was not observed in the J45.01 CD45- 
negative Jurkat cell line that has previously been shown to be unresponsive 

possible that p56 $c k and/or p59C' are themselves overexpressed or perhaps 
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to AgR cross-linking (Koretzky et (11, 1991). These findings suggest that 
~ 7 2 " ~  expression, and presumably activation, is able to compensate for the 
loss of CD45. This hypothesis was confirmed by experiments in which 
p7P" was transfected into 545.01 cells and was observed to restore respon- 
siveness to AgR cross-linking (Chu et d., 1996). Second, based on the 
Fact that AgR cross-linking leads to tyrosine phosphorylation and calcium 
mobilization, but not production of cytokines, it is possible that CD45 
regulates effector molecules that lie downstream of ~ 5 6 " ~  and p59'\''. A 
caveat to this hypothesis is that the levels of second messengers produced 
in response to AgR cross-linking might be too low to propagate downstream 
signals leading to cytokine production, a possibility supported by the fact 
that these cells produced normal levels of cytohnes in response to PMA 
and ionomycin (Peyron et al., 1991). 

Experiments with a CD45-deficient mutant of the retrovirally trans- 
formed YAC-1 T cell line reveal a very distinct pattern of signaling in 
response to CD3 cross-linking (Volarevic et nl., 1992). To begm with, the 
CD45-negative YAC-1 cells are unique from the standpoint that numerous 
intracellular proteins are constitutively hyperphosphorylated on tyrosine 
when cornpared to wild-type cells. This is in contrast to the results obtained 
with most CD45-deficient cells in which the level of basal tyrosine phos- 
phorylation is not greatly changed compared to parental cells. Thus, the 
loss of CD45 in the YAC-1 cells results in a significant alteration of the 
basal homeostasis for tyrosine phosphorylation. This finding suggests that 
one or more PTKs may be constitutively hyperactivated in these cells in 
the absence of AgR ligation. In support of this hypothesis, the PTK p70P 
is constitutively hyperphosphorylated on tyrosine and coprecipitates with 
the f chain, which is also hyperphosphorylated in CD45-negative YAC-1 
cells (Mustelin et aE., 1995). In normal T cells p70'+ is observed to colocalize 
with CD45 and tyrosine-phosphorylated p70'"p is dephosphorylated by 
CD45 in vitru. These data suggest that CD45 may regulate the activity of 
p70"P, but unlike the Src family kinases, p70'"P function may be negatively 
regulated by CD45. 

In agreement with results from other CD4S-deficient cells, stimulation 
of YAC-1 mutant cells with anti-CD3 did not induce an increase in tyrosine 
phosphorylation above the constitutively elevated background (Volarevic 
et n l ,  1992). Similarly, stimulation wth anti-CD3 mAb did not induce 
detectable phosphoinositide hydrolysis aiid resulted in only a small, delayed 
calcium flux within the first 7 min. However, CD45-deficient YAC-1 cells 
did exhibit a delayed and gradual increase in the mean intracellular concen- 
tration of Ca2+ after stimiilatioii with anti-CD3 mAb, whereas parental 
cells did not The delayed increase in the concentration of intracellular 
Ca'+ was due to extracellular influx aiid suggests that the loss of CD45 
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may lead to the dysregulation of calcium channels in the plasma membrane 
of the cell. In both of the studies' described previously, CD45-positive 
revertants were isolated in which AgR-mediated signaling had reverted 
back to normal when compared to parental cells (Peyron et al., 1991, 
Volarevic et al., 1992). Therefore, it can be concluded from all the studies 
with CD45-deficient T cells that expression of this PTP is intimately in- 
volved in regulating the quantitative, and perhaps the qualitative, nature 
of the signal transduced following ligand binding to the AgR complex. 

2. CD4S-De$cient B Cell Lines 

Whereas the requirement for CD45 expression is tightly correlated with 
successful initiation of signal transduction following T cell AgR cross- 
linking, the expression of this PTP is not absolutely required in order to 
trigger certain early activation events following B cell AgR ligation (Juste- 
ment et al., 1994). Moreover, there is a greater heterogeneity in terms of 
the qualitative and/or quantitative nature of the signals that are transduced 
when comparisons are made between different CD45-deficient B cell lines. 
Nevertheless, it is still apparent that this PTP performs an important 
regulatory function with regard to signal transduction via the B cell AgR. 

To date, the most extensive series of studies concerning the role of 
CD45 in B cell AgR-mediated signal transduction has been performed 
with the B cell plasmacytoma J558pm3. This cell line expresses membrane 
IgM specific for the hapten nitrophenyl but lacks CD45 due to normal 
downregulation of its expression associated with terminal differentiation. 
Initial experiments were performed with these cells demonstrating that 
signal transduction in response to either antigen or anti-Ig was abnormal 
as indicated by the absence of a detectable calcium mobilization response 
(Justement et nE., 1991). The J558pm3 cells were then transfected with 
a cDNA encoding the high-molecular-weight isoform of CD45 and it was 
found that expression of this PTP reconstituted the ability to mobilize 
calcium in response to AgR cross-linhng. This observation provided the 
first indication that AgR signaling in the B cell may be dependent on the 
expression of CD45. However, unlike T cells, cross-linking of the AgR 
expressed by CD45-deficient J558pm3 cells leads to the inducible tyrosine 
phosphorylation of numerous substrates (Kim et al., 1993; Pao and Cam- 
bier, 1997; Pao et al., 1997). It should be noted that these cells exhibit both 
qualitative and quantitative differences in their basal as well as stimulated 
tyrosine phosphorylation pattern. Based on these findings, and those in 
other CD45-deficient cell lines, it is apparent that CD45 is not absolutely 
required for coupling of the AgR to its signal transduction pathway. More- 
over, these results suggest that even though CD45 may regulate the activity 
of one or more Src family PTKs in the B cell, there must be additional PTKs 



HOLE OF (:I145 IN SIGNAL THANSIIIJ(:TION 23 

that do not require CD45 expression for functional activation. Although 
inducible tyrosine phosphorylation can be detected in the CD45-deficient 
J558pn3 plasmacytoma, several downstream abnormalities have been ob- 
served. First, as expected, recruitment and activation of the Src family 
kinases p53/56’”’, p59‘”, and p5S”lk appears to be attenuated in the absence 
of CD45 (Pa0 et d., 1997; Pao and Cambier, 1997). However, the PTK 
p7Pk appears to be inducibly activated and recruited to the AgR upon 
ligand binding (Katagin et al., 1995; Yanagi et al., 1996; Pao and Cambier, 
1997). Not surprisingly, the tyrosine phosphorylation of PLCy is normal, 
presuniabiy due to the activation of ~ 7 2 ” ~ .  However, despite this, PLCy 
activation is significantly decreased in the absence of CD45 and there is 
a greatly reduced level of iriositol trisphosphate production in J558pm3 
cells (Kim et al., 1993; Pao et d., 1997). The lack of inositol trisphosphate 
production apparently leads to attenuation of calcium mobilization in these 
cells. Activation of the downstream effector proteins MAP hnase and p21 Hs 

is also inhibited in the absence of CD4S (Kim et a1 , 1993; Kawauchi et 
a1 , 1994). 

Additional studies with CD45-deficient mutants of the K46-17pmh B 
lymphoma cell line support several of the observations previously discussed 
(L. B. Justement, unpublished observation). AgR cross-linking in these 
cells mediates inducible tyrosine phosphorylation of several substrates, 
although the pattern of phosphorylation is again qualitatively and quantita- 
tively different from that observed in cells that express CD45. The activa- 
tion of p53/56”” is inhibited in these cells but tyrosine phosphorylation of 
~ 7 2 ’ ~ ~  is normal, suggesting that this PTK is activated in response to AgR 
cross-linking. Tyrosine phosphorylation of PLCy is observed in CD4S- 
deficient K46-17pmh cells; however, no information has been obtained 
regarding the production of inositol phospholipid second messengers. Fi- 
nally, AgR cross-linking in CD4S-deficeint K46-17pmh B cells results in 
mobilization of calcium from intracellular stores but there is no detectable 
extracellular influx (L. B. Justement, unpublished observation). Studies 
with the chicken B cell line DT40, in which CD45 expression has been 
knocked out using homologous recombination, provide data that support 
many of the observations described previously (Yanagi et nl., 1996). AgR 
cross-linking induces diminished but detectable tyrosine phosphorylation 
in these cells. The phosphorylation and activation of p53/56’“’ are dysregu- 
lated in the absence of CD45, whereas the activation of p7PrSk is reIatively 
unaffected. The calcium lnobilization response in the CD45-deficient 
DT40 cells is characterized by a delayed and graclual increase in the 
intracellular concentration of Ca2+ (Yanagi et ul., 1996). Although this 
response in not comparable to those in the J558pn3 or K46-17pinh cell 
lines, it is characteristic of previous studies in which the abrogation of p53/ 
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56'" expression was observed to cause a delayed and gradual increase in 
the concentration of intracellular Ca2+ upon AgR cross-linking (Takata et 
al., 1994). 

A somewhat different response pattern was observed in CD45-deficient 
BAL-17 cells in which AgR ligation induced relatively normal tyrosine 
phosphorylation and calcium mobilization when compared to either CD45- 
positive parental cells or revertants (Ogimoto et al., 1995). Although the 
absence of CD45 expression had only a slight affect on early signal transduc- 
tion events in these cells, it was shown that AgR-mediated growth arrest 
was almost completely blocked in cells that were CD45 deficient. Another 
series of studies involving the immature B cell line WEHI-231 reveal an 
equally distinct response phenotype when signaling in CD45-deficient 
mutants is investigated (Ogimoto et al., 1994). The CD45-deficient WEHI- 
231 cells actually exhibit a phenotype that is very similar to that seen with 
the CD45-deficient YAC-1 T cell line (Volarevic et al., 1992) in that 
numerous substrates are constitutively hyperphosphorylated on tyrosine, 
but cross-linking of the AgR fails to induce any additional phosphorylation. 
Furthermore, the CD45-deficient WEHI-231 cells exhibit a delayed but 
prolonged calcium mobilization response that is again very similar to that 
observed in the YAC-1 cell line. 

In conclusion, the results from studies of CD45-deficient B cell lines 
demonstrate that this PTP does indeed regulate signal transduction via 
the AgR. However, the role for CD45 in B cells is more subtle compared 
that in to T cells, perhaps because there are other PTKs in the B cell 
whose function is not dependent on the expression of CD45 (e.g., p72'yk). 
This is in contrast to CD45-deficient T cells in which the block in signal 
transduction does not appear to be effectively circumvented through the 
activation of alternative PTKs (Fig. 3). Support for this hypothesis has 
been provided by a recent study demonstrating that p72"yk, but not ~ 7 0 ' 4 ,  
can function independently of either CD45 or ~ 5 6 ' " ~  (Chu et al., 1996). 

C. ANALYSIS OF CD45 FUNCTION USING GENETARGETED MICE 

The recent generation of CD45-deficient mice through homologous 
recombination has confirmed the important role that CD45 serves in regu- 

FIG. 3. Regulation of T cell and B cell activation by CD45. (A) Schematic representation 
of signaling via the T cell AgR in the presence or absence of CD45. (B) Schematic representa- 
tion of B cell AgR signaling in the presence or absence of CD45. Differences exist in terms 
of the effect that loss of CD45 expression has on AgR-mediated signaling in T cells versus 
B cells. Whereas T cell activation is essentially abrogated by the loss of CD45 expression, 
B cell AgR ligation still initiates certain early activation responses. This may be due to the 
fact that ~ 7 2 " " ~  is able to function in the absence of CD45, whereas p7OLUp is not. 
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lation of lymphocyte development and activation. Initial studies were re- 
ported with mice carrying a mutation in CD45 variable exon 6 resulting 
in a complete loss of CD45 expression by B cells and a significant reduction 
in its expression on peripheral T cells (Kishihara et al., 1993). Expression 
of CD45 in the thymus was restricted to mature CD4+ or CD8’ cells 
and was undetectable on double-negative or double-positive thymocytes. 
Analysis of the peripheral lymphoid compartment revealed a comparable 
number of surface IgM’ cells in the slpeen and bone marrow of both 
CD45-e~on6”~ and CD45-exon6-’- mice. In contrast, the total number 
of T cells was significantly reduced in all peripheral lymphoid organs 
examined with a selective skewing toward CD4’ T cells due to a greater 
reduction in the number of CD8’ T cells. Despite the reduction in the 
number of T cells, the total number of lymphocytes in the blood, lymph 
nodes, and bone marrow was unchanged and there was a twofold increase 
in the number of cells in the spleen. Defects in thymocyte development 
were apparent based on altered numbers of immature versus mature thy- 
mocytes in CD45-exon6-I- mice (Kishihara et al., 1993). A slight increase 
in double-negative cells and a significant decrease in the number of single- 
positive thymocytes was observed. In contrast, the number of double- 
positive cells was comparable to that in CD45-exon6”’ mice. These results 
indicate that the loss of CD45 expression correlates with a block in thymo- 
cyte development at the transition between double-positive immature and 
single-positive mature cells. A second minor block in the transition from 
double-negative to double-positive thymocytes was also suggested by the 
slight increase in CD4CD8- cells. It was also noted that the loss of CD45 
expression negatively affects the intrathyinic development of Vy3 T cells 
and that the block in y/S thyrnocyte maturation is distinct from the block 
in the CrlP lineage (Kawai et al., 1995). Clonal deletion of T cells expressing 
superantigen-reactive AgRs was analyzed in CD45-exon6’” and CD45- 
exon6-’- mice and was observed to occur normally in both, indicating that 
CD45 expression is not required for negative selection of superantigen- 
reactive cells (Kishihara et al., 1993; Penninger et al., 1996). Nevertheless, 
T cells from CD45-exon6-’- mice were unable to mount a proliferative 
response when stirnulated with anti-CD3, anti-TCRaP, Con A or PMA, 
and ionomycin. Surprisingly, the lack of responsiveness was observed for 
CD45-negative as well as CD45-positive T cells isolated from the 
CD45-exon6-’ mice. Moreover, the defect in proliferation was not over- 
come by the addition of pharmacologic agents (i.e., PMA and ionomycin) 
that act well downstream of the putative block in Src family PTK activation 
associated with the loss of CD45 expression. Finally, the ability to generate 
an antiviral cytotoxic T cell response was evaluated in CD45-exon6-’- 
mice based on footpad swelling after local infection with LCMV. Not 
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surprisingly, mice lacking CD45 exhibited a complete absence of the swell- 
ing reaction characteristically mediated by CD8' cytotoxic T cells. More- 
over, secondary restimulation in uitro failed to reveal a detectable CTL 
response against LCMV (Kishihara et nl , 1993). 

Examination of the B cell compartment in CD45-exon6-'- mice revealed 
little or no effect on colony formation of bone marrow-derived myeloid 
or B cell progenitors. Nor was there any difference in the number of 
colony-forming B cells isolated from spleen, bone marrow, or peritoneum 
(Kishihara et 01,  1993). Although the number of B cells was not decreased 
in CD45-exon6-'- mice, they did exhibit certain phenotypic alterations 
suggesting that development within the B cell compartment may be af- 
fected by the loss of CD45 expression. Both the high- and low-density 
splenic B cell populations exhibited a significant decline in the frequency 
of IgD'",IgM'" cells in  addition to a significant decline in the number of B 
cells expressing CD23 and MHC class I1 (Benatar et al., 1996). The pheno- 
type of bone marrow B cells was essentially normal. These alterations in 
B cell phenotype suggest that the loss of CD45 may cause a developmental 
arrest at the transition from immature to mature B cells. Analysis of the 
proliferative response following AgR cross-linking demonstrated that 
CD45-deficient B cells are unable to proliferate when stimulated with 
either polyclonal or monoclonal anti-IgM, whereas the response to LPS 
is not affected (Kishihara et a1 , 1993; Benatar et al., 1996). A more detailed 
study of AgR-mediated signal transduction with B cells isolated from 
CD45-exon6-'- mice provided findings that are in agreement with those 
from CD45-deficient cell lines. AgR cross-linking was observed to mediate 
induction of tyrmine phosphorylation and in particular it was noted that 
Igc-w and PLCy2 exhibited increased phosphorylation comparable to that 
in B cells from CD45-ex0n6"~ animals (Benatar et al., 1996). However, 
the calcium mobilization response was not normal and was characterized 
by a rapid and transient increase in the concentration of intracellular Ca2+. 
The transient rise in CaZt was determined to be due to the release of Ca2' 
from intracellular stores (Benatar et al., 1996). These results suggest that 
CD45 may regulate the movement of CaZt into the B cell, possibly by 
controlling the function of CaZ+ channels in the plasma membrane. 

Experiments to assess the antibody response in CD45-exon6-'- mice 
were performed and revealed that the T-independent antibody response 
is only marginally decreased, whereas the T-dependent response is de- 
creased by a factor of 50 (Kishihara et al., 1993). A more detailed examina- 
tion of the role for CD45 in B cell respoilses against T-independent and 
T-dependent antigens was performed following adoptive transfer of CD4 + 

T cells from wild-type mice into the CD45-exon6- animals (Kong et al., 
1995). In the presence of CD45-positive T cells, CD45-deficient B cells 
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were able to respond to both T-independent and T-dependent antigens 
and were able to undergo class switching to secondary isotypes. These 
data suggest that CD45 is not required for B cell activation and differentia- 
tion per se (Kong et al., 1995). However, a detailed analysis has not 
been performed to determine whether the elimination of CD45 expression 
results in an adaptive developmental response leading to the preferential 
selection of B cells that have effectively compensated for the loss of CD45 
expression through increased expression and/or function of PTKs or PTPs. 

The role of CD45 in regulation of B cell positive and negative selection 
was assessed by crossing CD45-exon6-’- mice with mice carrying immuno- 
globulin transgenes specific for hen egg lysozyme (HEL) (Cyster et al., 
1996). B cells isolated from these animals were examined for their ability 
to respond to soluble HEL in uitro. Activation of the ERWRSWEGRl 
signaling cascade was significantly diminished in CD45-deficient B cells, 
as was the Ca2+ mobilization response when compared to control B cells. 
Antigenic stimulation of CD45-deficient B cells resulted in decreased 
expression of CD86 and little or no increase in the expression of CD54. 
In contrast to previous studies with CD45-exon6-’- B cells, stimulation 
with polyclonal anti-IgM or PMA was observed to induce comparable 
activation of ERK2 and calcium mobilization in B cells regardless of 
whether they expressed CD45 (Cyster et al., 1996). The essential conclusion 
from these experiments is that expression of CD45, although not absolutely 
required for initiation and propagation of signaling via the AgR, does play 
an important role in regulating the intensity of the signal and thus the 
threshold of sensitivity of the AgR for antigen. It was further shown that 
alterations in AgR sensitivity have practical consequences during the selec- 
tion of high-affinity self-reactive B cells. Whereas the presence of circulat- 
ing HEL autoantigen normally mediates negative selection of autoreactive 
CD45-positive B cells, loss of CD45 expression leading to a decrease in 
AgR-mediated signal intensity actually potentiated the positive selection 
of autoreactive B cells (Cyster et al., 1996). Thus, it is apparent that CD45 
is directly involved in regulating the AgR signal threshold and therefore 
determines whether B cells undergo negative or positive selection. 

Recently, CD45-null mice have been generated through the targeted 
disruption of exon 9 within the CD45 locus (Byth et al., 1996). These 
animals exhibit a complete loss of CD45 expression on both T cells and 
B cells, in contrast to the CD45-exon6-’- knockout mice. The spleens 
from CD45-exon9-’- mice contained twice the number of B cells and 
only one-fifth as many T cells when compared to wild-type animals. The 
increased number of B cells in the spleen was due to expansion of two B 
cell subpopulations that express high levels of IgM. The response to anti- 
CD40 and IL-4 was normal based on upregulation of MHC class I1 and 
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CD40 expression, indicating that CD45 is not involved in regulating signal 
transduction via these receptors. Mature T cell expression in the periphery 
of CD45-null mice was dramatically reduced and there was a 10-fold 
reduction in CD3+CD4+ cells and at least a 3- or 4-fold decrease in 
CD3+CD8+ T cells. In contrast to the CD45-exon6-’- mice, the CD45- 
exon9-/- animals exhibit a distinct block in both negative and positive 
thymocyte selection that is probably accounted for by the complete loss 
of CD45 expression (Byth et al., 1996). Ontogenetic analysis of thymocyte 
development further suggests that CD45 expression is not required for 
the development of thymic stem cells nor the entry of prothyinocytes into 
the thymic rudiment. Investigation of the development of thymocytes from 
CD45-exon9-’- mice in fetal thymic organ culture ( FTOC) revealed that 
there is a significant increase in the basal apoptotic rate of CD4+CD8’ 
thymocytes resulting in a general decrease in the total number of thymo- 
cytes recovered after 7 days. As a result, CD45-null thymuses contain an 
aberrantly high percentage of double-negative cells. These results confirm 
that CD45 expression is important for enhancing the efficiency of positive 
selection by promoting the transition from the double-positive to single- 
positive state (Byth et al., 1996). FTOC was also used to demonstrate that 
CD45 expression is required for negative selection following AgR ligation. 
Treatment of CD45+/+ but not CD45-/- FTOC with anti-CD3 mAb was 
observed to induce significant levels of apoptosis and the yield of thymo- 
cytes from CD45”’ thymuses was reduced by 38%, whereas the number 
of thymocytes recovered from CD4Fj-l- thymuses was not affected. In 
contrast, the apoptotic response of CD45-l- double-positive thymocytes 
was comparable to that of CD45+’+ cells following the addition of iono- 
mycin, dexamethasone, or anti-Fas mAb. Therefore, the defect in negative 
selection observed in CD45-’- cells is specific to the signal delivered by 
AgR ligation (Alexander, 1997; Byth et al., 1996). Finally, in the absence 
of CD45 expression, negative selection of TCR-VP8 double-positive thymo- 
cytes was found to be defective in response to the superantigen S. aureus 
enterotoxin B (Conroy et al., 1997). The abrogation of negative selection 
in the CD45-exon9-/- mice was in contradiction to results obtained in 
the CD45-exon6-/- system, demonstrating that negative selection occurs 
normally. It is possible that the difference in results between these two 
studies is a function of the low level of CD45 expression that is maintained 
in the CD45-exon6-/- animals, which is perhaps sufficient to enable the 
T cell AgR to drive a signal in response to a strong stimulus such as 
a superantigen. 

As in the CD45-exon6-’- mice, proliferation of B cells isolated from 
CD45-exon9-’- mice in response to AgR cross-linking was absolutely de- 
pendent on the expression of CD45 (Byth et al., 1996). Neither polyclonal 
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anti-IgM nor anti-IgD antibody were observed to induce cellular prolifera- 
tion of B cells, whereas the response to anti-CD40 mAb was relatively 
unaffected by the loss of CD4Fi expression. The functional response to 
anti-CD40 was not unexpected because anti-CD40 had previously been 
shown to restore the proliferative response of B cells that had been treated 
with anti-Ig and anti-CD45 mAbs simultaneously (Gruber et al., 1989). 
Finally, proliferation of B cells stimulated with anti-CD38 mAb was ana- 
lyzed, revealing a significant impairment in their responsiveness associated 
with the loss of CD45 expression. Because signal transduction via CD38 
requires the expression of a functional B cell AgR complex (Lund et al., 
1996), and may in fact utilize components of the AgR complex, it is not 
entirely surprising to find that CD38 is nonfunctional in CD45-deficient 
cells. A more detailed analysis of antibody responses and intracellular 
signaling by B cells from CD45-exon9-/- mice has not yet been reported, 
so it is not known how these parameters will compare to data obtained 
from CD45-exonG-/- mice or cell lines studies; however, such information 
will be most informative. 

In conclusion, CD45 has been shown to play an essential role in T cell 
development and is required for the productive transmission of a signal 
from the T cell AgR. In contrast, CD45 serves a more subtle role in the 
B cell compartment where it appears to be involved in development, 
although it is not absolutely required. Additionally, signal transduction via 
the B cell AgR is not completely impaired by a lack of CD45 expression. 
Many early signaling events are observed but may be noticeably altered 
in terms of quantitative and qualitative aspects. Finally, a consistent finding 
is that B cell proliferation in vitro is completely abrogated by the loss of 
CD45, but it is possible to stimulate relatively normal antibody production 
by CD45-l-B cells in vivo as long as appropriate T cell help is provided. 
This suggests that the B cell is able to respond to antigen, proliferate, and 
differentiate into an antibody-secreting cell. There must therefore be one 
or more mechanisms that enable the B cell to bypass the block imposed 
on it by the loss of CD45 expression. It is likely that, in the presence of 
CD45”’ T cells, antigen-stimulated CD45-’- B cells receive and respond 
to costimulatory signals that support proliferation and differentiation in 
vivo, despite the fact that they lack CD45. 

111. Molecular Mechanisms Involved in CD45 Function 

In order to understand the way in which CD45 regulates lymphocyte 
development and activation at the molecular level, it is essential to charac- 
terize the intracellular substrates that are targets for this PTP and to 
delineate the mechanism( s) responsible for regulation of its catalytic activ- 
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ity. Elucidation of these issues will facilitate the interpretation of functional 
data derived from stiidies with CD45 mAbs, CD45-deficient cell lines, 
and CD45-deficient mice. 

A IDENTIFIC:ATION OF SIJBSTRATES FOR CD45 

Identification of substrates for CD45 is a major area of emphasis due 
to the fact that this is one of the most important questions related to the 
development of a molecular model to explain its function in lymphocytes. 
Several issues must be taken into consideration when attempting to identify 
substrates for CD45. First, the subcellular localization of CD45 has to be 
considered in order to identify likely targets for this PTP. Because CD45 
is a transinernbrarie PTP, it is logical to propose that relevant substrates 
woiild be almost exclusively localized to the inner face of the plasma 
mernbrane in either a constitutive or inducible manner. Although CD45 
is indeed expressed predominantly in the plasma membrane, studies have 
documented the presence of intracelliilar pools of CD45 that actually 
redistribute within the cell in response to activation signals (Minami et al,, 
1991). Additionally, it is possible that CD45, expressed on the surface of 
the cell, might undergo capping and be internalized following ligand bind- 
ing. Thus, there are situations in which CD45 is found within intracellular 
compartments and thus the possibility cannot be completely ruled out 
that this PTP may dephosphorylate intracellular substrates under specific 
conditions. A more subtle aspect of CD45 localization within the cell 
relates to the potential for selective interactions between CD45 and other 
transmembrane proteins as a function of isoform expression. Thus, an 
analysis of intermolecular interactions between CD45 and other surface 
proteins may yield significantly different results depending on the cell type 
studied and its relative state of development or activation. The selective 
interaction of CD45 with other transmembrane proteins could in turn 
have a significant effect on the complement of intracellular substrates that 
are accessible to CD45. Second, it is not always possible to interpret 
changes in the tyrosine phosphorylation status of a protein as definitive 
proof that that protein is a direct substrate for CD45. Due to the relatively 
complex and extensive regulatory networks that exist between PTKs and 
PTPs in most cells, it is possible that changes in the phosphorylation of 
any given protein could result from alterations in the function of a PTK 
or a distinct PTP that is in turn regulated by the expression of CD45 or 
by modulation of its function. 

1. Analysis of Internwlecirlnr Associations Involving CD4S 

The rationale for performing experiments to identify cellular proteins 
that physically interact with CD45 is twofold. First, the physical association 
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between CD45 and another protein, particularly a tyrosine phosphoprotein, 
may be indicative of the fact that that protein is a substrate for CD45. 
Second, it is possible that protein : protein interactions play a role in regulat- 
ing the catalytic function of CD45. The interaction between CD45 and 
other proteins may be involved in the targeting of substrates to CD45, 
effectively regulating its ability to dephosphorylate selected phosphopro- 
teins within the cell. Alternatively, the catalytic activity of CD45 may be 
controlled through its interaction with one or more regulatory proteins 
that are not necessarily substrates. 

Not surprisingly, a number of studies demonstrating intermolecular in- 
teractions between CD45 and other transmembrane proteins in T and B 
lymphocytes have been reported. Molecules that interact with CD45 based 
on chemical cross-linking, coprecipitation, or cocapping/modulation in- 
clude the ( chain of the CD3 complex (Furukawa et al., 1994), CD4 and 
CD8 (Mittler et al., 1991), CD7 (Lazarovits et al., 1994), CD26 (Torimoto 
et al., 1991), CD2 (Schraven et al., 1990; Altevogt et al., 1989), CDlOO 
(Herold et al., 1996), and Thy-1 (Lynes et al., 1993; Volarevic et al., 1990) 
on T cells and membrane immunoglobulin (mIg) (Brown et al., 1994), and 
LFA-1 (Zapata et al., 1995) on B cells. In many instances, the possibility 
that these interactions are physiologically relevant has been supported 
through the use of anti-CD45 mAbs or CD45-deficient cell lines. 

a.  Association of CD45 with Transmmbrane Proteins in the T Cell. 
Many of the transmembrane proteins listed previously interact not only 
with CD45 but also with the T cell AgR complex as well. Therefore, it is 
formally possible that large multisubunit complexes exist in the plasma 
membrane consisting of the T cell AgR, CD45, and one or more corecep- 
tors. If this is in fact true, then it could complicate the interpretation of 
results obtained from studies of protein:protein interactions between CD45 
and specific T cell coreceptors because it may not be possible to accurately 
discriminate between direct as opposed to indirect associations. Another 
caveat that must be kept in mind is that CD45 is an extremely abundant 
cell surface protein. Thus, it is quite possible that artificial interactions 
may be seen due to nonspecific trapping of other transmembrane proteins 
as a result of chemical cross-linking and/or immunoprecipitation of CD45. 

As previously mentioned, anti-CD45 mAbs have been observed to po- 
tentiate T cell responses when added simultaneously with anti-CD2 mAbs 
(Schraven et al., 1989, 1990). Additional studies using chemical cross- 
linking suggest that these proteins are intimately associated with one 
another in the plasma membrane in an activation-independent manner 
(Schraven et al., 1990). The interaction between CD45 and CD2 was 
shown to be relatively specific based on the fact that CD45 did not coprecip- 
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itate with CD27 or CD58 after chemical cross-linhng, although the 
CD45:CD2 complex did contain MHC class I. Similar findings were 
reported in a study demonstrating that CD45 coprecipitates with CD2 
isolated from mouse thymocytes, splenic T cells, Con A blasts, and T cell 
lines in the absence of chemical cross-linking (Altevogt et al., 1989). 
Whereas CD2 appeared to be constitutively associated with CD45 in the 
membrane, there was no detectable interaction with CD3, again suggesting 
that the interaction with CD2 is specific. However, modulation of CD2 
from the cell surface did not lead to comodulation of either CD45 or CD3. 
The data suggest that CD2 and CD45 preferentially interact with one 
another in the membrane and that engagement of the extracellular domain 
of CD45 by ligand may modulate the signal transduced via CD2 by altering 
the physical relationship between these proteins in the membrane. 

Signal transduction via Thy-1, a glycosyl phosphatidylinositol-linked re- 
ceptor, requires the expression of both the T cell AgR complex (Ashwell 
and Klausner, 1990) and CD45 (Pingel et al., 1994), suggesting that these 
transmembrane polypeptides interact with one another in the plasma mem- 
brane. In support of this hypothesis, immunoprecipitation of Thy-1 from 
chemically cross-linked T cells resulted in the coprecipitation of CD45, 
MIIC class I, and &-microglobulin. A similar pattern of coprecipitating 
proteins was observed when the T cell AgR was isolated from chemically 
treated T cells. Further analysis revealed that a significant proportion of 
either Thy-1 or the T cell AgR could be isolated in association with CD45, 
demonstrating that they are intimately associated with this PTP (Volarevic 
et nl., 1990). In contrast, attempts to detect a direct interaction between 
Thy-1 and the T cell AgR were unsuccessful. Thus, an analysis of the 
interaction between CD45, Thy-1, and the T cell AgR provides evidence 
for the potential existence of a multisubunit complex in which CD45 
functions as an intermediate between Thy-1 and the T cell AgR complex. 
Alternatively, CD45 might interact one on one with either Thy-1 or the 
AgR and thus regulate the function of these receptors independently. 
Nevertheless, the previous findings, as well as others (Furukawa et al., 
1994), suggest that CD45 and the l chain of the CD3 complex physically 
associate with one another in the plasma membrane. Additional proof for 
the physical interaction between these polypeptides was provided by stud- 
ies using purified glutathione S-transferase-CD45 fusion proteins to isolate 
high-affinity tyrosine-phosphorylated CD45 substrates from T cell lysates. 
CD45 fusion proteins were found to bind to CD3 l chain, whereas leuko- 
cyte common antigen-related (LAR) PTP fusion proteins or CD45-LAR 
hybrid fusion proteins did not (Furukawa et al., 1994). Moreover, phos- 
phorylated CD3 4' chain was preferentially dephosphorylated by CD45 
under conditions that did not support the dephosphorylation of other 
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phosphoproteins. The finding that CD3 ( chain is a potential substrate 
for CD45 suggests that this PTP may be involved in terminating signal 
transduction via the T cell AgR or at the least is involved in regulating the 
basal homeostatic level of CD3 6 chain phosphorylation. Because CD3 ( 
phosphorylation is associated with AgR- mediated activation of p5gh” andl 
or p56Ick, one would not expect to observe its hyperphosphorylation in 
CD45-deficient cells because these PTKs are essentially inactive. However, 
studies with the YAC-1 lymphoma (Volarevic et al., 1992), which is charac- 
terized by elevated basal tyrosine phosphorylation of numerous substrates 
including CD3 c, suggests that this subunit of the T cell AgR complex 
may in fact be a substrate for CD45. Therefore, it is formally possible 
that this PTP regulates both the initiation and the termination of signal 
transduction via the AgR. 

Characterization of another niultisubunit complex in the membrane of 
T cells revealed an interaction between CD7, a functional homolog of 
Thy-1, CD45, and the T cell AgR complex (Lazarovits et al., 1994). Cross- 
linking of CD7 was observed to induce tyrosine phosphorylation of numer- 
ous substrates in the cell, including CD45. Immunoprecipitation and West- 
ern blotting analysis demonstrating that CD7 exists in a complex with 
CD45 and CD3 was confirmed using fluorescence resonance energy trans- 
fer ( FRET) to obviate potential artifacts caused by incoinplete solubiliza- 
tion of proteins in detergent lysates. FRET analysis demonstrated that 
CD7 is in close apposition to both CD45 and CD3 in the membrane, 
supporting the existence of an oligomeric complex containing all three 
polypeptides (Lazarovits et al., 1994). Although cross-linking of CD7 stimu- 
lates T cell proliferation and integrin-mediated adhesion, it is not known 
whether it does so by regulating the function of CD45 or whether CD45 
is required in order for CD7 to deliver a signal to the cell. Therefore, the 
physiological significance of this complex, as well as that of others that 
contain CD45, is currently unknown. 

Not all interactions between CD45 and other transmembrane proteins 
occur constitutively, as demonstrated by studies of the association between 
CD45 and CD4 or CD8. Activation of human peripheral blood leukocytes 
with anti-CD3 mAb or during an MLR response induces the CD3- 
dependent formation of CD45 : CD4 or CD45 : CD8 complexes (Mittler 
et al., 1991). Maximal formation of these heterodimeric complexes does 
not occur until 72-96 hr after the initial stimulation of cells with anti- 
CD3, whereas the maximal association during an MLR response did not 
occur until Day 6 (Mittleret al., 1991). Presumably, the interaction between 
CD45 and either CD4 or CD8 late during T cell activation is required to 
deliver additional signals to the cell that promote proliferation once it has 
received the requisite activating signals. It is likely that a primary target 
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of CD45 is the Src Family kinase p561'k that associates with CD4 and 
CD8. Antibody-mediated coclustering of CD4 or CD8 results in increased 
tyrosine phosphorylation and kinase activity of ~ 5 6 " ~ .  In contrast, co-cross- 
linking of either CD4 or CD8 with CD45 inhibits the normal induction 
of p56Ick tyrosine phosphorylation and activation, providing support for the 
concept that this PTK is a substrate for CD45 (Ostergaard and Trow- 
bridge, 1990). 

As previously discussed, the fact that CD45 undergoes isoform switching 
in response to cellular activation and differentiation suggests that the 
extracellular domain is involved in regulating its function through specific 
interactions with other transmembrane proteins and their associated intra- 
cellular effector molecules. Such isoform-dependent interactions would 
effectively target CD45 to selected intracellular substrates and thereby 
regulate its function by controlling the relative accessibility of substrates. 
Studies of naive and memory T cells that differ with respect to the isoform 
of CD45 that they express reveal distinct isoform-specific interactions 
between CD45, CD4, and the T cell AgR. On naive T cells that express 
a high-molecular-weight isoforin of CD45 (CD45RB), these receptors 
migrate independently of one another and therefore do not appear to be 
physically associated (Dianzani et al., 1990). On the other hand, examina- 
tion of T cells that express the low-molecular-weight isoforin of CD45 
(CD45RO) and are therefore considered to be memory cells, revealed that 
CD4S, CD4, and the T cell AgR complex all migrate together in the plasma 
membrane and therefore function as an integrated protein complex. The 
analysis of isoforni-specific interactions was extended in subsequent studies 
using a panel of anti-CD4Fj mAbs specific for epitopes encoded by the 
different alternatively spliced exons A, B, and C of CD45. These experi- 
ments demonstrated that the T cell accessory molecule CD2 cocaps with 
CD45RO and the adhesion molecule LFA-1 interacts with CD45RA (Dian- 
zani et al., 1992). The results from these studies suggest that the interactions 
between these proteins and CD45 involve low-molecular-weight, single- 
exon isofornis as opposed to the higher-molecular-weight isoforms of CD45 
that contain multiple exons. 

b. Association of CD45 with Tmnsrnernbmne Proteins in the B Cell. To 
date, the investigation of intermolecular associations between CD45 and 
other transmembrane proteins in the B cell has been relatively limited in 
scope. Nevertheless, it has been shown that CD45 interacts with both 
mIgM and mIgD isolated from resting splenic B cells based on the recipro- 
cal coprecipitation of these proteins (Brown et al., 1994). Furthermore, 
imrnunoprecipitation of CD45 from detergent lysates prepared from B cells 
followed by in zjitro radiolabeling of immune complex proteins revealed 
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the presence of tyrosine phosphorylated proteins with molecular weights 
corresponding to the Iga and I@ subunits of the mIg-associated hetero- 
dimer. The presence of the IgdIgP heterodimer in the CD45 immune 
complex was confirmed by secondary immunoprecipitation with antibodies 
specific for these subunits. Although this study did not directly address 
the specific nature of the interaction between CD45 and the B cell AgR 
complex, it provides evidence to support the conclusion that CD45 interacts 
with the AgR complex in an activation-independent manner. The close 
physical association between the AgR complex and CD45 raises the possi- 
bility that the basal tyrosine phosphorylation state of the IgdIgP hetero- 
dimer may be regulated by CD45 in a manner similar to that proposed 
for the lchain in T cells (Furukawa et al., 1994). Support for the hypothesis 
that CD45 is involved in regulating the phosphorylation state of the B cell 
AgR complex has been provided by studies demonstrating that physical 
sequestration of CD45 within the plasma membrane leads to increased 
phosphorylation of Iga and I@ (Lin et al., 1992). Incubation of splenic 
B cells with anti-CD45 mAb alone did not induce CD45 to associate with 
the cytoskeleton or to form caps within the plasma membrane. Under 
these conditions little or no change in the phosphorylation of Iga or IgP 
was observed. However, incubation of B cells with anti-CD45 mAb and 
a secondary cross-linking reagent induced the rapid association of CD45 
with the cytoskeleton and caused CD45 to form a cap within the plasma 
membrane. These events were associated with a significant increase in the 
tyrosine phosphorylation of Iga and I@. Kinetic analysis of heterodimer 
phosphorylation revealed a correlation between this event and the forma- 
tion of an intermolecular association between CD45 and the cytoskeleton 
(Lin et al., 1992). These results suggest that the activity of CD45 may be 
regulated by its interaction with cytoskeletal elements and/or physical 
redistribution within the membrane. Further support for the hypothesis 
that Iga and I@ are substrates for CD45 comes from studies of the CD45- 
deficient B cell plasmacytoma J558pm3 and a CD45-positive transfectant. 
Analysis of basal as well as inducible phosphorylation of Iga and I@ 
revealed that the heterodimer exhibits elevated basal tyrosine phosphoryla- 
tion in CD45-deficient cells compared to CD45-positive transfectants (Pao 
and Cambier, 1997). Moreover, antigen stimulation resulted in hyperpho- 
sphorylation of Iga and I@ in CD45-deficient cells, indicating that CD45 
may actually regulate basal as well as inducible phosphorylation of these 
polypeptides. In contrast to these observations, B cells isolated from 
CD45-exon6-’- mice exhibited basal and inducible phosphorylation of the 
heterodimer that was comparable to B cells isolated from CD45-exonGt’+ 
control mice (Benatar et al., 1996). 
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c. Association uf CD45 with lntracellular Substrates. Without ques- 
tion, the largest body of information documenting the physical association 
between CD45 and intracellular proteins relates to its interaction with the 
Src family PTKs ~ 5 6 ' ' ~  (Schraven et al., 1991; Koretzky et al., 1993; Ng et 
al., 1996) and p59b (Mustelin et al., 1992) in the T cell and p53/56'F 
(Brown et al., 1994; Burg et al., 1994) in the B cell. Additionally, the 
physical interaction between CD45 and these kinases has been extensively 
documented to be of physiological importance in terms of their phosphory- 
lation and activation (Trowbridge and Thomas, 1994; Alexander, 1997). 
The Src family PTK ~ 5 9 ' ~  physically associates with the T cell AgR complex 
and is intimately involved in signal transduction mediated by cross-linking 
of this receptor complex (Weiss and Littman, 1994). The importance of this 
PTK in regulating AgR signaling and the early defect in signal transduction 
associated with the loss of CD45 expression suggested that this kinase 
might be a potential target for CD45. Studies employng antibody-mediated 
capping of CD45 and subsequent immunofluorescence analysis demon- 
strated an interaction between CD45 and p59b based on the specific 
colocalization of a significant proportion of these proteins (Mustelin et al., 
1992). However, the specific nature of the interaction has yet to be eluci- 
dated. Thus, it is quite possible that the colocalization of CD45 and ~ 5 9 ~ " "  
is in fact due to the association between elements of the CD3 complex 
and CD45 as opposed to a direct association between CD45 and p59fyn itself. 

In contrast to the circumstantial evidence for an association between 
CD45 and p59bn, a number of studies have provided evidence supporting 
a direct physical interaction between CD45 and ~ 5 6 ' ' ~ .  Initially, in vitru 
kinase assays were perfortned demonstrating that CD45 coprecipitates 
with a PTK that phosphorylates an immune complex substrate with a 
molecular weight of 32 kDa (Schraven et al., 1991). Western blot analysis 
of CD45 immune complexes demonstrated that ~ 5 6 ' ' ~  was responsible for 
the CD45-associated in uitro kinase activity. These data indicated that 
CD45 forms a functional complex with ~ 5 6 ' ' ~  and a 32-kDaphosphoprotein. 
Subsequent evaluation of the interaction between CD45, p56Ickk, and the 
low-molecular-weight phosphoprotein pp32 were performed demonstra- 
ting that the in uitru kinase activity associated with CD45 requires the 
expression of p56Ick, suggesting that CD45 and ~ 5 9 ~  do not interact with 
one another directly. Additionally, the association between CD45 and ~ 5 6 ' ' ~  
was not dependent on expression of the T cell AgR or the transduction 
of a signal via the AgR. Finally, it was shown that ~ 5 6 ' ' ~  and pp32 interact 
with CD45 independently of one another (Koretzky et al., 1993). Recently, 
recombinant purified p56Ickwas found to specifically associate with a puri- 
fied recombinant CD45 cytoplasmic domain protein with a stoichiometry 
of approximately 1 : 1 but not with the cytoplasmic domain of RPTPe (Ng  
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et al., 1996). Analysis of the p56ILk domains involved in binding to CD45 
demonstrated that both the unique N-terminal and SH2, but not the SH3, 
domains were able to block the binding of ~56 '"  to recombinant CD45. 
Of the two, however, the SH2 domain bound with higher affinity. Finally, 
the interaction of' the p56Ick SH2 domain with CD45 occurred in the 
absence of CD45 tyrosine phosphorylation, indicating that this domain 
participates in a nonconventional interaction (Ng et al., 1996). This last 
result is in contrast to previous findings showing that tyrosine hosphoryla- 

al., 1994) and that CD45, isolated from detergent lysates of a pervanadate- 
treated T cell hybridoma, coprecipitates with ~ 5 6 " ~  (Lee et aZ., 1996). In 
the latter study analysis of deletion mutants of ~ 5 6 " ~  indicated that the 
interaction between this kinase and CD45 was not absolutely dependent 
on either the SH2 or SH3 domains, again suggesting that the association 
may be mediated in part by the unique N-terminal region of ~ 5 6 " ~  (Lee 
et nl., 1996). 

In the B cell, evidence has accumulated indicating that there is a physical 
association between CD45 and the PTK p53/56'Y" (Brown et al., 1994; Burg 
et ul., 1994) but not other Src family PTKs such as ~59'). or p55''lk. Isolation 
of CD45 irnniune complex material from detergent lysates of resting splenic 
B cells followed by radiolabeling of proteins using an in vitro kinase assay 
revealed that CD4 is constitutively associated with one or more PTKs 
(Brown et a1 , 1994). Subsequent analysis of CD45-associated PTK activity 
with a panel of anti-Src family kinase antibodies indicated that p53/56lv'' 
coprecipitates with CD45 in a selective manner. Further analysis demon- 
strated that a GST : Lyn fusion protein could be used to immunoprecipitate 
CD45 from thymocyte lysates indicating that p53/56'p' does not require 
components of the B cell AgR complex in order to associate with CD45. 
Because p53/56'"' was constitutively associated with CD45 in lysates pre- 
pared froin resting B cells or froin unstimulated thymocytes, it is apparent 
that tyrosine phosphorylation of CD45 is not required for this interaction 
(Brown et al., 1994). However, the results froin another study demonstrate 
the rapid induction of p53/56'r' binding to CD45 in response to B cell 
AgR cross-linking (Burget al., 1994). Thus, it is possible that p53/56'"' may 
associate with CD45 via more than one mechanism and the association 
between these proteins may be potentiated by tyrosine phosphorylation 
of CD45. 

tion of CD45 by ~ 5 0 " '  potentiates the interaction with p56 t k  (Autero et 

B. REGULATION OF SHC FAMILY KINASES BY CD45 

As previously discussed, the loss of CD45 expression leads to a profound 
block in signal transduction via the T cell AgR and to a lesser extent the 
B cell AgR (Alexander, 1997; Trowbridge and Thomas, 1994; Justement 
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et ul., 1994). In both cell types the apparent lesion in the signal transduction 
cascade occurs at a point that is proximal to the AgR itself and in T cells 
this leads to an abrogation of inducible tyrosine phosphorylation. Thus, it 
was logical to hypothesize that CD45 expression may be required for 
regulation of PTK function. It has been well docuinented that the T cell 
and B cell AgRs are coupled to Src family PTKs aiid that activation of 
these kinases is one of the earliest detectable events following AgR cross- 
linking (Weiss and Littman, 1994). Evidence that CD45 i? involved in 
regulating Src family kiiiase phospliorylation and activation was first pro- 
vided by studies of paired lymphoma cell lines that differed with regard 
to their level of CD45 expression. An analysis of these well-characterized 
cell lines revealed the constitutive liyperpliosphorylation of ~ 5 6 ' ~ '  in cells 
that were CD4S deficient. Phosphoainino acid analysis confirmed that ~ F j 6 " ~  
isolated from CD45-deficient cells was hyperphosphorylated on tyrosine 
residue 505, tlie carboxyl-terminal negative regulatory phosphorylation site 
(Ostergaard et a1 , 1989). Moreover, activation of p56Ick was undetectable 
in one of the above cell lines lacking CD45, whereas activation was readily 
detectable in its CD45-positive counterpart (Mustelin et al., 1989). Incu- 
bation of purified CD45 with ~56"'  in uitro increased the catalytic ac- 
tivity of the latter more than 2-fold. These findings indicate that expres- 
sion of CD45 is required to regulate tyrosine phospliorylation of the 
carboxyl-terminal regulatory tyrosiiie residue of ~ 5 6 " ~  in order to inaintain 
the lariase in an active state. Subsequent analysis of CD45 involvement 
in regulation of Src family kinase function in a CD4Fj-negative CD8' T 
cell clone demonstrated increased reactivity of both p56'Ik and ~59"" with 
anti-phosphotyrosine antibody and a concomitant decrease in their enzy- 
matic activity (McFarland et a l ,  1993). Cyaiiogen bromide digestion and 
examination of peptide imps revealed that the carboxy-terminal tyrosine 
505 of ~56" '  exhibited an 8-fold increase in tyrosiiie phosphorylation, 
whereas tyrosine 531 of p59'"' was increased %fold in CD4s-negative cells. 
Similarly, tyrosiiie phosphorylation of p56Ick on the inhibitory Tyr505 was 
increased by 2-, 6-, or &fold in three different CD45-deficient cell lines. 
I n  contrast, phosphorylation of p5YfJ1' on the equivalent residue (Ty~531) 
was observed to be increased by only 2.5-fold in two cell lines and not at 
all in a third (Hurley et ul,, 1993). The phospliorylation of p60 *" at the 
homologous tyrosine was riot increased by the absence of CD45 in one cell 
line examined. Although expression of CD45 correlates with a reduction in 
the tyrosiiie phosphoiylation of Src family PTKs aiid therefore suggests 
that these kniases are direct substrates for CD45, it is foriiially possible 
that CD45 expression actually potentiate? the function of another PTP 
that dephosphorylates tlie inhibitory tyrosine residues (Hurley et al., 1993 j .  
Alternatively, it is possible that CD4Fj inhibits the function of another PTK 
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that is responsible for phosphorylating the inhibitory tyrosine residue. 
However, the fact that CD45 has been shown to dephosphorylate p56Ick 
and p59fy” in vitru (Mustelin et al., 1992; Ostergaard and Trowbridge, 
1990) and the fact that these PTKs physically interact with CD45 (Mustelin 
et al., 1992; Ng  et al., 1996) argue in favor of the hypothesis that they are 
indeed direct substrates for CD45. Another point raised from the previous 
results relates to the differences in the degree of hyperphosphorylation 
observed between p56Ick, p5gfP, and p60“-“‘ in the absence of CD45 expres- 
sion. Such differences can perhaps be explained by the fact that CD45 
exhibits a relatively high degree of substrate specificity such that p56lck is 
preferentially dephosphorylated when compared to p59fy”. However, the 
various members of the Src family exhibit a very high degree of similarity 
in their carboxyl-terminal sequences flanking the respective inhibitory tyro- 
sine residues, which makes this unlikely. An alternative explanation for the 
relative differences observed could be that members of the Src family are 
not equally accessible to the catalytic domain of CD45. Thus, it is conceiv- 
able that those kinases that are more readily accessed by CD45 would 
exhibit the greatest differential in their tyrosine phosphorylation. A final 
point raised by these studies is that a large percentage of the ~ 5 6 “ ~  isolated 
from CD45-positive cells is dephosphorylated at the 505 position. This 
finding suggests that CD45 does not need to become activated by AgR 
cross-linking in order to perform its function. Rather, it appears as though 
CD45 is responsible for maintaining a significant proportion of cellular 
p56Ick in a dephosphorylated state in the absence of stimulus, indicating 
that signaling via the AgR involves the mobilization of a pool of preactivated 
kinase (Hurley et. al, 1993). 

It has been proposed that phosphorylation of the carboxy-terminal tyro- 
sine residue of Src family kinases leads to conformational changes that 
inhibit their catalytic function (Weiss and Littman, 1994). In essence, 
phosphorylation of the conserved carboxy-terminal tyrosine residue of Src 
kinases results in the formation of a phosphotyrosine motif that mediates 
the formation of an intramolecular association with the SH2 domain of the 
kinase. This intramolecular bond causes the kinase to assume a catalytically 
inactive conformation in which the interaction between substrate and the 
catalytic domain is sterically inhibited. Based on this model, it has been 
proposed that dephosphorylation of the carboxy-terminal inhibitory tyro- 
sine residue enables the kinase to open up and assume an active conforma- 
tional state (Weiss and Litman, 1994). Studies indicating that CD45 does 
indeed modulate the conformational state of p56Ick in a manner consistent 
with the intramolecular model of regulation of Src kinase function have 
been reported (Sieh et al., 1993). Experiments demonstrate that CD45 
regulates the binding of p56Ick to an ll-amino acid tyrosine phosphopeptide 
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derived from the carboxy terminus of p56'". Kinase that did bind the 
phosphopeptide was dephosphorylated at Tyr505 and comprised only 5- 
10% of the total cellular pool of p56"". The finding that only a small 
percentage of ~ 5 6 " ~  bound phosphopeptide in CD45-positive cells could 
be due to the Gact that access of CD45 to ~ 5 6 " ~  is regulated by the 
subcellular location of the kinase with respect to CD45. For example, 
cytosolic pools of ~ 5 6 " ~  might not be available to CD45, would not be 
dephosphorylated, and therefore could not interact with the p56Ick phospho- 
peptide A more likely explanation, based on the observation that a large 
percentage of the total pool of p56ICk exists in a dephosphorylated state in 
CD45-positive cells, is that the kinase is already associated with endogenous 
cellular proteins, effectively precluding interaction with the phosphopep- 
tide. Cross-linking of the T cell AgR or CD4 induced a significant increase 
in the amount of p56ICk that bound to the phosphopeptide, suggesting that 
cellular activation causes p56Ick that has been dephosphorylated on Tyr505 
to dissociate from endogenous cellular proteins and bind the phosphopep- 
tide. This is consistent with the hypothesis that CD45 functions by main- 
taining ~ 5 6 " ~  in a preactivated state and that AgR cross-linking mediates 
signal transduction by mobilizing this pool of preactivated kinase (Sieh et 
a l ,  1993). In conclusion, these studies support a role for CD45 in the 
intramolecular model of negative regulation and suggest that this PTP 
maintains p56"' in a dephosphorylated, preactivated state. In the absence 
of CD45, p56"' is hyperphosphorylated on tyrosine 505, causing it to assume 
an inactive conformation either through the formation of an intramolecular 
interaction or possibly as a result of intermolecular associations between 
p56ILk molecules or between ~ 5 6 " ~  and other cellular components. (Fig. 4). 

Despite the large body of evidence indicating that CD45 is required 
for maintenance of Src family kinases in a dephosphorylated, and thus 
preactivated state, data from recent studies indicate that the role of this 
PTP may in fact be more complex. Examination of the tyrosine phosphory- 
lation status of p56ILk and ~ 5 9 ~ )  in murine and human CD45-deficient T cell 
lines revealed that, despite the fact that these lanases were spontaneously 
hyperphosphorylated, their catalytic activity was increased when compared 
to that of kinases from CD45-positive cells (Burns et a1 , 1994). Exposure 
of hyperphosphorylated ~ 5 6 " ~  or p59"" to CD45 in vitro was paradoxically 
observed to decrease their activity to basal levels. In agreement with 
previous studies, ~ 5 6 " ~  isolated froin CD45-deficient cells exhibited in- 
creased phosphorylation on Tyr505, as well as on the autophosphorylation 
site Tyr394 (Bums et al., 1994). Subsequent work confirmed that increased 
phosphorylation of Src family kinases in the absence of CD45 is restricted 
to tyrosine residues. Thus, experiments were performed to determine the 
relative effect that tyrosine phosphorylation of specific residues has on the 
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Frc:. 4. Regulation of Src family kinase function by CD45. Several studies have demon- 
strated that CD45 targets the carhoxy-terminal negative regulatory tyrosine of Src family 
kinases. Dephosphorylatioii of this tyrosine by CD45 causes the kinase to assume an active 
conforination. In conjunction with receptor activation, Src family kinases are phosphorylated 
on a second stirnulatory tyrosine that promotes maxinial catalytic function. Evidence suggests 
that this tyrosine residue may also be a potential substrate for CD45. Thus, CD45 may he 
involved in both positive and negative regulation of Src family kinases. 

function of ~ 5 6 " ~  (D'Oro et al., 1996). CD45-deficient YAC-1 cells were 
transfected with different forms 0 fpS6 '~~  in which specific tyrosine residues 
had been mutated either singly or in combination. Mutation of Tyr192 to 
phenylalanine had little or no effect on catalytic activity of p56'", whereas 
mutation of Tyr394 was observed to cause a significant decrease in enzyme 
function. Interestingly, catalytic activity of ~ 5 6 ' ' ~  was not restored by the 
double mutation of Tyr394 and Tyr505. Phosphopeptide analysis of ~ 5 6 ' ' ~  
isolated from CD45-negative cells demonstrated that hyperphosphoryla- 
tion occurs at TyrFjOS and to a lesser extent on Tyr394. Incubation of 
purified CD45 with hyperphosphorylated kinase resulted in dephosphory- 
lation of the Tyr394 residue in vitro (D'Oro et al., 1996). Thus, it is 
apparent that both Tyr394 and Tyr505 are dephosphorylated by CD45 
and that in the absence of CD45 increased phosphorylation of Tyr394 has 
the ability to potentiate kinase function despite hyperphosphorylation at 
the inhibitory Tyr505 residue. It seems that the relative activity of ~ 5 6 " ~ ,  
and presumably that of other Src family kinases, is regulated by the balance 
of phosphorylation on activating versus inhibitory tyrosine residues and 
that CD45 is in some way involved in regulating this balance. 

Regulation of p59'yT' phosphorylation and function by CD45 has been 
documented in a number of studies. Experiments with human mononuclear 



leukocytes demonstrated selective colocalization of p59"" with CD45 but 
not LFA-1 (Mustelin et a/., 1992). Further evidence for a functional interac- 
tion between CD45 arid p59'"' was provided by experiments showing that 
this PTK is a substrate for CD45 in vitro and that incubation with this 
PTP results in the rapid dephosphorylation of TyrS31. Dephosphorylation 
of p59'"l was observed to increase its catalytic activity based on autophosph- 
orylation as well as phosphorylation of an exogenous substrate. Finally, 
experiments were performed suggesting that CD45 maintains p59'"' in a 
dephosphorylated state in tlie absence of cellular activation ( Mustelin et 
al., 1992). Similar findings were reported in studies of CD45-negative 
HPB-ALL cells and a CD45-positive transfectant derived frorn these that 
expresses the CD45RAcB+C' isoform (Shiroo et al., 1992). In the absence 
of CD45 expression the activity of p59"" was decreased by 6596, whereas 
~ 5 6 ' ' ~  function was not appreciably affected. The Fact that p5gh" function 
was affected to a greater extent in  these cells compared to that in previous 
studies (McFarland et al., 1993; Hurley et al., 1993; Sieh et al., 1993) 
suggests that differential regulation of Src fainily kinases by CD45 may 
occiir and be a function of the specific cell type and/or the relative expres- 
sion of particular kinases. Nevertheless, AgR-mediated signal transduction 
in the HPB-ALL cells was directly correlated with p59'"' activity and this 
was in turn dependent on tlie expression of CD45 (Shiroo et al., 1992). 

The CB-1 T-ALL cell line has been used to demonstrate that the ability 
of CD45 to regulate Src kinase function is indeed affected by the relative 
subcellular localization of these molecules (Biffen et al., 1994). Fluores- 
cence cell sorting was used to isolate spontaneously arising populations of 
CB-1 cells that were either positive or negative for CD45 expression. 
Stimulation of the paired cell lines by cross-linhng the T cell AgR alone 
or after coligation with CD4 or CD8 failed to drive a signal in CD45- 
negative cells. However, analysis of total cellular ~ 5 6 " '  or ~59'" activity 
did not reveal a significant difference in the function of these PTKs when 
CD4S-negative and CD4S-positive cells were compared. This confounding 
observation was resolved by measuring the catalytic activity of kinases 
specifically associated with transmembrane receptors as opposed to the 
total kinase pool in the cell. This revealed that p56Ick associated with CD4 
exhibited a 78% reduction in function when isolated from CD45-negative 
cells. Additionally, T cell AgR-associated PTK activity wd5 decreased by 
84% (Biffen et a1 , 1994). Isolation of T cell AgR immune complexes from 
CD45-negative cells followed by reconstitution with recombinant p59"" 
restored normal phosphorylation of {and y subunits, suggesting that endog- 
eiious hnase within the immune coiriplex was in an inactive state. These 
studies provide evidence demonstrating that tyrosine phosphorylation of 
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Src family PTKs, and thus their functional status, is regulated by subcellular 
localization of CD45 and/or kinase. 

Until recently, very little direct evidence was available documenting 
regulation of Src family kinases by CD45 in B cells; however, several 
studies have now provided data in support of this hypothesis. Examination 
of kinase function in CD45-negative WEHI-231 cells demonstrated a 
selective effect on the phosphorylation state and activity of p53/56'y1 but 
not ~ 5 6 ' ' ~  or p72"yk (Katagiri et al., 1995). It was shown that p53/56'"' is 
hyperphosphorylated in unstimulated CD45-negative cells and does not 
undergo any further inducible phosphorylation in response to AgR cross- 
linking. However, it was found that p53/56'P isolated from CD45-negative 
cells exhibits enhanced basal as well as inducible kinase activity (Katigiri 
et al., 1995). This suggests that in the absence of CD45, p53/56'P is hyper- 
phosphorylated on the tyrosine homolog of ~ 5 6 ' ' ~  Tyr394 and is thus acti- 
vated. Although, phosphopeptide analysis of hyperphosphorylated p53/56'P 
was not performed in this study so it is not known whether this is the 
explanation for the observed enhancement in kinase function. The relative 
specificity of the alteration in p53/56'P function as opposed to that of 
~ 5 6 ' ' ~  in the WEHI-231 cells is in agreement with previous observations 
suggesting that a selective physical interaction between CD45 and p53/ 
56Iy", but not other Src family kinases, exists (Brown et al., 1994). However, 
it is equally possible that this result is a function of the developmental 
state of WEHI-231 cells or some other cell type-specific condition that 
effectively regulates the interaction between CD45 and ~56'". 

Studies of Src family kinase function in the CD45-negative J558pm3 
plasmacytoma and a reconstituted transfectant clone demonstrate that 
cross-linking of the AgR leads to increased tyrosine phosphorylation of 
CD79a (Iga) and CD79b (I@) as well as the recruitment and activation 
of p72"yk in cells lacking CD45 (Pa0 and Cambier, 1997). In contrast, p53/ 
56'"' from CD45-negative cells was characterized as being hyperphosphory- 
lated in the absence of stimulus and did not exhibit increased tyrosine 
phosphorylation above this basal level in response to AgR ligation. More- 
over, p53/56'P was not recruited to the B cell AgR complex and did not 
exhibit appreciable catalytic activity. Nor were phosphopeptides derived 
from CD79a observed to bind to p53/56'P isolated from CD45-negative 
cells, suggesting that the kinase was in an inactive conformation. This was 
supported by phosphopeptide analysis of p53/56'p isolated from CD45- 
deficient cells that revealed increased phosphorylation of inhibitory tyrosine 
residue 508 (Pa0 and Cambier, 1997). Perhaps the most surprising finding 
from these studies was that CD79a and CD79b are inducibl phosphory- 
lated and recruit p72"yk, despite the fact that p53/56'P, ~ 5 9 6 ,  and ~ 5 5 ~ ' ~  
appear to be catalytically inactive in the absence of CD45 (Pa0 et al., 
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1997; Pao and Cambier, 1997). Thus, it is possible that pWVk is able to 
phosphorylate the AgR coniplex following receptor ligation in the absence 
of Src family kinase activation. Alternatively, another PTK may exist in the 
B cell that is inducibly activated and phosphorylates CD79a and CD79b 
in the absence of CD45 expression. The most recent study to document 
a role for CD45 in regulation of Src kinase function involves the chicken 
B cell line DT40 in which the gene for CD45 has been disrupted by gene 
targeting to create a CD45 knockout cell line (Yanagi et al., 1996). Analysis 
of p53/56'" from these cells revealed that both autophosphorylation and 
carboxy-terminal inhibitory tyrosines are hyperphosphorylated in the ab- 
sence of CD45. Additionally, the activation of p53/56"" was observed to 
be profoundly inhibited in the CD45 knockout B cells. The finding that 
the autophosphorylation tyrosine is hyperphosphorylated, but the activity 
of pS3/56'"" is inhibited, is in contrast to studies in the T cell demonstrating 
that phosphorylation of the autophosphorylation residue of ~ 5 6 " ~  is domi- 
nant (D'Oro et al., 1996). In agreement with previous studies, p7FVk phos- 
phorylation and activation do not appear to be significantly affected by the 
loss of CD45 expression (Yanagi et al., 1996). 

IV. Regulation of CD45 Function 

Determination of the molecular mechanism( s) responsible for regulation 
of CD45 function continues to be an issue of great interest. Due to the 
high level of CD45 expression in heniatopoietic cells and its important 
role in lymphocyte biology, it is almost certain that the activity of this PTP 
is tightly regulated in the cell. Logically, the functional activity of CD45 
could be regulated through mechanisms that affect its inherent catalytic 
activity and/or its ability to access relevant substrates in the cell. As pre- 
viously mentioned, several hypothetical mechanisms have been proposed 
and in many instances data have been obtained in their support (Trow- 
bridge and Thomas, 1989; Alexander, 1997). Thus, it is quite possible that 
regulation of CD45 function is complex and involves more than one process 
depending on the cell type and its state of development, activation, or 
differentiation. 

A STRUCTURE-FUNCTION ANALY5IS OF CD45 

The cytoplasmic tandem repeat domains of CD45 exhibit a significant 
degree of homologywith PTPase IB (Charbonneau et al., 1988) and possess 
intrinsic PTP activity (Tonks et al., 1988). This realization provided the 
impetus for a series of studies to elucidate structure-function principles 
that might provide clues to the molecular mechanism underlying regulation 
of CD45 function. Toward this objective, extensive mutational analysis of 
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the cytoplasmic domain of CD4S has identified a number of critical regula- 
tory elements that are required for optimal catalytic function based on in 
oitro dephosphorylation of exogenous substrates (Streuli et nl., 1990; John- 
son et al., 1992; Trowbridge, 1991). Mutation of a key cysteine residue 
(Cys817 in mouse and Cys828 in human) within cytoplasmic domain I 
caused the complete loss of enzymatic activity, whereas alteration of the 
homologous cysteine in the second cytoplasmic domain of CD45 had little 
or no effect on substrate dephosphorylation. These findings indicate that 
only domain I is catalytically active and that the difference in function 
between this domain and domain I1 is related to the amino acids flanking 
the critical cysteine residues in each. Comparison of the amino acid se- 
quence flanhng cysteine 1132 in the second domain of CD45 with the 
consensus sequence found in active PTPs reveals that this region in the 
second domain differs at five positions. Substitution of three of these 
different amino acids into the consensus sequence in cytoplasmic domain 
I effectively abrogates PTP function (Johnson et al., 1992), suggesting 
that domain I1 lacks the proper structural characteristics required for a 
functional PTP. 

Nevertheless, one study has shown that limited proteolysis of CD45 
increases its activity significantly and that the proteolytic fragment liberated 
contains a portion of catalytic domain I plus most of the second domain 
(Tan et d., 1993). Site-directed mutagenesis was then used to remove 109 
residues from the first catalytic domain of CD45 and the recombinant 
protein was purified from cell lysates using imrnunoaffinity chromatogra- 
phy. The purified protein was then shown to possess PTP activity. Thus, 
it is still questionable as to whether one or both domains of CD4S are 
able to function in a catalytic sense in vim. Expression of EGFR : CD45 
chimeric molecules containing the entire cytoplasmic domain of CD45 in 
which cysteines 828 and 1144 have been mutated to serine either singly 
or in combination has been used to partially address this question (Desai 
et al., 1994). Site-directed mutagenesis of individual cysteine residues 
within domains I and I1 demonstrated that catalytic activity of domain I 
is both necessary and sufficient to restore T cell AgR-mediated signaling 
in a CD45-deficient cell line. Mutation of the catalytic cysteine in domain 
I was observed to abrogate all functionality of the chimeric molecule both 
in vitro and in v i m ,  whereas mutation of the catalytic site in domain I1 
resulted in the generation of a chimeric molecule that exhibited properties 
similar to those of the wild-type receptor (Desai et al., 1994). These data 
suggest that the second domain of CD45 is not catalytically active either 
in vitro or in uivo, nor is it inducibly activated in response to ligand binding 
as has been previously suggested (Tan et nl., 1993). Although the second 
domain of CD45 does not appear to exhibit catalytic activity, mutational 



analysis has demonstrated that it plays an important role in regulating the 
catalytic activity of domain I and potentially its substrate specificity as well 
(Streuli et al., 1990; Johnson et d, 1992). Additional mutational analysis 
of CD45 has revealed that the mernbrane-proximal region of 77 amino 
acids is required for catalytic function (Johnson et al., 1992), whereas 
deletion of the 78 residue carboxy-terminal tail of CD45 has little or no 
effect on its activity (Streuli et nl., 1990; Johnson et al., 1992). Further 
deletion of 13 residues at the carboxy-terminal end of domain 11, however, 
was observed to abrogate function, and deletion of a 21-amino acid insert 
within domain I1 caused up to a fourfold decrease in activity. Finally, of 
the three conserved tyrosine residues contained within domain I, only the 
mutation of Tyr729 was observed to significantly affect the catalytic activity 
of CD45 (Johnson et al., 1992). 

Several studies in the literature utilizing at least three different experi- 
mental approaches have examined the relative importance of the extracellu- 
lar domain of CD45 for functional reconstitution of signal transduction. 
In two studies, chimeric molecules, each containing the cytoplasmic domain 
of CD45 coupled either to the extracellular and transmembrane regions 
of the EGF receptor (Desai et nl., 1993, 1994) or to the extracellular and 
transmembrane regions of MHC class I (Hovis et al., 1993), have been 
utilized to demonstrate that expression of the intracellular domain of CD45 
is sufficient to reconstitute T cell AgR-mediated signal transduction in 
CD4Fj-deficient cells. Except for a slight decrease in the magnitude of 
signaling observed in cells reconstituted with the MHC class I chimera, 
it appears as though the extracellular/transineinbrane domain of CD45 is 
not required for the function of this PTP. A third study expressed the 
cytoplasmic domain of CD45 in the absence of any transmembrane or 
extracellular domain by coupling the cytoplasmic region of CD45 to a 
short amino-terminal sequence from p60-"" (Volarevic et al., 1993). This 
effectively resulted in the generation of a chimeric protein that is targeted 
to the inner face of the plasma membrane by virtue of the fact that the 
sequence derived from p60."' is myristylated. Keconstitution of T cell 
AgR-mediated signal transduction in cells expressing this chimera provides 
the most compelling evidence in support of the fact that the cytoplasmic 
domain is sufficient to couple the T cell AgR complex to intracellular 
signaling pathways (Volarevic et al., 1993). Subsequent mutational analysis 
of the p60'"' : CD45 chimeric protein confirmed previous findings that 
catalytic function of mernbrane-proximal cytoplasmic domain I is required 
in order for the chimeric molecule to restore signal transduction (Niklinska 
et nl., 1994). Another mutation involving a single amino acid substitution 
within the myristylation motif of the chimera was used to destroy this site, 
effectively abrogating the ability of the CD45 chimeric protein to localize 
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to the inner face of the plasma membrane. Despite high-level expression 
of the chimera and normal enzymatic activity, mutation of the myristylation 
site was observed to inhibit restoration of signal transduction in CD45- 
negative cells (Niklinska et al., 1994). This finding provides direct support 
for the conclusion that CD45 must be in close proximity to membrane- 
associated substrates in order to function. Additional evidence that plasma 
membrane-associated PTP activity is required for T cell AgR-mediated 
signaling has been provided by experiments demonstrating that the expres- 
sion of a nonreceptor PTP from yeast, in association with the extracellular 
and transmembrane regions of MHC class I, is sufficient to restore proximal 
and distal signaling events in CD45-negative cells (Motto et al., 1994). 

Although it is evident that the extracellular domain of CD45 is not 
required for its ability to reconstitute signaling, this does not exclude the 
possibility that the extracellular domain plays a role in regulation of func- 
tion. Indeed, the very fact that CD45 undergoes highly regulated isoform 
switching and exhibits cell type-specific isoform expression indicates that 
the extracellular domain serves an important regulatory role (Thomas, 
1989; Trowbridge and Thomas, 1994). The most likely function of isoform 
switching is the modification of the amino-terminal extracellular domain 
to facilitate selective interactions with other proteins. Selective interactions 
between individual CD45 isoforms and transmembrane proteins have been 
demonstrated in the T cell as previously mentioned (Dianzani et al., 1990, 
1992). Reconstitution of CD45-negative cell lines with specific isoforms 
of CD45 has provided additional evidence to support a role for the extracel- 
lular domain in regulation of CD45 function. In one study, a T cell line 
expressing an AgR of known specificity in the presence or absence of CD4 
was supertransfected with different CD45 isoforms including CD45 ABC, 
CD45 BC, CD45 C, and CD45 null (Novak et al., 1994). Experiments 
performed with these CD45 transfectants provided information indicating 
that signaling via the T cell AgR following stimulation with either antigen- 
MHC class I1 complexes or allogeneic MHC class I1 was significantly 
enhanced by the expression of CD45 null and single-exon isoforms as 
opposed to the higher-molecular-weight isoforms. This finding was in 
agreement with previous observations indicating that increased expression 
of the CD45 null isoform on CD4+ memory T cells correlates with increased 
responsiveness to antigenic stimulation (Horgan et al., 1990). Subsequent 
studies were conducted in order to confirm that isoform-specific differences 
in CD45 are indeed responsible for regulating protein : protein interactions 
on the T cell surface, thus affecting signal transduction via the T cell 
AgR. Analysis of the molecular interaction between CD4 and CD45 was 
examined by transfecting cells with GPI-linked isoforms of CD45 in order 
to obviate any involvement of the intracellular domain (Leitenberg et al., 



RO1,E OF CD45 IN SIGNAL TRANSDUCTION 49 

1996). It was observed that the CD45-null isoforin preferentially interacts 
with CD4 when compared to CD45 ABC based on the colocalization of 
these molecules in the membrane. Moreover, there was a direct correlation 
between the size of the variable extracellular domain of CD45 and associa- 
tion with CD4 (Leitenberg et al., 1996). These data suggest that the 
enhanced interaction between the CD45 null isoforin and CD4 may facili- 
tate access to CD4-associated p56Ick thus increasing the efficiency of signal- 
ing. Other studies have documented isoform-related differences in the 
production of TL-2 and in the regulation of effector molecule phosphoryla- 
tion (McKenney et al., 1995; Onodera et ul., 1996). Investigation of Jurkat 
cells transfected with CD45 null and CD45 ABC isoforms revealed that 
cells expressing the high-molecular-weight isoform exhibit increased phos- 
phorylation of p95 Vav and potentiation of its interaction with SLP-76 
when compared to cells that express CD45 null. IL-2 production, on the 
other hand, is potentiated in cells that express CD45 null (McKenney et 
al., 1995). It is noteworthy that the effects observed in the studies discussed 
previously are primarily a function of the overall size of the extracellular 
variable domain of CD45. Because these studies do not indicate that any 
one alternatively spliced exon is responsible for mediating the effects 
observed, it remains to be determined whether individual variable exon- 
encoded polypeptide sequences and/or their glycosylation selectively regu- 
late interactions between CD45 and other proteins. 

B REGULATION OF CD45-SUBSTHATE INTERACTION 

Conceptually there are two mechanisms by which the function of CD45 
could possibly be regulated. The first encompasses processes that control 
the ability of CD45 to interact with substrates in the cell. This overall 
concept can be further dissected based on the fact that CD45-substrate 
interactions can be regulated either by restricting the location of CD45 
in the plasma membrane with respect to a particular substrate or by 
restricting the subcellular localization of any given substrate with respect 
to CD45. Alternatively, the function of CD45 could be regulated by pro- 
cesses that have a direct affect on its catalytic activity such as posttransla- 
tional modification or association with intracellular inhibitors. In this re- 
gard, evidence exists to suggest that posttranslational modification of CD45 
occurs; however, it is not clear at this time whether alterations in the 
catalytic activity of CD4S play a major role in regulation of its function. 

It is clear that intermolecular interactions between CD45 and other 
transmembrane proteins occur. Such interactions can occur either in trans, 
when CD45 on one cell binds to a transmembrane protein on another, or 
in cis, when CD45 interacts with another transmembrane protein on the 
same cell. As discussed in Section III,A, a number of interactions involving 
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CD45 have been demonstrated to occur in cis. In most instances it has 
been hypothesized that such interactions are involved in targeting of CD45 
to specific intracellular substrates. However, it has been difficult to obtain 
definitive proof that this is indeed the case. Circumstantial evidence sug- 
gesting that localization of CD45 within the plasma membrane is involved 
in regulating its function, and that such interactions are dependent on the 
specific isoform of CD45 expressed, has been provided by studies with 
rnAbs (Ledbetter et al., 1991; Lin et al., 1992; Shivnan et al., 1996) and 
reconstitution of CD45-deficient cell lines with specific CD45 isoforms 
(Novak et al., 1994; Leitenberg et al., 1996) or chimeric receptors (Niklinska 
et al., 1994). 

To date, information concerning protein-protein interactions that in- 
volve CD45 and occur in trans is limited to studies on the association 
between CD45 and CD22. CD22 is a B cell-restricted transmembrane 
glycoprotein that has been shown to play a role in mediating cell-cell 
adhesion (Clark, 1993). Several studies have documented that CD22 binds 
to CD45 expressed on both T and B cells and does so in an isoform- 
independent manner (Stamenkovic et al., 1991; Arrufo et al., 1992; Law 
et al., 1995). Because CD22 is a sialic acid-binding lectin that recognizes 
a2,6-linked sialic acids, it binds to a number of proteins expressed by T 
and B cells in addition to CD45. Therefore, its interaction with CD45 does 
not represent a selective receptor-ligand pair. Moreover, the interaction 
between CD45 and CD22 probably occurs both in trans, potentially medi- 
ating homotypic aggregation between B cells or heterotypic interactions 
involving B and T cells, as well as in cis. The physiological significance of 
these interactions is not currently known. However, experiments have 
demonstrated that cross-linking of the T cell AgR to ligands bound by a 
soluble CD22 fusion protein blocks the CD3-mediated increase in tyrosine 
phosphorylation of PLCy as well as intracellular calcium mobilization 
(Aruffo et al., 1992). Subsequent studies confirmed that the ability of CD22 
fusion proteins to modulate T cell AgR-mediated signaling depends on 
the expression of CD45 (Sgroi et al., 1995). These findings suggest that 
the interaction between CD22 and CD45 might play a role in regulating 
cellular function by altering the distribution of CD45 within the plasma 
membrane or by disrupting existing protein-protein interactions between 
CD45 and surface receptors on the cell. Nevertheless, the studies described 
previously employ an experimental design that utilizes extensive artificial 
cross-linking of CD3 and CD45 to elicit an effect on signal transduction. 
Thus, it is possible that nonspecific alterations in the degree of CD3 
aggregation are responsible for the effects observed (Alexander et al., 1992). 

Support for the concept that ligand binding to CD45 may regulate its 
function via an allosteric mechanism involving dimerization and functional 
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inactivation has been provided by reconstitution studies using chimeric 
CD45 constructs that are coinposed of the extracelliilar/transmembrane 
regon of the EGF receptor fused to the cytoplasmic domain of CD45. 
Transfection of this chimeric molecule into CD45-negative cells restores 
signal transduction via the T cell AgR (Desai et al., 1993, 1994). However, 
the addition of EGF to cells expressing the EGF-CD45 chimeric molecule 
effectively inhibits signal transduction in response to cross-linking of the 
AgR, suggesting that ligand binding downregulates CD45 function. The 
inhibitory effect of EGF could be reversed by cotransfecting cells with a 
truncated forin of the EGF receptor that lacks a cytoplasmic domain. 
Increasing levels of truncated EGF receptor expression were observed to 
reverse the ability of EGF to inhibit signal transduction. These results 
indicate that ligand-mediated diinerization of the EGF-CD45 chimera is 
required in order to elicit a negative effect on signaling. Cotransfection of 
cells with wild-type CD45 was also observed to restore signal transduction, 
even though the EGF-CD45 chimeric inolecules undergo dimerization, 
presumably because native CD45 is unaffected by the addition of EGF 
and therefore does not undergo dimerization in the membrane (Desai et 
al., 1993). These results provide convincing evidence that ligand binding 
to CD45 negatively regulates its function via a process that is dependent 
on dirnerization of the cytoplasmic domain of the molecule. It is possible 
that ligand-mediated dirnerization of CD45 plays an important role in 
regulating access of substrate to the catalytic site. Support for such a 
mechanism has been provided by analyzing the crystal structure of the 
membrane-proximal catalytic domain of inurine RPTPa (Bilwes et al., 
1996). Examination of a dimeric form of this domain indicates that the 
amino-terminal segment of each monomer forms a helix-tun-helix struc- 
tural wedge that fits into the active site of the opposing monomer. There- 
fore, based on the primary sequence conservation of the dimer interface 
between CD45 and RPTPa (Biswel et al., 1996), the results with the 
EGF-CD45 chimera study (Desai et al., 1993), and the fact that CD45 
can be recovered from cells as a honiodimer (Takeda et al., 1992), it 
is quite possible that ligand-mediated diinerization of CD45 restricts its 
interaction with substrate. 

Clearly, interactions that occur in trans between CD45 and its potential 
ligands may be extremely important in terms of regulating the function of 
this PTP. Nevertheless, the identification of a physiolopally relevant ligand 
for CD45 has yet to be reported. An alternative possibility is that intermo- 
lecular associations that occur in cis play an important role in regulating 
the function of CD45. In this regard, CD45 has been shown to interact 
with a 116-kDa transmembrane glycoprotein of unknown function that is 
ubiquitously expressed in hematopoietic cells (Arendt and Ostergaard, 
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1995). A series of recent studies have characterized another transmembrane 
protein, referred to as lymphocyte phosphatase-associated phosphoprotein 
(LPAP), that forms a noncovalent association with CD45 in cis. Initial 
identification of LPAP was reported after immunoprecipitation of CD45 
from human T cells or continuously proliferating T lymphoma cell lines, 
followed by radiolabeling of immune complex proteins using an in vitro 
kinase assay (Schraven et al., 1991). It was consistently found that CD45 
coprecipitates with ~ 5 6 ' ' ~  as well as a tyrosine phosphorylated protein of 
32 kDa (Schraven et al., 1991, 1992). Further analysis of pp32 revealed 
distinct species in resting and activated T cells of 29/32 kDa and 30/ 
31 kDa, respectively (Schraven et al., 1992). Phosphorylated pp32 was 
effectively dephosphorylated by CD45 in uitro, suggesting that CD45 exists 
in a complex consisting of p56Ick and pp29-32. The association between 
CD45 and a potential murine homolog of LPAP, called CD45-associated 
protein (CD45-AP), has been shown (Takeda et al., 1992). The cDNA and 
deduced amino acid sequences for LPAP and CD45-AP have recently 
been reported and these molecules exhibit 66% identity on the nucleotide 
level and 64% identity on the amino acid level, suggesting that they are 
indeed homologs of one another (Schraven et al., 1994; Takeda et al., 
1994). The expression of LPAPKD45-AP is restricted to cells of the lymph- 
oid lineage and is not detected in monocytes or neutrophils even though 
they express CD45. It appears that the interaction between CD45 and 
LPAPKD45-AP is required for stabilization of this protein because expres- 
sion of LPAP/CD45-AP is not detected in CD45-deficient T or B cells 
due to rapid turnover as a result of proteolytic degradation. Several groups 
have mapped the sites of interaction between CD45 and LPAP/CD45- 
AP demonstrating that they associate via their transmembrane regions 
(McFarland et al., 1995; Kitamura et al., 1995; Bruyns et al., 1996). It is 
interesting to note that the transmembrane regions of both LPAP/CD45- 
AP and CD45 are highly conserved across species (McFarland et al., 1995). 
Although one group reported that the membrane-proximal cytoplasmic 
domain of LPAP may also be required for the interaction with CD45 
(Bmyns et al., 1996), there is little or no evidence to suggest that either 
the extracellular or carboxy-terminal cytoplasmic regions of LPAPKD45- 
AP are involved in the interaction with CD45. Not surprisingly, the interac- 
tion between LPAP/CD45-AP and CD45 is not dependent of ~ 5 6 " ~  expres- 
sion (Koretzloj et al., 1993; Kitamura et al., 1995; Bruyns et al., 1996). 
Similarly, the interaction between ~ 5 6 ' ' ~  and CD45 is not mediated by 
LPAPKD45-AP (Ng  et al., 1996) and there is little or no evidence to 
suggest that these proteins interact with one another (McFarland et al., 
1995). The functional role of LPAPKD45-AP is currently unknown; how- 
ever, this protein has been hypothesized to be an adapter molecule that 
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targets substrates or regulatory molecules to CD45. It is intriguing to note 
that CD45 associated with CD45-AP appears to be less active than is free 
CD45 (Kitaniura et al., 1995). Whether this is an indication that CD45- 
AP recruits an inhibitor protein remains to be seen. Several studies have 
demonstrated that chimeric CD45 molecules that lack the transmembrane 
region are able to reconstitute signaling via the T cell AgR complex (Desai 
et al., 1993; Hovis et al., 1993; Volarevic et al., 1993), despite the fact that 
these chimeric receptors almost certainly do not associate with LPAP/ 
CD45-AP. Because the interaction between LPAPKD45-AP and CD45 
is not required for its ability to regulate Src family hnases, or other early 
activation events mediated by AgR cross-linking, it is possible that this 
interaction may be involved in novel regulatory processes that have yet to 
be defined. 

C POSTTRANSLATIONAL MODIFICATION OF CD45 

Posttranslational modification of CD45 has been documented both in 
vitro and in oivo in a number of studies. However, a consistent effect of 
either serinekhreonine or tyrosine phosphorylation on the catalytic activity 
of CD45 has yet to be observed. Studies in vitro have demonstrated that 
CD45 is indeed phosphorylated to a high stoichiometry by casein kinase 
11, glycogen synthase kinase, and protein hnase C (PKC), with little or no 
effect on its catalytic activity against RCM-lysozyme or myelin basic protein 
(Tonks et al., 1990). In contrast, the results from another study report that 
the catalytic activity of CD45 is potentiated by sequential phosphorylation 
on tyrosine, followed by serinehhreonine phosphorylation mediated by 
casein kinase I I  (Stover and Walsh, 1994). The enhanced activity of CD45 
under these phosphorylation conditions was directed against LCM- 
lysozyme, but not myelin basic protein. Moreover, enhancement of CD45 
activity was observed in response to tyrosine phosphorylation by any one 
of four different PTKs including v-abl, p56Ick, p6W-5r', and the EGF receptor. 
The activation of CD45 is dependent on the order of phosphorylation as 
it is enhanced when phosphorylated on tyrosine first followed by serine, 
but not when phosphorylated in the reverse order (Stover and Walsh, 1994). 

In agreement with in vitro data, CD45 has been shown to be phosphory- 
lated on both tyrosine (Stover et al., 1991; Autero et al., 1994) and serine 
residues (Yamadaet al., 1990; Valentine et al., 1991; Autero and Gahmberg, 
1987; Ostergaard and Trowbridge, 1991) in uivo. Studies of serine phos- 
phorylation provide evidence suggesting that both PKC-dependent and 
PKC-independent phosphorylation of CD45 occurs (Autero and Gahm- 
berg, 1987; Yamadaet al., 1990). In the case of PKC-medated phosphoryla- 
tion, alterations in CD45 isoform expression were observed that most likely 
were the result of cellular activation, not serine phosphorylation (Yamada 
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et al., 1990). Analysis of phosphorylated CD45 revealed a 50% decrease 
in its activity against the synthetic tyrosine phosphopeptide Raytide (Ya- 
mada et al., 1990). Treatment of T cells with IL-2 was observed to induce 
serine phosphorylation of CD45 that was qualitatively different from that 
mediated by PKC (Valentine et al., 1991). In contrast to stimulation with 
PMA, IL-%induced phosphorylation of CD45 was not observed to alter 
its surface expression or catalytic activity. These findings suggest that serine 
phosphorylation of CD45 may have very different outcomes as far as its 
catalytic function is concerned. This is further indicated by the finding 
that ionomycin treatment of thyinocytes and murine T cell lines causes a 
concurrent decrease in catalytic activity and serine phosphorylation. Thus, 
in certain circumstances, it is apparent that serine phosphorylation of CD45 
potentiates its activity (Ostergaard and Trowbridge, 1991). 

Analysis of CD45 tyrosine phosphorylation in vivo is somewhat 
problematic due to the potential for autodephosphorylation or truns- 
dephosphorylation. Nevertheless, through the use of PTP inhibitors, it has 
been possible to demonstrate transient tyrosine phosphorylation of CD45 
following stimulation of T cells with anti-CD3 mAb (Stover et al., 1991). 
In a more detailed analysis of the potential role that tyrosine phosphoryla- 
tion plays in regulation of CD45 function, studies have demonstrated that 
addition of PTP inhibitors leads to in vivo phosphorylation of CD45 on 
tyrosine 1193 (Autero et al., 1994). Cotransfection of CD45 and ~ 5 0 " ~  
into COS-1 cells demonstrated that tyrosine phosphorylation of CD45 is 
mediated by this PTK as opposed to ~ 5 6 ' ' ~  or ~ 5 9 ~ " .  It was further demon- 
strated that tyrosine phosphorylation of CD45 leads to increased binding 
of ~ 5 6 " ~  via its SH2 domain and increased catalytic activity of CD45. These 
data indicate that posttranslational modification of CD45 can affect both 
its inherent catalytic activity and its physical association with substrates 
(Autero et al., 1994). 

The interaction of CD45 with regulatory molecules in the cell constitutes 
another mechanism by which its catalytic activity may be controlled. As 
alluded to previously, the interaction between CD45 and CD45-AP appears 
to decrease the catalytic activity of CD45 (Bruyns et al., 1996). Alterna- 
tively, it has been well documented that cross-linking of CD45 causes it 
to become associated with elements of the cytoskeleton (Bourguignon et al., 
1978, 1985). Isolation of CD45 from cells following induction of receptor 
rearrangement reveals that CD45 is tightly associated with the integral 
membrane protein fodrin in a 1 : 1 molar ratio (Bourguignon et al., 1985). 
Subsequent analysis of the interaction between CD45 and the cytoskeletal 
proteins fodrin and spectrin demonstrates that these proteins bind to 
one another directly in a saturable manner (Lokeshwar and Bourguignon, 
1992). Most significant, binding of either fodrin or spectrin to CD45 was 
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observed to increase its activity by 7.5- and 3.2-fold, respectively. These 
results strongly suggest that the physical interaction between CD45 and 
elements of the cytoskeleton plays an important role in regulating the 
activity of CD45. Mapping of the fodrin-binding domain on CD45 revealed 
that this regon lies between amino acids 930 and 939, and that this 
sequence is involved in the fodrin-mediated upregulation of CD45 activity 
(Iida et nl., 1994). 

V. Conclusion 

Almost 20 years after the initial characterization of CD45 as an abun- 
dantly expressed protein on the surface of lymphocytes our understanding 
of the role that this PTP performs in cells of the immune system has 
just begun to take shape. Through the use of a wide range of molecular 
techniques, including gene targeting, it has been possible to determine 
that the expression of CD45 is important for lymphocyte development and 
activation. However, subtleties have been observed in terms of the role 
that CD45 plays in T lymphocytes as opposed to B lymphocytes. Whereas 
the expression of CD45 is absolutely required for proper development 
and antigen responsiveness in the T cell compartment, such is not the case 
for B cells. Thus, it is apparent that further analysis of the molecular 
mechanisms underlying CD45 function is required in order to fully appreci- 
ate its role in the complex process of tyrosine phosphorylation-dependent 
signal transduction. In this regard, a significant amount of work has yet to 
be done in order to characterize substrates for CD45 and to elucidate the 
mechanisms that are responsible for controlling its catalytic activity in the 
cell. Additionally, a number of questions remain unresolved concerning 
the importance of the extracellular domain of CD45. The regulation of 
isoform switching and the importance of differential isoform expression, 
as well as the identification of ligands for CD45, are issues that still engen- 
der great interest. Finally, as ongoing studies progress, novel functions for 
CD45 may be uncovered that are not currently appreciated. Such an area 
of potential development concerns the role of CD4S in regulation of cellular 
communication and trafficking. Evidence is only now being presented to 
suggest that the interaction of CD45 with integrins, semaphorins, and 
coniponents of the cytoskeleton may be of significance in regulating lym- 
phocyte biology. Through a combination of inolecular genetics, cell biology, 
and biochemistry it should be possible to unravel many of the remaining 
questions pertaining to CD4S in the years to come. 
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1. Introduction 

The genes for the human leukocyte antigen (HLA) class I1 molecules 
lie within the major histocompatibility complex (MHC) on chromosome 
6. The I-ILA class I1 loci are clustered into three regions, known as DR, 
DQ, and DP. Each of these regions contains at least one a gene and one 
/I gene. The gene products form an aP heterodimer that is expressed as 
a membrane-bound protein on the cell surface. HLA class I1 proteins play 
a central role in T cell selection and activation. They bind peptide fragments 
derived from protein antigens and display them on the cell surface for 
interaction with the antigen-specific receptors of T lymphocytes. 

IILA class I1 loci are extremely polymorphic. Allelic variation between 
HLA class IT molecules of different individuals accounts for the functional 
differences revealed by HLA typing specificities, allograft reactivity, and, 
most important, differential ability to bind and display antigenic peptides. 
Allelic variations of HLA class I1 genes also seem to play a major role 
in autoimmunity. HLA typing of large groups of patients with various 
autoimmune diseases revealed that some HLA alleles occurred with a 
higher frequency in these patients than in the general population. Among 
the diseases strongly associated with HLA class I1 are, for example, rheu- 
matoid arthritis, insulin-dependent diabetes mellitus, and multiple scle- 
rosis. 

The purpose of this review is to integrate two different areas of extensive 
HLA research: ( i )  the association between peptides and I-ILA class I1 
molecules and (ii) the linkage of HLA class I1 alleles with autoimmune 
disease susceptibility. I n  Section TI, we summarize recent developments 
that have led to a clearer understanding of the association between peptides 
and HLA class I1 molecules. We describe how recent breakthroughs and 
technolo@cal advances have resulted in a nearly global and quantitative 
coverage of HLA-DR peptide-binding specificity. Section I1 also examines 
newly emergng bioinformatic tools that enable the computational identifi- 
cation of T cell epitopes, such as autoantigenic peptides, from large se- 
qiience databascs. I n  Scction 111, we focus on disease-linked IILA class 
I1 molecules. We discuss how the detailed knowledge of class I1 peptide 
interaction, summarized in Section 11, can be applied to investigate whether 
disease-associated HLA class I1 molecules have unique peptide-binding 
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characteristics and, consequently, the capacity to present unique autoanti- 
genic peptides. We also examine how comparative class I1 peptide-binding 
studies can be implemented to resolve the effects of polymorphic disease- 
linked class I1 residues on peptide binding. Finally, we document some 
of the known autoantigenic peptides and demonstrate their possible 
identification by bioinformatic tools. These findings are further examined 
in Section IV, in which we discuss possible prospects for immune interven- 
tion. 

II. Toward a Global Coverage of HLA Class II Ligand Specificity 

A. THE ARCHITECTURE OF THE CL,ASS 11-BINDING GROOVE 

Class I1 molecules are a@ dimers of similar size, both of which are 
membrane-inserted chains. The three-dimensional structures of several 
HLA class I1 molecules have been determined by X-ray crystallography 
(Brown et al., 1993; Stem et al., 1994; Ghosh et al., 1995). The class I1 
peptide binding site is formed by the membrane-distal domains of both 
class I1 chains, each contributing one a-helix and four P-strands. The 
sheet floors and helical walls define a groove of suitable dimensions for 
occupancy by 9 peptide residues. The class 11 cleft is open at both ends. 
As a consequence, the class I1 cleft allows peptides to extend out and 
enables the binding of a broad range of peptide lengths, typically 12-24 
residues (Rudensky et al., 1991; Hunt et al., 1992; Chicz et nl., 1993). 

One of the most important features of MHC molecules is their ability 
to form stable complexes with thousands or millions of different peptide 
sequences. This enormous binding capacity arises from the interaction 
between conserved MHC residues and the peptide main chain, thus provid- 
ing sequence-independent affinity for peptide ligands (Stem et al., 1994; 
Madden et al., 1991; Matsurnuraet al., 1992). For MHC class I1 molecules, 
the location and the identity of the conserved residues interacting with 
the peptide main chain are distributed along the binding groove. As a 
consequence, the peptide main chain is kept in close contact with the MHC 
cleft, resulting in a relatively flat conformation of class 11-bound peptides. 

The sequence-independent network of hydrogen bonds between con- 
served MHC residues and the peptide main chain gives rise to a broad 
but not unlimited peptide-binding capacity. Indeed, most natural peptide 
sequences lack the characteristics necessary to bind to MHC molecules. 
This is because peptide main chain interactions are not the only mode of 
MHC binding. Some of the peptide side chains contact residues within 
the MHC cleft and increase the overall binding affinity and specificity 
of the associated peptides (anchor residues) (Sette et al., 1987; Jardetzky 
et al., 1990; Falk et al., 1991; Hammer et al., 1993); others interfere 
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with residues of tlie MHC cleft and reduce binding (inhibitory residues) 
(Boehncke et nl., 1993; Sette et nE., 1993; Haminer et d., 1994b). These 
sequence-dependent interaction? are due to the irregular surface of the 
MHC cleft. MHC side chains protrude into the cleft and form pockets or 
ridges, resulting in strong preferences for interaction with particular amino 
acid side chains. 

Interestingly, most pockets in the MHC groove are shaped by clusters 
of polymorphic MHC residues arid are thus of distinct chemical and size 
characteristics in different M HC alleles. For example, a negatively charged 
side chain in one MHC molecule may preferentially interact with positively 
charged peptide residues, whereas a positively charged side chain in an- 
other MHC molecule may only bind to negatively charged peptide residues. 
MHC alleles can therefore be characterized either topographically, i.e., 
by differences in the precise nature and position of tlie polymorphic pock- 
ets, or functionally, i.e., by the resulting allele-specific differences in their 
interaction with peptides. 

B DIFFERENT APPROACHES TO DEFINING; HLA 
CI,ASS II-BINDING MOTIFS 

1 Identification of General Class Il-Binding Mot$y USitig Lurge 
Peptide Reprr-toires 

The interaction of peptide side chains with pockets of the MHC cleft 
imposes sequence requirements on the peptides that can bind. These 
requirements are summarized in peptide-binding “motifs” (Sette et al., 
1987; Rothbard and Cefter, 1991). A breakthrough for the analysis of 
MHC-binding motifs was the characterization of large, MI1C-selected 
peptide pools that allowed a generalization of rules for peptide binding to 
MHC inolecules (Falk et nl , 1991; Haminer et d., 1992). 

For class I1 HLA-DR molecules, motifs were identified by the analysis 
of large peptide pools selected from M 13 bacteriophage peptide display 
libraries (Hammer et d.,  1992, 1993, 1994a). This powerful technique is 
based on the ability of filamentous bacteriophage to display peptides on 
their outer surface and involves the screening and enrichment of 
bacteriophage-displa~iylng peptides that bind to a particular protein (Scott 
and Smith, 1990; Devlin et a l ,  1990; Cwirla et al., 1990). By inserting 
oligonucleotide-encoding peptides known to bind to DRB 1*0101 into the 
protein III-encoding gene of the bacteriophage M 13, we could demonstrate 
that bacteriophage displayrig the appropriate class I1 ligand can bind 
specifically to the DR groove (Hammer rt nl., 1992). Based on this observa- 
tion, we selected large DKBl”0101 binding peptide repertoires from a 
M 13 peptide display library consisting of millions of randoin peptides. 
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Sequence analysis of the DNA encoding the DRB 1 "0101-selected peptides 
led to the identification of peptide positions in which amino acids with 
similar side chains occurred with increased frequency (anchor residues), 
thus resulting in a DRBl"OlO1 peptide-binding motif (Hammer et al., 
1992). The motif consists of four anchors at relative positions 1, 4, 6, and 
9 that are at fixed distances from one another; it thus reflects the architec- 
ture of the DRBl"0101 groove in that both the spacing and the chemical 
characteristics of anchor residues correspond to the major pockets 1, 4, 6, 
and 9 of the HLA-DR cleft (Stern et al., 1994). 

The screening of bacteriophage libraries has also been applied to the 
identification of other HLA-DR-binding motifs, such as DRB l"0401 and 
DRBl"1101 (Hammer et al., 1993). An important finding was the identifi- 
cation of conserved anchor residues, i.e., anchors found in each of the 
HLA-DR-selected peptide pools, as well as allele-specific anchor residues. 
For example, most of the DRBl"0101-, DRBl"0401-, and DRBl"1101- 
selected peptide pools were found to have aromatic and aliphatic amino 
acid residues at anchor position 1 and 4, respectively, whereas strong allele- 
specific amino acid preferences were identified at position 6: Ala and 
Gly for DRBl"0101, Ser and Thr for DRBl"0401, and Arg and Lys for 
DRBl"1101. These results provided a molecular basis for both the promis- 
cuity and the specificity of peptide recognition by HLA-DR molecules. 
Thus, peptides with conserved anchor residues at positions 1 and 4, and 
small Ala residues at position 6 should bind, at least intermediately, to 
several HLA-DR alleles. Alternatively, DRBl"1101 ligands with a con- 
served anchor at position 1 and a large, positively charged Arg at position 
6 will not bind to DRBl"0101 and DRB1'0401 because Arg will not be 
accommodated by the pocket 6 of both molecules (Hammer et al., 
1993). 

Increasingly complex HLA class I1 motifs were identified by varying the 
conditions used to elute bacteriophage from the class I1 cleft (Hammer 
et al., 1994a). For example, a "low-pH" wash step prior to bacteriophage 
elution increased the stringency of peptide selection and resulted in the 
identification of secondary anchors at positions 2,3, and 7 .  Based on these 
findings we could design short peptides in which six of the seven residues 
were anchors. These peptides bound tightly to DR molecules and provided 
the basis for the design of nonpeptidic MHC blockers (Hanson et al., 
1996). 

General HLA class I1 motifs were also identified by characterizing large 
endogenous bound peptide pools. With the pooled peptide sequencing 
technique, a technique originally developed for the definition of class I 
motifs (Falk et al., 1991; Falk and Rotzschke, 1993), endogenous class II- 
bound peptide pools were eluted and subsequently analyzed by Edman 



sequencing (Falk et a1 , 1994; Verreck ct a1 , 1994). Becaiise the class II- 
binding cleft is open at both ends and endogenous peptides are not aligned 
due to the variable length of class I1 ligands, pool sequencing approaches 
with class II-eluted peptides failed to reveal patterns as clear as those of 
class I ligands. However, pool sequencing combined with the alignment 
of natiiral ligands and the consideration of predicted pocket structure 
resulted in class I1 motifs similar to the ones obtained by the bacteriophage 
display technology (Friede et a1 , 1996). In conclusion, it should be empha- 
sized that motifs derived from both M13 display library screening and 
pooled peptide sequencing are the result of studies of MHC-binding to 
large peptide repertoires. They indicated, therefore, a general mode of 
peptide binding and provided the rational basis for a more quantitative 
characterization of class II-binding specificity (Section 11,B,3). 

2. ldentijication (f Specijic Class II-Binding Motifs b y  
Single-Sul?stitutioii Experiments on Naturally 

Processed Pepticlei 

Another approach for studying huinan class 11 molecule-peptide interac- 
tion has been to characterize the effects of single-residue substitutions 
in naturally MHC-bound peptides, which reveals residues critical to the 
interaction of these peptides with HLA class I1 molecules. In the case of 
DRBl"0101, the importance of an aromatic residue at relative position 1 
was initially found by Ala substitutions of the influenza heinagglutinin (HA) 
epitope 307-319 (Jardetzky et d., 1990). More extensive truncation and 
single-residue substitution studies on HA 307-319 or tetanus toxoid 830- 
843 revealed specific class II-binding motifs for DRBl"0401, DRBl"1101, 
and DRBl"0701, in addition to DRB1'0101 (Sette et al., 1993; O'Sullivan 
et al . ,  1991; Krieger et al., 1991). Single-residue substitution studies were 
also performed on the mycobacterial heat shock protein 65 peptide 3- 13 
(Geluk et al., 1992; Sidney et al., 1992) and on naturally associated ligands 
(Malcherek et al., 1993), disclosing a proniinent position 4 anchor (Asp) 
for the DRB 1'0301 allele. Finally, substitution experiments on the myelin 
basic protein peptide 84- 102 revealed differential binding frames for 
DRBl"1501 and DRB5"0101 (Vogt et a/., 1994; Wucherpfennig et al., 
1994). 

Initially, most $ingle-substitution results could not easily be generalized 
on the basis of only a few modified peptides. However, the growing nuni- 
ber of single-substitution experiments and the comparison of these results 
with other methods, such as the usage of M13-displayed peptide reper- 
toires, confirmed the generality of motifs derived from single-substitution 
experiments. Moreover, only single-substitution experiments on synthetic 
peptides could reveal the presence of peptide side chains that interfere 
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with peptide binding. These inhibitory residues are of similar importance 
for association with class I1 molecules as the presence of anchor residues 
(Boehncke et al., 1993; Sette et al., 1993; Hammer et al., 1994b). Single- 
substitution experiments were thus an important factor in the recent identi- 
fication of quantitative matrix-based class 11 motifs. 

3. Class IZ Mott$s Based on Quantitative Matrices 

X-ray crystallographic studies indicated that different peptides bind with 
a similar conformation to HLA-DR molecules (Stern et al., 1994; Ghosh 
et al., 1995). The analyses of large HLA-DR ligand repertoires selected 
from M13 bacteriophage display libraries supported this hypothesis (Ham- 
mer et al., 1993). Although most of the HLA-DR-selected peptides differed 
significantly in their primary sequence, they all shared perfectly spaced 
anchor residues, thus suggesting an overall similar conformation of HLA- 
DR ligands. A ligand conformation that is only marginally influenced by 
its primary sequence, if at all, implies that no significant contacts are made 
among the side chains of the ligand. Single-substitution experiments on 
T cell epitopes and designer peptides provided direct evidence for this 
hypothesis. Peptide side chain effects (anchor, inhibitory, or neutral effects) 
seemed to depend on the position within a particular peptide frame rather 
than on neighboring amino acids (Hammer et al., 1994b). 

Taken together, these observations led to the approximation that each 
amino acid in a peptide sequence contributes to the affinity of the peptide 
independently of the neighboring amino acids (Hammer et al., 1994a,b, 
1995; Parker et al., 1994; Reay et al., 1994; Marshall et al., 1995). The 
combination of multiple-peptide synthesis technology with high- 
throughput in vitro MHC-peptide-binding assays allowed this approxima- 
tion to be tested. The determination of the effects of each amino acid at 
all peptide positions resulted in matrices that define quantitatively MHC 
class I1 ligands specificity (Hammer et al., 1994b; Reayet al., 1994; Marshall 
et al., 1995). 

The determination of a quantitative matrix, however, does not automati- 
cally lead to an effective motif. For the substituted peptide (basis peptide), 
the probability of frameshifting needed to be reduced and the affinity 
optimized to guarantee the accurate measurement of side chain effects 
over a wide range of binding affinities. For DRBl"0401 molecules, we 
have designed a strategy for determining quantitative matrices that is 
widely applicable to many other human class I1 DR molecules (Hammer 
et al., 1994b). First, the binding frame of Ala-based designer peptides was 
fixed by the obligatory position 1 anchor. Next, only 9- or 10-residue-long 
peptides were used for scanning. The reduced length amplified both the 
positive effect of the anchors and the negative effect of the inhibitory 



PEF'TIDE UINIIINC; AND A l I T ~ I M M U N l T Y  73 

residues due to the reduced main chain interaction (Hammer ut al , l994b) 
and decreased the probability of shifting within the position 1 peptide 
frame. Finally, the affinity of the basis peptide was adjusted by incorporat- 
ing either additional conserved anchor residues or by increasing the main 
chain interaction through an N-terminal Gly or 6-aminocaproic acid. Side 
chain scanning with optimized basis peptides resulted in a sensitive analysis 
of the effects of all peptide side chains on DRBl"0401 binding. As for 
DRBl"0401, a similar approach was used for the determination of quantita- 
tive matrices for other HLA class I1 molecules including, for example, most 
rheumatoid arthritis-associated HLA-DR 1 and DR4 alleles and subtypes 
(Hammer et a1 , 1995). A DRBl"0401 matrix was also determined by using 
less sensitive, 13-residue-long designer peptides (Marshall et al., 1995). 
Thiy approach, however, failed to identify several known DRBl"0401- 
specific anchor residues (Hammer et u l ,  1993), due to the lack of affinity 
optimization of the basis peptide. 

A coinparison of quantitative matrices provided detailed information 
about the effects of polymorphic HLA class I1 residues on peptide binding 
(Section 111,B). Another benefit of matrix-based motifs is their great pre- 
dictive power (Section II,C). New algorithms based on quantitative side 
chain scanning data were developed, resulting in computational identifica- 
tion of HLA class I1 ligands (Sections II,C,2 and II,C,4). Finally, quantita- 
tive matrices are considered "fingerprints" of class II clefts because they 
reflect, as a sum of all peptide side chain values, the architecture of the 
polymorphic DR groove. We expect that, in the near future, this will allow 
a reclassification of HLA class I1 polymorphism on the basis ofthe resulting 
peptide-binding specificity rather than on the basis of primary sequences. 

4 .  Glnbul Coverage of HLA-DR Ligand Specijicity by Using (1 

"Pocket-Spec$city Database" jbr the Generution of 
Qrmititative Matrices 

HLA-DR molecules account for inore than 90% of the HLA class I1 
isotypes expressed on antigen presenting cells. Although the HLA-DRA 
locus is monomorphic, more than 100 alleles have been described for 
the HLA-DRB1 locus (Marsh and Bodmer, 1995). The determination of 
quantitative matrices for each of these HLA-DR alleles would therefore 
reqnire hundreds of thousands of peptide-binding assays. A global coverage 
of IILA-DR-binding specificity may, however, not necessarily require an 
individual analysis of quantitative matrices. The relative independence of 
peptide side chains from one another (Section II,B,S) allows matrix-based 
motifs to be subdivided into individual pocket-specificity profiles, repre- 
senting the sum of all quantitative side chain values for a given peptide 
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position and its corresponding pocket or cleft area (Fig. 1). The comparison 
of pocket-specificity profiles analyzed on different class I1 alleles revealed 
that these profiles are not only independent of neighboring peptide side 
chains but also independent of the remaining class II-binding cleft (T. 
Sturniolo et al., manuscript in preparation). For example, the polymorphic 
residues constituting pocket 9 in DRBl"0401 and DRBl"1101 are identi- 
cal; consequently, peptide side chain scanning on both pockets resulted 
in overall similar pocket-specificity profiles (Fig. 1). In contrast, different 
pocket 9 residues in DRB1*0801 and DRBl*llOl led to different pocket- 
specificity profiles (Fig. 1). Comparison studies on pocket 1 and pocket 6 
(Hammer et al., 1994b, 1995) (Fig. 1) provided further evidence that 
supports an overall allele independence of pocket-specificity profiles. Thus, 
pocket-specificity profiles need only to be determined once and can subse- 
quently be used in matrix-based motifs of several HLA class I1 molecules 
(Fig. 2). 

Most HLA-DR subtypes and allotypes share pockets along the class I1 
groove. For example, DRBl"1101 shares pockets 1, 2, 3, and 9 with 
DRBl"0401 and pocket 6 with DRBl"0801. As the peptide side chains 

FIG. 1. Pocket specificity profiles are HLA class I1 allele independent. Polymorphic 
residues constituting pocket 6 (P6) in DRBl"1101 and DRBl"0801 (top) and pocket 9 (P9) 
in DRBl"1101 and DRBl"0401 are identical (marked by "), resulting in overall similar 
pocket specificity profiles. 
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F I ~  L. 2. Generation of quantitative iiiatrices hy the combination of pocket specificity 
profiles. A I~RB1*1101 matrix-based quantitative motif is "built" by determining the pocket 
specificity profiles for the two DRBl"1101 pockets 4 and 7 (white) and by combining them 
with profiles derived from DRBl"0401 (gray) and DRB I"0801 (black). 

of peptide positions 5 and 8 are directed toward the T cell receptor, they 
have only minor effects on binding and can therefore be neglected (Stern 
et czl , 1994). Thus, in this exainple, a DRBl"1101 matrix-based quantitative 
motif could easily be generated by determining the pocket-specificity pro- 
files for the two DRBl"1101 pockets 4 and 7 and, subsequently, by combin- 
ing them with pocket-specificity profile? derived from DRR 1'0401 and 
DRBl"0801 matrices (Fig. 2). 

In conclusion, relatively sinall databases of pocket-specificity profiles are 
required to generate quantitative matrices for many HLA class I1 alleles. 
The usage of pocket-specificity profiles as "building blocks" for quantitative 
matrices will ultimately lead to a global coverage of human class II-binding 
specificity. For example, we have recently illustrated that the creation of 
a small pocket-specificity database led to a complete assembly of 25 matrix- 
based HLA-DR motifs and to the near completion of the building of a 
further 40 motifs (T. Sturnlolo et nl., manuscript in preparation). The 25 
fully built motifs allow the determination of already a large proportion of 
the HLA-DR class II-binding specificity, which, for example, covers inore 
than 90% of the North American CaucaTian population (Tsuji et ul. ,  1992). 

5 HLA-DP and -DO 

Of all class I1 isotypes, HLA-DR is the best characterized structurally 
and functionally. For instance, all available structural information on HLA 
class I1 molecules was derived from X-ray analyses of HLA-DR molecules 
(Section 11,A); likewise, most information on HLA class I1 peptide interac- 
tion was gained from HLA-DR molecules (Sections II,B,l--II,B,4). This 
explains why relatively little is known about peptide-binding characteristics 
of HLA-DQ and -DP molecules in comparison to HLA-DH molecules. 
For HLA-DP molecules, for example, only simple binding motifs have 
been suggested based on the pooled peptide sequencing technique (Ram- 
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mensee et al., 1995); this, however, needs confirmation because no reliable 
peptide-DP-binding assays are currently available. For HLA-DQ mole- 
cules, information on ligand specificity has only recently been available. 
Single-substitution experiments defined a simple motif for DQA1"0301/ 
DQBl"0301 that was quite different from the motifs recognized by DR 
molecules (Sidney et al., 1994). Its prominent feature is the requirement 
of two small and/or hydrophobic residues spaced at positions i + 2 and 
i + 4. However, because these features can basically be found in almost 
every natural peptide frame, this motif is not suitable for predicting HLA- 
DQ ligands (Section II,C,2). Simple motifs have also been described for 
the autoimmune disease-linked HLA molecules DQA1"0501/DQB1"0201 
(Johansen et al., 199s; Vartdal et al., 1996; Van de Wal et al., 1996) 
and DQA1"0301/DQB1"0302 (Kwok et a[., 1996a,b). As for DQA1*0301/ 
DQBl"0301, these motifs were different from the ones recognized by DR 
molecules. For example, no prominent position 1 anchors were found, as 
indicated by Ala-substitution experiments. Both motifs consisted mainly 
of inhibitory residues, with the exception of a negatively charged anchor 
residue at position 9. The tendency of HLA-DQ ligands to be less depen- 
dent on the interaction of peptide side chains with the class I1 cleft than 
HLA-DR ligands has recently been confirmed by the determination of a 
quantitative matrix-based motif for DQA1"0501/DQB1"0301 (Raddrizzani 
et al., 1997). This motif revealed the capability of DQA1"0501/DQB1*0301 
molecules to bind peptide structures without the involvement of large 
peptide side chains. Based on this finding, we have succeeded in modify- 
ing DR-selected peptide repertoires such that they lost the binding capac- 
ity for HLA-DR molecules and bound exclusively to DQA1"0501/ 
DQBl"0301, thus demonstrating, at least in part, a complementary func- 
tion of HLA-DR and -DQ isotypes in antigen presentation. Together, 
the initial studies on HLA-DQ peptide interaction indicate differences 
between the binding mode of HLA-DR and -DQ molecules that may 
consequently maximize the diversity of peptide repertoires available for T 
cell recognition. 

C. COMPUTATIONAL IDENTIFICATION OF HLA CLASS I1 LICANDS 

1 .  Prediction of HLA Class IZ Ligands as a Means to Identify 
T Cell Epitopes 

The goal of T cell epitope prediction is the ability to accurately identify 
peptide sequences within a given protein that will elicit desired T cell 
responses in the context of a defined MHC molecule. Initially, T cell 
epitope prediction was based solely on the analysis of known T cell antigenic 
sites, mainly on the identification of amphipathic helices (DeLisi and Ber- 
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zofsky, 1985; Rothbard and Taylor, 1988). Such methods were superseded, 
however, when evidence emerged for the existence of epitopes bound in 
extended conformation by HLA class I1 molecules (Section 11,A). Other 
approaches that analyzed the primary structure rather than the secondary 
structure, identified common pattenis of amino acids in immunogenic 
peptides and utilized them for prediction. All these approaches, however, 
ignored the key requirements for M HC specificity. 

Recently, advances in the field of antigen presentation led to a general 
consensus that epitope prediction ought to be based on a molecular under- 
standing of the events that determine antigen presentation; that is, antigen 
processing and HLA class I1 binding. The ultimate goal is the identification 
of rules underlying these events and their application for the precise predic- 
tion of T cell epitopes. Inherent structural properties of protein antigens, 
however, exclude simple rules for the deterniination of antigen processing 
in that, for example, the structure of a given antigen could influence its 
susceptibility to proteolysis. Additional parameters that add to the complex- 
ity of antigen processing are, for example, the specificity of the proteolytic 
enzymes involved or the stability of the generated peptides. In short, 
antigen processing is a multistep process that, at least for now, can neither 
be described by simple rules nor utilized for T cell epitope prediction. 

MHC peptide binding constitutes the second “bottleneck’ in the natural 
selection of T cell epitopes and appears to be less complex than antigen 
processing. Most natural peptide frames lack the capacity to interact with 
HLA class I1 molecules (Hammer et a l ,  1994b). HLA class I1 peptide- 
binding rules can therefore be used to “filter out” potential T cell epitopes, 
thus minimizing the number of peptides to be synthesized and assayed. 
T cell epitope prediction based on HLA class II-binding rules also facilitates 
the identification of epitopes with certain characteristics, such as promiscu- 
ous or allele-specific epitopes (Section 11,B,4). Finally, increasingly avail- 
able sequence and expression pattern databases provide new opportunities 
for MHC-based epitope prediction in sectors in which traditional ap- 
proaches, such as the synthesis and testing of overlapping peptide se- 
quences (Sinigaglia et al., 1992), would fail: the simultaneous epitope 
scanning on large numbers of gene sequences that are, for example, spe- 
cifically expressed or upregulated in tumor cells or in tissues implicated 
in autoimmune diseases. 

The prospect of utilizing MHC binding as a means to predict T cell 
epitopes spurred the rapid identification of HLA class I1 motifs. As a result, 
different binding motifs (Sections II,B,l-II,B,5) with variable capabilities 
to predict class I1 ligands were identified. In parallel, different bioinfor- 
matic approaches were developed utilizing these binding motifs and/or 
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large class I1 ligand databases for the prediction of peptide binding to 
HLA class I1 molecules. 

2. Bioirformatic Tools to Predict T Cell Epitopes 

Motifs analyzed by the M13 bacteriophage display technology (Section 
II,B,l), pooled peptide sequencing technique (Section II,B,l), or single- 
substitution experiments (Section II,B,2) often encode only the most prom- 
inent characteristics of peptide-MHC interaction (simple motifs). Al- 
though these peptide characteristics correspond to known or modeled class 
I1 structures, they are insufficient for a comprehensive prediction of class 
I1 ligands. For example, the alignment of DRBlU0101-selected, M13 dis- 
played peptide repertoires led to the identification of four anchor positions 
(Section IIJ3,l). Accordingly, most selected peptide sequences (Fig. 3)  or 
natural peptides (Hammer et al., 1994a) with three or four anchors in 
frame bound with high affinity to DRB1*0101. However, a large proportion 
of peptides bound to DRBl”0101 even, if they had only two anchors in 
frame (Fig. 3). Therefore, all or nothing algorithms selecting peptides with 
three or more anchors (“all”) but omitting peptides with less than three 
anchors (“nothing”) would miss large proportions of class I1 ligands; on 
the other hand, algorithms predicting peptides with only two anchors in 
frame would pick an unacceptable number of false positives because two 
anchors can be found in most natural or random peptides (Fig. 3). In 
conclusion, simple motifs and all or nothing algorithms (Hammer et al., 
1994a; Sidney et nl., 1994) do not account for the complexity of class I1 
peptide interaction and have therefore only a limited capacity to predict 
potential T cell epitopes. 

Matrix-based motifs (Sections II,B,3 and II,B,4) are refined binding 
motifs that allow for more sophisticated prediction algorithms. In contrast 

FIG, 3. “All or nothing” algorithms have only limited capacity to predict HLA class I1 
ligands. A large proportion of peptides selected by DRBl“0101 (Hammer et al., 1993; L. 
Reddriizani et al , manuscript in preparation) have only two anchors in frame (left). Algo- 
rithms predicting peptides with only two anchors pick, however, more than 50% of all 
random peptides (right), thus lacking the capacity to efficiently predict class 11 binders. 



to simple all or nothing rules, epitope prediction relies on mathematical 
processing of individual peptide side chain data that are derived either from 
quantitative matrices (Hammer et nl., 1994b; Reay et d.,  1994; Marshall et 
al., 1995) or from amino acid frequency matrices (Davenport et d., 199,5). 
In principle, matrix-based epitope prediction can be divided into four steps 
(Fig. 4): First, all possible peptide frames are extracted from a given protein 
sequence. Second, the corresponding position- and amino acid-specific 
matrix values are assigned to each residue of a given peptide frame. Next, 
the side chain values of each peptide are added or multiplied, resulting 
in the peptide "score." Lastly, peptides are selected based on their peptide 
score. Thus, instead of simply counting anchor residues, niatrix-based 
algorithms take into account the reIative importance of every amino acid 
residue in a peptide sequence, as charged by their effect on binding 
(quantitative matrix) or frequency within an aligned peptide pool (fre- 
quency matrix). 

The capacity to predict HLA class I1 ligands using quantitative matrix- 
based algorithnis was first demonstratetl for DRBl"0401 molecules (Hani- 
mer ct d., 199413; Marshall et nl.. 1995). These algorithms ranked natiirdly 
processed peptides and T cell epitopes in the top 2-4% of all possible 
peptide frames of given antigens even if they owned only one or two 
anchor residues, a s  charged by simple motifs. More important, however, 
a correlation between the peptide score and the binding affinity was demon- 
strated (Fig. 5) (Hammer et d., 1994b) that therefore supports the underly- 
ing approximation that a given residue contributes to binding indepen- 
dently of its neighboring amino acid residues (Section II,B,3). Recently, 
many more quantitative matrix-based algorithms were established, includ- 
ing algorithms for DRB 1 "0101, DRBl' 1501, DRB 1 * 1101, DRB l"0701, 
and DRBl"0801 molecules, to name a few. The predictive power of some 
of these algorithms was validated by computer siimulating the screening of 
M 13 peptide display libraries (Fig. 5 ) :  Quantitative matrix-based algorithms 
were used instead of purified HLA-class I1 molecules to enrich for large 
class II-binding peptide repertoires. 

Algorithms based on frequency matrices are less common for HLA class 
I1 molecules (Davenport et al., 199s). The underlying assumption is that 
amino acid residues are inore important for class I1 peptide interaction if 
they occur with higher frequencies in aligned peptide pools. Although this 
criteriurn turned out to be L I S ~ ~ L I ~  for the- identification of anchor resiclries 
(amino acids occuringwith liigh frequency) (Section II ,B,l) ,  there is consid- 
erable doubt about the possibility of accurately differentiating among 
amino acids occurring with lower frequency. For example, an aligned 
DRRl"0101 -selected peptide pool revealed more than 80% aromatic resi- 
dues at relative position 1 (Hammer et d., 1992); these results are i n  full 



FIG. 4. Principle of a matrix-based epitope prediction. The position- and amino acid-specific matrix values, e.g., binding data or amino 
acid frequencies, are assigned to each residue of a given peptide frame. Subsequently, values are mathematically processed, resulting in a 
peptide “score.” The correlation between peptide score and binding affinity is the prerequisite for an effective HLA class I1 ligand prediction 
(see Fig. 5 ) .  
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Fic;. 5 .  The peptide score as ii means to select HLA class 11 ligands. The peptide score 
correlates with the relative binding affinity (left) ;ind differentiates between class 11-selected 
and nonselected peptides displayed on M 13 kacteiiophage (right). 

agreement with in vitro binding data (Jardetzky et al., 1990; O’Sullivan et 
al., 1991). The same peptide pool also showed approximately 2% Asp, 0% 
Met, and 3% Ile at position 1; however, no correlation was found between 
these low frequencies and in vitro binding data. Met and Ile are weak 
position 1 anchor residues, whereas Asp is not accepted at position 1 
(Hammer et al., 1994a). Thus, the datdnoise differentiation may prove 
difficult for algorithms based on frequency matrices, especially, if matrices 
were derived from improperly aligned peptide pools (Hammer et al., 199413; 
Davenport et al., 1995). 

Although algorithms based on quantitative matrices predict large subsets 
of HLA class I1 ligands reasonably well, they cannot deal with nonlinearity 
within data. Double-substitution experiments on DQAl *0501/DQBlQ0301 
ligands, for example, revealed that the acceptance of peptide side chains 
at relative position “i” depends on the type of residue at position “i + 2” 
and vice versa (Raddrizzani et nl., 1997). Although these findings are rather 
exceptional for class I1 peptide interaction (Section 11,B,3), bioinformatic 
tools, such as artificial neural networks (ANN), can deal with nonlinearity 
(Beale and Jackson, 1990; Weiss and Kulikowski, 1990). When trained on 
a large amount of input data, ANNs can extract and retain generalized 
patterns present in the training data set and subsequently recognize these 
patterns in a new, previously unseen input. ANNs have been successfully 
used for class I prediction (Bnisic et al., 1994). The amount of required 
data and, especially, the variable length of class I1 ligands (Section II,A) 
prevented, however, a broader application of ANNs for class I1 prediction. 
Recently, an effective bioinformatic approach termed PERUN was devel- 
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oped for the prediction of HLA class I1 ligands (Brusic et d., 1997). 
PERUN solves the problem of variable peptide length by using evolutionary 
algorithms (Forrest, 1993) to derive alignment matrices. These matrices 
align peptides before they are used to train ANNs. The PERUN approach 
was tested on DRBl”0401 prediction. A comparative study revealed that 
PERUN predictions were marginally better than prediction using quantita- 
tive matrices and significantly better than simple niotif-based prediction. 

A major advantage of PERUN is the capacity to automatically refine 
itself as new data become available. In terms of a global coverage of €€LA 
class II-binding specificity, however, PERUN has several disadvantages: 
(i) the training of ANNs requires large amounts of data-even though 
different sources of data can be used to train ANNs, these data are not 
available for most class I1 alleles; and (ii) an ANN is data driven, i.e., it 
can only utilize data derived from the class I1 allele for which the ANN 
is established. This is in strong contrast to algorithms based on quantitative 
matrices that can be built by combining pocket-specificity profiles derived 
from several class I1 alleles (Section II,B,4). Thus, quantitative matrices 
provide, at least for now, the only basis for a comprehensive T cell epitope 
prediction. More important, the capacity to predict promiscuous or selec- 
tively binding HLA class I1 ligands is not yet possible by other approaches. 

TEPITOPE is a recently developed Windows95 application (J. Hammer 
et al., manuscript in preparation) that enables the computational identifica- 
tion of (i) class I1 ligands binding in a promiscuous or allele-specific mode 
and (ii) the effects of polymorphic residues on class I1 ligand specificity. 
Twenty-five quantitative matrix-based HLA-DK motifs (Section 11,B,4) 
covering a large part of human class I1 ligand specificity were incorporated 
into the first version of TEPITOPE and provide the basis for various 
algorithms included into the TEPITOPE software package. One of them, 
the prediction algorithm, permits the prediction and parallel display of 
ligands for each of the 25 DR alleles starting from any protein sequence. 
Due to the compact design of the user interface, class I1 ligands are 
immediately identified as promiscuous or allele-specific binders, allowing 
a rapid selection of peptide sequences for further evaluation in biological 
assays (Fig. 6). 

TEPITOPE also enables the calculation of score distribution curves for 
each class I1 allele based on any natural protein database. As a consequence, 
prediction thresholds are expressed as “percentage of natural peptide 
frames.” This compensates allelic differences in absolute peptide scores 
(Section II,C,2) and improves the prediction of promiscuous or allele- 
specific class I1 hinders. Another algorithm incorporated in the TEPITOPE 
software package allows for the possibility to computationally improve 
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FK:. 6. Prediction of the core sequence of the class 11-associated invariant chain peptitle 
(CLIP) with TEPITOPE. The user interface design of TEPITOPE enables the rapid 
identification of proiniscnoiis ligands. here denionstrated for CLIP (Cresswell. 1994: Rornag- 
noli and Gerinain, 1994) of the invariant chain. The prediction thresholds were set to 1%, 
thus only peptide ffinnrs were prrtlicted with a scow similar to or higher than thc 1% best- 
scoring natural peptitle frames. 

quantitative matrix-based motifs by expert rules, resulting in “expert rnatri- 
ces.” Individual pocket thresholds can be set and pocket weights can be 
modified; both tools can be applied to compensate for nonlinear data, such 
as dominant negative effects. The expert rule-setting unit is directly linked 
to a huge database consisting of thousands of HLA-DR peptide-binding 
data. The predictive power of the generated expert matrices can therefore 
immediately be tested, providing a useful feedback loop. Thus, as for 
ANNs, a data-driven optimization of quantitative matrices will lead to 
future improvements of ligand prediction, at least for those HLA class I1 
alleles for which in uitro binding assays are available. 

Finally, TEPITOPE enables the rapid comparison of pocket-specificity 
profiles (Section II,B,4), revealing in many cases the effects of polymorphic 
residues on class I1 ligand specificity. As demonstrated in Section 111, this 
feature proves very useful in displaying the effects of disease-linked class 
11 residues on peptide binding. 
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111. Peptide-Binding Specificity of Autoimmune Disease-Associated HIA 
Class II Molecules 

A. HLA AND DISEASE ASSOCIATIONS 

Autoimmune diseases appear to occur when a specific immune response 
is mounted against itself. Although what triggers the autoimmune response 
is not known, both environmental and genetic factors are important. Genes 
in the HLA complex appear to account for the strongest genetic predisposi- 
tion. For example, a genomewide scan for diabetes susceptibility genes 
has recently demonstrated that several genes contribute to the disease 
process, but that genes of the HLA complex are the most important (Davies 
et al., 1994). 

The HLA complex consists of more than 100 different HLA genes 
(Campbell and Trowsdale, 1994). Serological or RFLP analyses, haplotype 
comparisons, and the analysis of individual HLA genes suggested that most 
HLA-linked diseases are primarily associated with genes encoding the 
peptide presenting HLA molecules, among them several HLA-DR and 
-DQ alleles. Moreover, sequencing of these HLA genes indicated that 
disease-associated class I1 molecules often share unique amino acid resi- 
dues in the peptide-binding cleft (reviewed by Todd et al., 1988; Nepom 
and Erlich, 1991; Thorsby, 1995). These residues could affect predisposi- 
tion to autoimmune disease by several mechanisms that are not mutually 
exclusive, including for example, shaping of the T cell receptor repertoire 
and altering the specificity of the peptide binding site (Roy et al., 1989; 
Kappler et al., 1987; Tell et nl., 1988). 

The effect of disease-associated class I1 polymorphic residues in deter- 
mining the peptide-binding specificity has been addressed by detailed 
HLA class I1 peptide-binding studies. Although these studies alone cannot 
definitely establish the role of MHC class I1 alleles in determining resis- 
tance or susceptibility to autoimmune disease, they provide important 
information toward a clearer understanding of the autoimmune disease 
process. The identification of a correlation between binding specificity and 
disease association, for example, strongly supports the hypothesis that 
selective binding of autoantigenic peptides is the major mechanism under- 
lying HLA disease association (Section 111,B). Furthermore, the knowledge 
of HLA class I1 peptide-binding rules could lead to the identification of 
autoantigenic peptides selectively presented by the disease-associated HLA 
class I1 molecules (Sections II,C and 111,B). 

B. RHEUMATOID ARTHRITIS 

Susceptibility to rheumatoid arthritis (RA) is specifically associated with 
the HLA-DR locus (Tiwdri and Terdsah, 1985). More than 80% of Cauca- 
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sian RA patients express DRBl"0401, DRBI"0404, DRBI"0408, or 
DRBl"0101 (Winchester, 1994). In Japanese patients, the frequency of 
another DR4 subtype, encoded by DRBl"0405, is increased (Otha et al., 
1982). Interestingly, the RA-associated DR molecules all carry a short 
stretch of amino acids at DRP 67-74 ("shared epitope") that is highly 
conserved, even though DRP 67-71 covers an otherwise very polymorphic 
region of the DR cleft (Gregersen et al., 1986; Nepom et al., 1989; Words- 
worth et al., 1989). The fact that DRBl"0402, a closely related molecule 
not associated with RA, differs from some RA-linked molecules only in 
this shared epitope region suggests that this part of the molecule plays a 
critical role in disease association. 

In an attempt to analyze the role of DRP 67-74 on HLA-DR peptide- 
binding specificity, we compared the pocket-specificity profiles (Section 
II,B,4) of RA-associated DR4 subtypes with profiles of nonassociated DR 
molecules (Hammer et al., 1995). Striking differences, especially in the 
specificity of pocket 4, were identified between DR4 subtypes that are 
associated with RA and those that are not (Fig. 7af. For example, peptides 
with negatively charged residues at position 4 bound to RA-associated 
DRBl"0401 or DRBI"0404 molecules but not to the nonassociated 
DRB l"0402 molecule; the reverse was true for peptides with positively 
charged residues at position 4. Site-directed mutagenesis demonstrated 
that positively (DRBl"0401) or negatively (DRBl"0402) charged residues 
at DRP71 were responsible for most of these effects (Hammer et al., 1995). 
Similar conclusions were also reached by the pooled peptide sequencing 
technique (Friede et al., 1996) and by selected single-substitution experi- 
ments (Woulfe et al., 1995). Altogether, these results demonstrated a 
striking correlation between binding specificity and disease association, 
thus supporting the hypothesis that selective binlng of autoantigenic pep- 
tides is the mechanism underlying HLA association in RA. 

Although the target self-antigen that initiates the autoimmune process 
is unknown, a number of candidate autoantigens have been implicated in 
the pathogenesis of RA. Some were derived from normal self-proteins, 
such as type I1 collagen or other joint-associated proteins (Holmdal et al., 
1990; Mikecz et al., 1987), and others from microorganism (Gaston et al., 
1990). Recently, a panel of DRBl"0401-restricted mouse T cell hybridomas 
specific for bovine type I1 collagen were generated from DRBI"0401 
transgenic mice (Fugger, 1996). The vast majority recognized a single 
determinant corresponding to the conserved residues 390-402 in human, 
which was predicted using a quantitative matrix-based DRB l"0401 motif 
(Marshall et al., 1995). Further analysis using TEPITOPE (Section II,C,2) 
indicated that this determinant was predicted to bind selectively to RA- 
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FIG. 7 .  (a) Comparison of pocket 4 specificity profiles of DRBl"0401 and DRBl"0402 
with TEPITOPE. The selection of the pocket and HLA class I1 alleles (right) results 
in the display of the corresponding pocket specificity profiles (center) and the different 
polymorphic residues that constitute the pocket (bottom). (b) Prediction of a selective peptide 
in hiinuln type ZI collagen with TEPITOPE. The predicted region corresponds to a dominant 
T cell epitope in bovine collagen identified in DRBl"0401 transgenic mice (Fugger et al., 
1996). The prediction thresholds were set to 10% (see Fig. 6). Major class I1 alleles of the 
Caucasian population were selected. 
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associated HLA-DR molecules (Fig. 7b), thus supporting the value of this 
approach for the identification of potential autoantigens. 

C PEMPrIlCUS VULGARIS 

Pemphigus vulgaris (PV) is an autoimmune disease of the shn in which 
autoantibody production to an epidermal cell adhesion molecule, des- 
moglein 3, is believed to result in a loss of keratinocyte adhesion and 
subsequent severe blister formation (Amagai et al., 1991). PV is associated 
in several ethnic groups with the DRBl"0402 allele (Ahmed et al., 1990, 
1991). As discussed under Section III,B, DRBl"0402 differs only at DRP 
67-74 from some RA-associated DR4 subtypes. The pocket 4 of the 
DRBl"0402 cleft has a negatively charged residue (Glu) at position DRP71. 
Correspondingly, peptides with positively charged residues at position 4 
can bind to DRB l"0402, whereas peptides with negatively charged residues 
at this position cannot bind due to a "charge clash" (Fig. 7u). The detailed 
analysis of pocket-specificity profiles using TEPITOPE revealed, however, 
that PV-associated and nonassociated DR4 subtypes do not differ only in 
their acceptance of charged position 4 residues; Trp, for example, is an 
anchor residue for DRBl"0402 but an inhibitory residue for DRBl"0401. 
Thus, efforts to predict selectively presented T cell epitopes (Wucherpfen- 
nig et al., 1995) also need to include binding characteristics that are less 
obvious than charge-charge interactions or clashes. 

A recent study demonstrated that T cells from PV patients responded 
to a desmoglein 3 peptide 190-204 (Wucherpfennig et al., 1995). This 
peptide is presented by the disease-associated DRBl"0402 molecule but 
not by other DR4 subtypes. Site-directed mutagenesis of DRBl"0402 could 
indeed demonstrate that selective presentation was due to the negatively 
charged residue at DRP71 of pocket 4. 

D METHIMAZOLE-INDUCED INSULIN AUTOIMMUNE SYNDROME 

The P4 pocket may also be important for the allele-specific bindlng and 
presentation of an insulin peptide by the DRB l"0406 molecule that is 
associated with susceptibility to a drug-induced insulin autoimmune syn- 
drome (IAS) (Uchigata et al., 1992). The disease, which is reported to be 
a frequent cause of hypoglycemia among Japanese, is characterized by the 
presence of high titers of anti-insulin antibodies and by the fact that a 
large number of patients had been taking reducing agents, such as methima- 
zole or glutathione, prior to the onset of the disease. 

A simple DRBl"0406 motif has recently been identified by single- 
substitution experiments (Matsushita et al., 1994). This motif allowed the 
identification of an insulin peptide (TSICSLYQLE) that bound selectively 
to the IAS-associated DRBl"0406 but not to the nonassociated 
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DRBl"0405 molecule. Interestingly, this peptide fragment may not be 
available under normal physiological conditions for MHC binding due to 
a disulfide bond with a flanking Cys residue. It is hypothesized that a 
reducing compound such as methimazole may cleave the disulfide bond 
in vivo, thus allowing the binding of the insulin peptide to the DRBl"0406 
molecules, which could in turn lead to the activation of self-insulin-specific 
T cells. 

E. MULTIPLE SCLEROSIS 

Multiple sclerosis (MS) is a chronic inflammatory disease of the human 
central nervous system (CNS) characterized by demyelination and by focal 
infiltrates of macrophages, plasma cells, andT cells in the CNS. Susceptibil- 
ity to MS is specifically associated with the HLA-DR locus (Tiwari and 
Terasaki, 1985). Approximately 50-70% of MS patients carry the 
DRBl"1501 allele versus 20-30% of normal individuals (Tiwari and Tera- 
saki, 1985). Besides DRBl"1501, other HLA class I1 alleles are overrepre- 
sented in certain ethnic groups, such as DRBl"0401 in Southern Italians 
and Arabs (Marrosu et al., 1988; Yacub and Daif, 1988). 

Myelin basic protein (MBP) and proteolipid protein (PLP) are putative 
autoantigens involved in the pathogenesis of MS and can induce experimen- 
tal autoimmune encephalitis (EAE) in mice and rats (Pettinelli et al., 1982; 
Fritz et al., 1983; Enddoh et al., 1986). In humans, MBP- or PLP-reactive 
HLA-DR-restricted T cells have been isolated from both MS patients and 
healthy controls (Martin et al., 1990; Ota et al., 1990; Pette et al., 1990). 
MBP-specific T cells in MS patients were activated, whereas those from 
controls were in a resting state (Zhang et al., 1994). Activated MBP- and 
PLP-reactive T cells might therefore be involved in the pathogenesis of MS. 

An epitope scan of MBP with TEPITOPE identified a promiscuous 
MBP region 87-99, whereby DRBl"1501, in contrast to most other DR 
molecules, is predicted to bind in a slightly different binding frame (Fig. 
8a). The pocket-specificity comparison function of TEPITOPE (Fig. 8b) 

FIG. 8. (a) Prediction of a promiscuous peptide in MBP with TEPITOPE. MBP 87-99 
represents a immunodominant region of MBP (Wucherpfennig et d., 1994; Ota et al., 
1990). The prediction thresholds were set to 3% (see Fig. 6). (b) Comparison ofpocket 4 
specijicity profiles of DRBl"1501 and DRB5"0101 with TEPITOPE. The pocket comparison 
function of TEPITOPE reveals DRBl'lSOl-specific anchor residues if compared to 
DRBS"0101 or other HLA-DR alleles (not shown). (c) Prediction of an iinnzunodominant 
peptide in PLP with TEPITOPE. PLP 175-192 is an immunodominant epitope in HLA- 
DR4 individuals (Markovic-Plese et al., 1995). The prediction thresholds were set to 1% 
(see Fig. 6). All DR4 subtypes included in TEPITOPE were selected. 
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leads to the identification of DRBl' 1501-specific aromatic anchor residues 
at peptide position 4, which explains, at least in part, the DRAl"1501- 
specific binding frame. A number of investigators could demonstrate that 
MBP 87-99 indeed represents the immunodominant region of MBP in 
the context of the MS-associated DR alleles DRBl"1501 (Wucherpfennig 
et al., 1994; Ota et al., 1990; Valli et al., 1993), and that DRBl"1501 binds 
a peptide frame that is different from the one recognized by most other 
DR alleles (Vogt et al., 1994). 

Epitope scanning with overlapping 20-residue-long peptides of PLP led 
to the identification of an irninunodominant epitope (PLP 175-192) for 
HLA-DR4 individuals (Mal-kovic-Plese et al., 1995). Once again, this region 
could be predicted by TEPITOPE (Fig. 8c). HLA-DR4-IE chimeric class 
I1 transgenic mice were immunized with MBP 87-106 and PLP 175-192 
to investigate the development of the HLA-DR-associated disease (Ito et 
al., 1996). PLP 175- 192 provoked a strong proliferative response of lymph 
node T cells and caused inflammatory lesions in the white matter of the 
CNS and symptoms of experimental allergic encephalomyelitis. Immuniza- 
tion with MBP 87-106 elicited a very weak proliferative T cell response 
and caused mild EAE. The amino acid sequences of both PLP 175-192 
and MBP 87-106 are identical in humans and in mice, thus representing 
potential autoantigens in both species. Notably, mice lacking the 
DRB1*0401 transgene did not develop EAE after immunization with either 
PLP 175-192 or MBP 87-106, indicating that a human MHC class I1 
binding site alone can confer susceptibility to an experimentally induced 
murine autoimmune disease. 



F. INSULIN-DEPENIXNI DIAUETES MKLLITUS 

Siisceptibility to insiilin-dependent diabetes inellitus (IDDM) is most 
strongly determined by DQ alleles tliat encode Ser, A h ,  or Val at position 
p57 (Horn et al., 1988). In contrast, Asp at DQP57 mediates resistance 
to IDDM (Morel ct d.,  1988; Konningen et d., 1989). Similarly, the 
diabetes-prone NOD mouse strain has Ser at position 57 in the I-A0 
chain (the niurine hoinolog of DQp), whereas most other mouse strains, 
including the closely related nonobese normal, have Asp at this position. 
These findings have led to the intriguing hypothesis that Asp57 in the DQP 
chain protects against IDDM, whereas its absence increases susceptibility. 

The structural analysis of IILA-DR molecules revealed that Asp57 of 
DRP forins a salt bridge with Arg79 of DHa (Stern et nl., 1994). The 
pocket-specificity comparison function of TEPITOPE reveals a strong 
effect of residue p57 on HLA-DR peptide interaction (Fig. 9): Negatively 
charged and aromatic residues at peptide position 9 are not accepted by 
pocket 9 when p57 is an Asp. Peptide elution and binding studies (Chicz 
et al., 1994; Kwok et ill , 1996a; Nepom et al., 1996) led to the identification 
of similar effects for HLA-DQ peptide interaction, thus supporting a possi- 

Fx:. 9. Comparison of pocket 9 specificity profiles of DHB1'0801 a i d  DRBl"1101 with 
TEPITOl'E. The pocket comparisoii fuiictioil of' TEPITOPE reveals the effects of DRP57 
on the h i d i n g  specificity of H I A D R  inoleciiles. 
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ble correlation between HLA-DQ-binding specificity and IDDM associ- 
ation. 

Several observations suggest, however, that the residue at position 57 
plays a significant but not exclusive role in IDDM association (Awata et 
al., 1990; Lund et al., 1990). Thus, both comparative binding studies 
and more advanced peptide-binding motifs are required for HLA-DQ 
molecules (Section II,B) to elucidate the role of other HLA-DQ residues 
on peptide binding and to predict potential autoantigenic peptides. 

iV. Prospects for immune Intervention 

Detailed knowledge of HLA class I1 peptide-binding specificity might 
have interesting applications for immunointervention in autoiminune dis- 
eases. One strategy ought to be directed at the development of MHC- 
specific antagonists that block the peptide binding site of disease-linked 
class I1 MHC molecules. An antagonist is expected to interfere with the 
presentation of antigenic peptide ligands, including those involved in the 
activation of autoimmune T cells. Indeed, several groups have used this 
strategy to prevent induction of T cell-mediated autoimmune diseases such 
as EAE in mice (Lamont et al., 1990; Gautam et al., 1992) and rats (Wauben 
et al., 1994), autoimmune myocarditis (Smith and Allen, 1991), and insulin- 
dependent diabetes mellitus (Hurtenbach et al., 1993). The advantage of 
this strategy is that it is applicable without specific knowledge of the disease- 
inducing autoantigen( s). Because different class I1 molecules exhibit differ- 
ent peptide-binding specificities, the antagonist is expected to be selective, 
i.e., to bind to the disease-linked class I1 molecules only. Thus, a consider- 
able part of the host's antigen presenting capacity would remain intact, 
and consequently patients would not be severely immunocomproniised. 

Another attractive approach for a specific therapy of autoimmune &s- 
eases is the induction of peripheral tolerance to the pathogenic self-antigen. 
Induction of peripheral tolerance has been demonstrated in several autoim- 
mune models. For example, EAE can be ameliorated by inducing T cell 
anergy to synthetic peptides corresponding to the immunodominant epi- 
topes of MBP (Gaur et al., 1992). Similarly, tolerance to glutamic acid 
decarboxylase, a putative autoantigen in IDDM, prevents diabetes develop- 
ment in NOD mice (Kaufman et al., 1993; Tisch et al., 1993). A current 
limit to this approach is that information on the autoantigens involved in 
most human autoimmune diseases is still fragmentary and not fully verified. 
It is hoped that the type of research described here and, in particular, 
the computational epitope scanning of large numbers of gene sequences 
implicated in autoimmune diseases (Section I1,C) will lead to the rapid 
identification of new autoantigen candidates. 
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Finally, specific inhibition of CD4+ (De Magistris et al., 1992; Racioppi 
et al., 1993) or CD8’ (jameson ~t al., 1993) autoreactive T cells can also 
be induced by antigen analogs acting as T cell receptor (TCR) antagonists. 
For example, it has recently been demonstrated that TCR antagonist pep- 
tides can inhibit EAE induced by a proteolipoprotein epitope in SJL mice 
(Franc0 et al., 1994). Thus, if the epitopes inducing pathogenic T cells 
could be identified, administration of TCR antagonists could prevent, or 
possibly even treat, autoimmune diseases. Detailed knowledge of HLA 
class I1 peptide-binding specificity should prove useful for both the identi- 
fication of pathogenic T cell-inducing epitopes and the design of a TCR 
antagonist. Obviously, the antagonist has to be designed in such a way that 
it will never become an agonist. These requirements are likely to limit 
considerably the clinical applicability of this approach. 

V. Concluding Remarks 

A striking characteristic of autoimmune diseases is the increased fre- 
quency of certain HLA class I1 alleles in affected individuals. Although 
there is much to learn about the pathogenesis of autoimmunity, it is 
generally believed that disease-associated HLA class I1 molecules have the 
capacity to bind and present autoantigenic peptides to T cells. A nearly 
global coverage of HLA-DR peptide-binding specificity, combined with 
newly emerging bioinformatic tools, has led to effective ways of studying 
the role of disease-associated class I1 residues and to the identification of 
peptides selective for disease-associated molecules. The detailed knowl- 
edge of HLA class I1 peptide interaction may therefore represent a step 
foward in the understanding of autoimmune disease processes. 
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I. Introduction 

The development of sophisticated host defense mechanisms is of vital 
importance for the human being to survive. These defense mechanisms 
are mediated by the release and activation of endogenous proteins and cells, 
called inflammatory mediators, in response to invading microorganisms. 
Within hours to days these mediators bring about the following: the micro- 
organisms are localized and neutralized, dead and damaged cells are re- 
moved, and tissue repair starts. Host defense mechanisms are indispens- 
able: Genetic or acquired deficiencies of these often results in an increased 
risk for infections. Man also has to deal with a number of diseases resulting 
from inappropriate or excessive activation of host defense mechanisms. A 
typical example is sepsis: This disease, which in the United States has an 
estimated incidence of 70,000-300,000 cases per year with mortality rates 
of 10-50% (l), results from an excessive and systemic release and activation 
of endogenous inflammatory mediators (2-4). 

Sepsis is defined as the systemic response to infection (1,s): Patients are 
said to have sepsis when they fiilfill the criteria for systemic inflammatory 
response syndrome (SIRS) (at least two of the following: fever or hypother- 
mia, tachycardia, tachypnea, or leukocytosis or leukopenia) and have evi- 
dence for the presende of an infectious process. Severe sepsis is defined 
as sepsis associated with organ dysfunction, hypoperfixion, or hypotension; 
septic shock is defined as sepsis with hypotension despite adequate fluid 
resuscitation, along with the presence of perfusion abnormalities such as 
lactic acidosis, oliguria, or altered mentation. Further details of these 
definitions are given elsewhere (1, 5) .  

Inflammatoiy mediators include cytokines; neutrophils, monocytes, mac- 
rophages, endothelial cells, platelets, and other cells; plasma protein cas- 
cade systems such as the complement, coagulation, fibrinolytic, and contact 
systems; tissue damaging proteinases; lipid mediators such as eicosanoids 
and platelet-activating factor; arid oxygen and nitrogen radicals. In addition, 
during host defense reactions a number of agents are released that blunt 
the inflammatory response, such as anti-inflammatory cytokines, soluble 
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cytokine receptors, acute phase proteins including proteinase inhibitors, 
and stress hormones. 

Here we will review the role of cytokines in the pathogenesis of sepsis. 
Because much of our understanding of the role of inflammatory mediators 
in sepsis is based on studies in experimental models, we will first discuss 
some aspects of these models. 

It. Models for Sepsis 

A. HUMAN MODELS 

The human model for sepsis most frequently studied is experimental 
human endotoxemia: A low dose of endotoxin (2-4 ng/kg body wt) is 
given intravenously to healthy human volunteers. Usually, mild general 
constitutional and systemic responses, including a rise in core temperature, 
often initiated with chills and rigors (1-2 hr after the challenge), and 
varying degrees of headache, myalgias, arthralgias, and nausea, develop 
(6). Although hypotensive reactions are usually minimal, the cardiovascular 
responses following administration of endotoxin in part mirnick those of 
sepsis (7). The endotoxin-induced clinical symptoms resolve within 24 hr 
and are reduced by specific endotoxin-neutralizing agents such as recombi- 
nant bactericidaVpermeability-increasing protein (8). A model resembling 
human experimental endotoxemia, with respect to clinical signs, dose of 
endotoxin used, the release of cytokines, and the activation patterns of 
coagulation, fibrinolysis, and neutrophils, was developed in chimpanzees 
(9). This primate model provides an alternative for studies in man, in 
particular when investigating the effect of specific interventions. The c o u m  
of circulating cytokines following a challenge with a low dose of endotoxin 
is reproducible and characteristic: Tumor necrosis factor-a (TNFa) is the 
first cytokine to appear in plasma after the challenge (typically after 45- 
60 min with peak levels at 90 rnin), followed by interleukin-lp (ILl),  
which reaches peak levels at 2 or 3 hr, and finally by IL6, IL8, IL10, 
IL12, monocyte chemotaactic protein-1 (MCP-l), leukemia inhibitory factor 
(LIF), and granulocyte colony-stimulating factor (G-CSF). 

B. ANIMAL MODELS 
Various animal models for sepsis have been described. It is beyond the 

scope of this review to discuss in detail these models, this has been done 
elsewhere (10). In general, sepsis is induced in these models by intravenous 
administration of live or dead microorganisms, mostly Escherichia coli, or 
endotoxin and usually evolves relatively rapidly (compared to human sepsis) 
and mortality or recovery follows within 1 or 2 days. Hence, these models 
provide no or only limited information about long-standing (days to weeks) 



septic processes, which frequently occur in clinical practice. Furthermore, 
the challenge is usually given over a short period (up to 2 hr) and the 
inflammatory mediators are activated and released in a more or less repro- 
ducible sequence. In clinical sepsis, however, exposure to the challenge 
occurs in a less standardized way becaiise the entrance of microorganisms 
or endotoxin often is inore chronic and repetitive. This may allow syner- 
gism and antagonisms between mediators to take place that are not appar- 
ent in the animal models. Other aspects of the animal models include the 
size and the nature of the animal and its sensitivity to endotoxin. Small 
animals, in particular mice, are suitable to determine the LD100, whereas 
larger animals (dogs and pigs) are more suitable for heinodynainic studies. 
Primates allow an extensive analysis of the course of inflammatory parame- 
ters in blood because assays developed for measurements in humans often 
can be used in primates. Notably, a challenge with high doses of endotoxin 
or large numbers of gl-am-negative bacteriain animals relatively insensitive 
to endotoxin, such as baboons, may induce phenomena [for example, 
substantial activation of complement due to direct interaction with endo- 
toxin ( I  I ) ]  that do not occiir in  animals that are more sensitive to endotoxin. 
Finally, the intravenous administration of endotoxin or live bacteria by- 
passes local defense mechanisms. Hence, interventions that potentially 
impair these local defense mechanism (such as anti-TNF) should be 
evaluated in more appropriate models, for example, that of cecal ligation 
and puncture. 

111. Cytokines 

Cytokines mediate communication between cells of the body. They 
resemble classical hormones in that they exert their effects at picomolar- 
fenitornolar concentrations and affect the function of target cells by binding 
to specific cellular receptors. Binding of cytokines to their receptors often 
transduces signals into the target cell, leading to an altered functional state 
of these cells [see for review Refs. (12)-(1#5)]. Cytokines usually have an 
auto- or paracrine mode of action, although in some situations, in particular 
in sepsis, they exert effects at a distance from their site of production. 
Unlike classical hormones, most cytokines have overlapping functions, can 
be produced by inany cells in the body, and also have multiple target cells. 
Consequently, their biologc effects are pleiotropic Cytokines may be 
grouped based on their main biological effects: those with main effects on 
activation and proliferation of Iy~nphocytes, those with effects on hemato- 
poiesis, those with pro- and anti-inflain~natory properties, and those that 
orchestrate cell growth and differentiation during tissue repair. A break- 
through regarding the role of cytokines in sepsis was the observation by 
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Cerami and co-workers (16) that neutralizing antibodies against endoge- 
nous TNF could protect mice against the lethal effects of endotoxin. This 
observation not only for the first time demonstrated a pathogenic role of 
cytokines in sepsis but also illustrated that this disease results from an 
overreacting host defense rather than from the release of bacterial toxins 
(17, 18). Subsequent studies have provided compelling evidence that in 
particular IL1, IL6, chemokines such as IL8 and MCP-1, IL10, IL12, 
IL1 receptor antagonist ( ILl-ra), macrophage migration inhibition factor 
(MIF), LIF, G-CSF, interferon-? (IFNy), and TNF are involved in the 
pathogenesis of sepsis and septic shock. 

The notion that cytokines are involved in the pathogenesis of sepsis is 
based on several lines of evidence: (i) Intravenous administration of cyto- 
kines [TNF, IL1, and IL2 (19, 20)] induces a septic shock-like syndrome 
in animals or humans; (ii) inhibition of the effects of some cytokines [TNF, 
IL1; IFNy; IL6 (inconsistently), IL12, LIF, and MIF) by administration of 
neutralizing antibodies, soluble cytokine receptors or receptor antagonists 
attenuates sepsis in animal models; (iii) administration of anti-inflammatory 
cytokines, such as IL10, mitigates severe sepsis in animals; and (iv) plasma 
levels of some cytokines (TNF, IL1, IL6, IL8, IL10, IL12, IFNy; MCP- 
1, G-CSF, LIF, and MIF) increase in experimental models for sepsis in 
animals as well as in humans and may be elevated in septic patients. 
Therefore, many investigators consider cytokines as pivotal mediators in- 
volved in the pathogenesis of sepsis (17, 21, 22). 

IV. Measurement of Circulating Cytokines 

Although animal models have greatly contributed to our understanding 
of the role of cytokines in sepsis, most of our knowledge of their role in 
human sepsis is based on studies of circulating levels in patients. Circulating 
levels of cytokines are, however, difficult to interpret. In general, cytokines 
have a rather short half-life time of clearance, on the order of minutes. 
The results of studies on circulating levels thus will be greatly influenced 
by timing of blood sampling and by the strength and duration of the 
stimulus for synthesis. Circulating levels may, therefore, not correctly re- 
flect the synthesis of cytokines. This notion is substantiated by the observa- 
tion that mice deficient for the 75-kDa TNF receptor have higher levels 
of circulating TNF upon a challenge with endotoxin than normal mice 
(23) indicating the importance of receptors for the clearance of cytokines. 
Furthermore, a study in septic patients treated with a TNF receptor-Fc 
fusion protein, which prevents TNF from binding to its cellular receptors 
and hence induces accumulation of TNF in the circulation, demonstrated 
that in only 4% of the 141 patients TNF was detected in the circulation 
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before treatment, whereas TNF was detected in 40% after treatment (24). 
Apparently, TNF was synthesized in considerably more patients then was 
evident from circulating levels before treatment. Similarly, circulating IL6 
has been shown to increase in patients with multiple myeloma following 
administration of a monoclonal antibody that prevents binding of IL6 to 
its receptor. It is also not known to what extent complications of sepsis, 
such as diminished function of kidneys and other organs, may influence 
synthetic and clearance rates of cytokines. Finally, it is to be noted that 
the immunoassays used to detect circulating cytokines do not perform 
similarly. For example, TNF bound to its soluble receptor is not detected 
in immunoassays in which monoclonal antibodies against the receptor 
binding site of TNF are used (25). It is, therefore, not surprising that 
significant differences in TNF results were found when five different assays 
for TNF were evaluated in patients with adult respiratory distress syndrome 
(26). Thus, circulating levels of cytokines should be interpreted with 
caution. 

V. Tumor Necrosis Factor and Interleukin-1 

The cytokines TNF and IL1 are major endogenous mediators of sepsis. 
Although they bind to different cellular receptors and differ in their three- 
dimensional structure, both cytokines have multiple overIapping and syner- 
gistic activities (15, 27, 28). For example, either cytokine is able to induce 
a septic shock-like state in animals upon intravenous administration; inhibi- 
tion of either cytokine in animal models for sepsis may attenuate the severity 
of the disease and protect the animals against the lethal consequences of 
a bacterial challenge. Because their activities largely overlap, TNF and 
IL1 are discussed together. 

A BIOCHEMISTRY OF TNF AND IL1 

The history of TNF started at the end of the last century when an 
American surgeon, William Coley, explored the possibility to treat cancer 
by administering broths of cultures of Streptococcus and Serratia microor- 
ganisms to patients (IS). The active principle of the broths was discovered 
to be endotoxin, which itself did not lull tumor cells but induced the release 
of an endogenous “tumor necrosis factor” into the circulation. In 1985 
this factor was isolated and characterized (29). Independently, Cerami and 
co-workers (30) in 1985 cloned the gene of “cachectin,” a protein mediating 
wasting of chronic disease. TNF and cachectin turned out to be the same 
protein (31). TNF shares 28% amino acid sequence homologywith lympho- 
toxin (32). Both cytokines bind to the same receptors, but their synthesis 
is differentially regulated (33) .  Because of closely overlapping activities 
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with TNF, lymphotoxin is sometimes called TNFP, whereas TNF is indi- 
cated with the suffix “a.” Because there is no evidence for its involvement 
in the pathogenesis of septic shock, we will not discuss lymphotoxin further. 
The term TNF will be used here to denote TNF-a. 

Biologically active TNF consists of a trimer of three identical polypeptide 
chains with a molecular mass of 17 kDa each (34,35). The 17-kDa subunit 
originates from a 26-kDa precursor protein, which exists as a membrane- 
associated protein (36). Membrane-associated 26-kDaTNF is believed to 
constitute a killing mechanism of activated macrophages (37). The protein- 
ase cleaving the precursor protein into the 17-kDa mature form, TNF 
convertase, has been identified as a metalloproteinase (38-40). Very re- 
cently, it has been cloned (41, 42). Inhibition of TNF convertase in vivo 
reduces circulating TNF levels following a challenge with endotoxin and 
reduces mortality (38), indicating that conversion of membrane-bound 
TNF into its soluble form is essential for the development of lethal endo- 
toxin shock. Whether metalloproteinase(s) is the only TNF convertase is 
debated (43): Proteinase 3, a serine proteinase expressed by phagocytic 
cells, may also function as such (43, 44). The TNF gene is located on the 
short arm of chromosome 6 in man, near to that of lymphotoxin (45), 
indicating that both genes presumably have originated from tandem dupli- 
cation of an ancestral gene. In addition, the TNF gene is located near the 
major histocompatibility complex (MHC) genes, which may explain the 
linkage between some MHC genotypes and the potency to generate TNF. 

The cytokiiie IL1 has been studied for many years under various names 
including endogenous pyrogen and lymphocyte-activating factor (27, 46). 
Purification and cloning of complementary DNA coding for these factors 
revealed that these activities were mediated by two structurally related 
cytokines, termed I L l a  and ILlp  (47-52). Both IL1 species are synthe- 
sized as 31-kDa precursor molecules, which lack a hydrophobic signal 
peptide characteristic for secretory proteins (50, 51, 53). I L l a  and ILlp  
share 26% amino acid sequence homology (51). The mature forms of IL1 
have a molecular mass of 17 kDa. In contrast to ILla ,  ILlp  requires 
cleavage of the precursor for optimal activity (54). It has been speculated 
that I L l a  functions mainly as an intraceflular messenger (54). In addition, 
cell injury will result in the release of intracelliilar ILla,  which then will 
act as an extracellular mediator of tissue damage. In contrast to ILla ,  
ILlp  can be detected in the circulation and appears to function primarily 
as an extracellular mediator consistent with the notion that its biological 
activity is mediated by the 17-kDa form only. How ILlp  is secreted by 
cells is not clear (55) .  ILlp  precursor is proteolytically processed by ILlp 
converting enzyme (ICE) (56-58), a cysteine proteinase (59-61) also in- 
volved in the execution phase of the apoptotic machinery (62-64). Specific 
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inhibitors of ICE have been developed and indeed are able to prevent the 
formation of mature ILlP in oivo, while having no effect on the release 
of I L l a  (65). 

A third member of the ILl family showing 26 and 19% amino acid 
sequence homology to human ILlP and I L l a ,  respectively (66, 67), has 
been identified. This cytokine differs from IL1a and ILlP in at least two 
aspects: ( i )  Its sequence contains a hydrophobic signal peptide, a feature 
of secretory proteins; and (ii) though it binds to IL1 receptors (IL1-R) 
and competes with I L l a  and ILlP for this binding, it does not transduce 
signals into the cell interior and, hence, to activate the cell. Thus, this 
third member of the IL1 family behaves a s  a receptor-antagonist and 
inhibits the function of I L l a  and ILlP, and, hence, has been called IL1- 
ra (15, 68). Additional forms of IL1-ra lacking the signal peptide sequence 
have been identified (69), although their precise function is not clear. 

B RECEPTORS FOR TNF AND ILl 

Both TNF and IL1 exert their effects by binding to specific cellular 
receptors. TNF-receptors (TNF-R) originally were identified by investiga- 
tors looking for TNF inhibitors in biological fluids such as human urine. 
The inhibitors found turned out to be soluble TNF-R shed from cells. 
Two different TNF-R have been cloned and characterized: TNF-R with 
a molecular mass of 55 kDa (TNF-RS5) and TNF-R of 75 kDa (TNF- 
R75), respectively (70-75). These receptors are homologous to a number 
of other receptors, which all together constitute the TNF receptor protein 
family (75). Most cells and tissues express both types of receptors. Like 
many receptors, TNF-Rs have an extracellular, a single hydrophobic trans- 
membrane, and an intracellular domain. The sequence of the intracellular 
domains of either TNF-R is different and does not provide any clue 
regarding the mechanism of signal transduction via these receptors (76). 
The extracellular parts show amino acid sequence identity of approximately 
25%. A TNF trimer has three binding sites for TNF-R, each located at 
the interface between two subunits. Thus, one TNF trimer molecule can 
cross-link up to three TNF-Rs. This aggregation of TNF-Rs presumably 
is sufficient for signal transduction. In vitro studies have indicated that 
the cytotoxic and most inflammatory effects of TNF are mediated via TNF- 
R55, whereas proliferative effects are triggered via TNF-R75 ('77-80). 
Furthermore, the transmembrane form of TNF preferentially triggers 
TNF-R75 (81). Attempts to map the binding sites for TNF on TNF-Rs 
have indicated that different domains of TNF-R55 and TNF-R75, and, 
hence, likely different domains on TNF, are involved (82). Indeed, TNF 
mutants that selectively bind to either TNF-R55 or TNF-R75, have been 
developed. Studies with these mutants have confirmed that the effects of 
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TNF in vivo on the induction of shock and on the release and activation 
of other inflammatory mediators, such as IL1, IL6, IL8, coagulation, and 
so on, are mediated via TNF-R55, except for the release of secretory 
phospholipase Az, which mainly occurs via triggering of TNF-R75 (83,84). 

IL1-Rs were initially identified using radiolabeled IL1 as a probe. Two 
different ILlRs have been cloned and characterized: IL1-R with a molecu- 
lar mass of 80 kDa (IL1-R type I )  and IL1-R of 68 kDa (IL1-R type 11), 
respectively (85-87). IL1-R type I occurs on many cells in the body, 
including T cells, endothelial cells, fibroblasts, synovial lining cells, chon- 
drocytes, keratinocytes, and hepatocytes. The distribution of IL1-R type 
I1 is more restricted: This IL1-R is found only on B cell lineages, neutro- 
phils, and bone marrow cells (88). Under physiological conditions cells 
express only a few hundred IL1-Rs, but under inflammatory conditions 
up to 20,000 per cell. It is now clear that IL1-R type I mediates signaling 
of cells by IL1, whereas IL1-R type I1 does not (52,89). Rather, this latter 
receptor antagonizes IL1 action by taking away IL1 from IL1-R type I. 
Thus, in addition to IL1-ra, IL1-R type I1 also inhibits IL1 by serving as 
a decoy to lessen the likelihood of a productive interaction of IL1 with 
IL1-R type I (90). Apparently, the effects of IL1 may be so toxic that the 
activity of this cytokine needs to be fine-tuned by two different mechanisms. 

C. REGULATION OF TNF AND IL1 ACTIVITY 

TNF and IL1 are toxic cytokines, which nevertheless are necessary 
for some defense mechanisms. Presumably, because of this toxicity, the 
activities of TNF and IL1 in vivo are tightly controlled to prevent excessive 
activities of these potentially detrimental molecules. Control occurs at 
several levels. Transcription of the TNF and IL1 genes is regulated by 
nuclear factors such as NF-KB and is suppressed by short-lived repressors 
(91). mRNA transcripts of the TNF gene have a relatively short half-life 
time due to the presence of UA-rich sequences in the 3’ untranslated 
region (92), that also occur in mRNA transcripts of other genes encoding 
for inflammatory cytokines. This posttranscriptional control prevents too 
abundant synthesis of TNF and IL1 once their genes have been transcribed. 
Differences in the regulatory sequences of the TNF gene potentially may 
influence the response of TNF following a microbial challenge. In patients 
with severe sepsis a genomic polymorphism within the TNF locus has 
been found to be associated with outcome and the TNF response (93). 

The activity of TNF in biological fluids is controlled at several levels. 
Proteinases released by activated neutrophils can inactivate TNF (94). 
Similarly, IL1 can be degraded by matrix metalloproteinases (95). It is 
unknown whether proteolytic inactivation is a regulatory mechanism of 
IL1 and TNF in vivo. The control exerted by soluble forms of TNF 
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receptors (sTNF-Rs) has been claimed to be more important for regulation 
of TNF activity. Originally, these sTNF-Rs have been purified from urine 
and characterized as proteins that bind and inactivate TNF (72). Later on 
these TNF-binding proteins were found to represent soluble forms of the 
two TNF-Rs, more precisely their extracellular parts (75, 96, 97). In vitro 
studies suggest that TNF-R75 is mainly released by blood mononuclear 
cells, whereas TNF-R55 is shed by endothelial cells (98). The precise 
mechanism of how TNF-Rs are released by cells is not known, although 
it likeIy involves proteolysis. Release of TNF-R75 from neutrophils may be 
mediated by elastase as well as other proteinases (99). Recent observations 
suggest a metalloproteinase, possibly identical to TNF convertase, to be 
responsible for cleavage of either TNF-R (100, 101). Assuming a K,, of 
lo-"' M (76), one can calculate that at normal concentrations of sTNF-R 
[25 X M for sTNF-R55 and 100 X lo-'* M for sTNF-R75 (76, l02)l 
about 50% of TNF is bound by circulating sTNF-Rs. Similarly, at 10-fold 
increased concentrations, which may occur during sepsis, approximately 
90% of TNF will be bound to sTNF-Rs. Enhanced affinity has been shown 
for constructs consisting of Fc and hinge region of IgG and sTNF-Rs 
(103), which, therefore, are potent inhibitors of the activity of TNF. In 
particular sTNF-R55-IgG constructs seem to be suitable inhibitors, 
whereas sTNF-R75-IgG constructs are less powerful because TNF dissoci- 
ates relatively easily from this receptor ( 104). Although sTNF-Rs signifi- 
cantly attenuate TNF activity, it is unlikely that this inhibition is sufficient 
to neutralize toxic activities of TNF in sepsis, because even at the highest 
concentrations of sTNF-Rs, 10% of TNF is still active. Observations in 
patients have shown that the increase of sTNF-Rs during sepsis is not 
sufficient to counteract TNF activity (105,106). Moreover, at lower concen- 
trations sTNF-Rs also may stabilize TNF activity, presumably by preventing 
the TNF trimer to dissociate into inactive monomers (107). In our view 
the most likely role for sTNF-Rs is due to their effects on the half-life of 
TNF: Interaction of TNF with its soluble receptors greatly enhances this 
half-life by serving as a reservoir that slowly releases bioactive TNF. 

The activity of IL1 in biological fluids is also regulated by soluble recep- 
tors; for example, a soluble IL1-R type I1 has been identified (108). This 
receptor preferentially binds (and neutralizes) ILlP but not IL1-ra (109) 
and also inhibits processing of ILlP precursor protein into active ILlP 
(109). IL1-R is, among others, released from the surface of neutrophils in 
response to TNF or lipopolysaccharide (LPS) (1 10). Circulating levels of 
IL1-R I1 are increased by approximately 40-fold in sepsis (89). The activity 
of IL1 is also regulated in another unique way, i.e., via the production 
and release of the IL1-ra. The synthesis and release of this cytokine is 
differentially regulated compared with that of IL1 (55, 111-114). In vitro 
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studies indicate that IL1-ra should be present at 100-fold excess over I L l a  
or ILlP to achieve 50% inhibition of the effects of these cytokines (115). 
As explained previously, membrane-bound IL1-R type I1 serves as a decoy. 
Therefore, the activity of IL1 is also regulated by the ratio of type I and 
I1 receptors on cells. 

The synthesis and release of TNF and IL1 are influenced by many other 
factors. Norepinephrine, PAF, granulocyte/macrophage colony-stimulating 
factor (GM-CSF), the complement activation product C5a, the acute phase 
protein C-reactive protein (CRP), engagement of CDllblCD18, and nitric 
oxide inay enhance the synthesis of TNF and IL1, whereas glucocorticoste- 
roids, epinephrine, eicosanoids, and the cytokines IL4, IL10, IL13, and 
transforming growth factor6 (TGFP) decrease the synthesis of IL1 and 
TNF by mononuclear cells stimulated by endotoxin (116-142). In vivo 
some of these agents also are iniportant (127). For example, adrenalectomy 
enhances susceptibility for TNF and IL1 (143). In contrast, nitric oxide 
(NO) does not seem to have an influence on TNF and IL1 release in vivo 
upon a challenge with endotoxin because mice deficient for inducible NO 
synthase have comparable levels to wild-type mice (144). The synthesis of 
TNF and ILl by peripheral blood mononuclear cells is depressed in pa- 
tients with sepsis (145, 146), but whether this is due to the action of one 
or more of the agents just listed remains to be established. 

D. IN VITRO EFFECTS OF TNF AND IL1 

TNF and IL1 have considerably overlapping actions and synergize in 
many effects (147). In addition, IFNy synergizes at least in some of the 
TNF/ILl-induced effects, possibly because it enhances transcription of 
the genes of either cytokine (91). Binding of TNF and IL1 to their cellular 
receptors induces activation and generation of a number of second messen- 
gers such as G proteins, adenyl cyclase, phospholipases A2 and C, and 
oxygen free radicals. In addition, a number of genes are transcribed, includ- 
ing those for the adhesion molecules intercellular adhesion molecule- 1 
( ICAM-l), endothelial-leukocyte adhesion molecule (ELAM); those for 
the clotting and fibrinolytic proteins tissue factor, urokinase-type plasmino- 
gen activator and plasminogen activator inhibitor-1; those for the proin- 
flammatory cytokines IL1, IL6, IL8, and TNFa and the anti-inflammatory 
cytokines IL4, IL10, and IL1-ra; that for secretory phospholipase A2; that 
for inducible nitric oxide synthase; and that for cycloxygenase [reviewed 
in Refs. (12), (15), and (88)l. The actual effects of these processes strongly 
depend on the cell type stimulated. In addition, in susceptible cells, binding 
of TNF may induce death via apoptosis or even necrosis, depending on 
the metabolic state (12, 148). 
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Both TNF and IL1 have multiple cell-specific effects (27, 88, 120, 149, 
150). Only those relevant for the pathogenesis of sepsis are discussed here. 
Interaction of TNF and IL1 with endothelial cells is presumably of major 
importance for infainmatory reactions. These interactions induce the fol- 
lowing effects: enhancement of' permeability (151); expression of tissue 
factor and downregulation of thrombomodulin, which reduces the anticoag- 
ulant properties and enhances the procoagulant activity of the endothelial 
surface (151-156); expression of adhesion molecules such as ICAM-1, 
ELAM, arid vascular cell adhesion molecule (VCAM)-l (2'7, 157-162); 
production of heinatopoietic growth factors, IL1, IL6, probably LIF, IL8, 
platelet-derived growth factor, MCP-1, RANTES (regulated on activation 
normal T expressed secreted chemokine), PAF, and prostaglandins PGE2 
and PGIz (27, 149, 163-173); generation of nitric oxide and related com- 
pounds via the induction of NO synthase and cat-2, the transporter of 
L-arginine ( 174-177); generation of the vasoconstrictor peptide endothelin- 
1 (178); and the release of urokinase-type plasniinogen activator as well 
as the synthesis of plasininogen activator inhibitor-1 (179-184). Part of 
the effects of IL1 and TNF are due to a decrease of cyclic adenosine 
monophosphate (CAMP) and an increase of cyclic guanosine monoplios- 
phate (cGMP) in the endothelial cells (151, 185). The increase of cGMP 
does not only result from the induction of nitric oxide but also occurs 
through a novel nitric oxide-independent pathway (185). Notably, some 
effects of TNF arid IL1 on the endothelium (induction of VCAM-1 expres- 
sion and release of IL6 and IL8) are counteracted by nitric oxide (186), 
which therefore may constitute a negative feedback for ILl/TNF- 
induced effects. 

Interaction of TNF with neutrophils induces an increased expression of 
surface adherence glycoproteins, CSbi, receptors, and melectin; augmen- 
tation of superoxide production, phagocytosis, and enzyme release, arid 
aggregation of the cells (27,149,187-191). The effects of IL1 on neutropl-iil 
function are less clear (55,88). Some evidence suggests that JL1 can prime 
neutrophils for other agonists (88), although this effect is probably weak 
cornpared to that of other cytokines such as TNF, GM-CSF, or IL8 (192). 
TNF as well as IL1 induce leukocytosis by stimulating the release of 
neutrophils from the bone inarrow (27, 1SO). Interaction with macrophages 
increases the cytotoxic capacity and the production of oxygen radicals arid 
induces the release of other cytokines such as IL1, IL6, and IL8, and PAF 
and prostaglandin El (149, 150). TNF and IL1 induce the production of 
many other proteins by mononuclear and other cells. Among these are 
cycloxygenase-2 (193, 194) and the protein TSG-6, which has the interest- 
ing feature that it enhances the inhibition of plasinin by inter-a-trypsin 
inhibitor. Presumably via this effect TSG-6 is able to attenuate the inflam- 
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matory potential of locally administered IL1 (195). Thus, besides stimulat- 
ing proteins that enhance inflammation, TNF and IL1 also induce the 
synthesis of proteins that limit their proinflammatory effects. 

E. IN VIVO EFFECTS OF TNF AND IL1 

A key observation suggesting a central role for TNF and IL1 in the 
pathogenesis of sepsis is that the intravenous administration of these cyto- 
kines to animals induces hemodynamic alterations that closely resemble 
those seen in experimental endotoxemia and sepsis (196-202). Moreover, 
both cytokines potentiate each other in vivo (147, 201). The mechanism 
of the hypotension induced by TNF and IL1 is not completely clear. It 
may be related to the direct effects of either cytokine on endothelial 
cells including enhancement of permeability and cytotoxic effects ( 148, 
203-205). However, we favor the hypothesis that the hypotension induced 
by either cytokine is at least in part due to activation of other mediator 
systems: Hypotensive effects of TNF and IL1 are dependent on the produc- 
tion of NO (206) and prostaglandins (201,207). The nature of the agonists 
inducing NO is not clear. Either TNF and IL1 directly stimulate the 
synthesis of the inducable and calcium-independent form of NO synthase 
or they induce the generation of agonists for the constitutive NO synthase, 
such as bradyhnin or thrombin. In agreement with their supposed interac- 
tions with the endothelium, TNF or IL1 can induce an increase in circulat- 
ing soluble intercellular adhesion molecule following intravenous injection 
into mice (208). 

Histological studies in animals that have received either TNF or 
IL1 strongly suggest involvement of activated neutrophils and fibrin forma- 
tion in the pathogenesis of the toxic effects of either cytokine (28, 195, 
200,201,209-213). Indeed, locally injected TNF or IL1 induces infiltration 
of neutrophils (214). Interestingly, infiltration of neutrophils at sites in- 
jected with TNF or IL1 is enhanced by the presence of thrombin (215) 
but not by IL8 or C5a. Apparently, the active site of thrombin is required 
for this effect on TNF-induced neutrophil infiltration. In addition to TNF 
and IL1, other cytokines, in particular IL8, are involved in the recruitment 
and activation of neutrophils in sepsis (216). The role of neutrophils in 
the detrimental effects of TNF and IL1 is illustrated by observations 
showing that the permeability changes of the endothelium following admin- 
istration of TNF or IL1 are more pronounced in the presence of neutrophils 
(217-219). The dependency of TNF and IL1 on neutrophils to mediate 
toxicity may explain why oxygen radical scavengers enhance tolerance for 
TNF in mice (220) and also why a1 acid glycoprotein, which may interfere 
with the adherence of neutrophils to the endothelium (221), reduces the 
lethality of TNF (222). Also in humans TNF is able to activate and degranu- 
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late neutrophils in vivo (223). When occurring intravascularly, this may 
cause neutropenia (due to adherence to the endothelium with subsequent 
damage to the latter) as well as impaired responses to chemoattractant 
agents locally produced resulting in less intense neutrophil infiltration in 
the tissues (224). Low doses of ILlP (3 ng/kg) injected intravenously in 
patients with metastatic cancer do not induce degranulation of neutrophils, 
although they cause leukocytosis (225). Whether degranulation of neutro- 
phils in humans may occur at higher doses of ILl remains to be established. 
In baboons, however, much higher concentrations of ILla  did not induce 
degranulation of neutrophils as assessed by measuring circulating elas- 
tase (226). 

TNF has several effects on other inflammatory mediators in vivo includ- 
ing activation of coagulation and fibrinolysis. Typically, coagulation pro- 
ceeds for hours, whereas fibrinolysis is only shortly (approximately 
60 min) activated to become inhibited thereafter, resulting in a so- 
called procoagulant state (227-230). Remarkably, in baboons a dose of 
100 pg of TNF per lalograin of body weight did not induce the formation 
of thrombin-antithrombin I11 complexes unless a monoclonal antibody 
that blocks the anticoagulant protein C was coadministered (231). One 
may therefore speculate that the responsiveness of the clotting system to 
TNF may differ in  various animal species. In humans, a procoagulant state 
can also be induced by a low dose of ILlP (3 ng/kg body wt) (225). Notably, 
both TNF and IL1 are able to induce the release oftissue-type plasminogen 
activator (tPA) into the circulation, which is in contrast with observations 
in uitro that either cytokine decreases the synthesis of tPA by endothelial 
cells. A possible explanation is that TNF and ILL induce the release of 
vasopressin (232), which in turn causes the release of tPA (233). Further- 
more, TNF is able to induce the release of ILl, GM-CSF, macrophage 
colony-stimulating factor (163), IL6 (223), IL8 (234), ILlO (235), and ILl- 
ra (236)-effects shared with IL1 (225, 237). In addition to these effects, 
observations in patients indicate that recombinant TNF is also able to 
activate the complement and contact systems (238). Such an activation 
does not occur following administration of a low dose of endotoxin (239- 
242) ruling out the possibility that the observed activation is due to contami- 
nating endotoxin and indicating that the amount of TNF released during 
experimental endotoxemia is insufficient to induce complement activation. 
Complement activation also occurs in patients receiving high doses of 
interleukin-2 (243-245), which therapy induces the release of TNF (246, 
247). Some studies indicate that complement activation by TNF contributes 
to the tissue injury induced by this cytokine (248-250). Whether IL1 can 
similarly induce activation of complement system is unknown. 
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TNF and IL1 have remarkable effects on the heart. They exert a revers- 
ible negative inotropic effect on adult cardiomyocytes, presumably by 
interfering with intracellular calcium homeostasis resulting in reduced peak 
intracellular calcium levels during contraction (251). In addition, TNF, 
IL1, and IFNy may induce myocyte death by stimulating inducable nitric 
oxide synthase, which is inhibited by TGFP (252). The molecular mecha- 
nisms via which nitric oxide exerts its negative effects on cardiomyocytes are 
not precisely known but may involve reversible inhibition of mitochondria1 
activity (253). These myocardial effects also occur in vivo: Administration 
of TNF to animals induces myocardial depression (254, 255), whereas 
neutralizing anti-TNF antibody largely prevents myocardial suppression 
during endotoxemia (256). The negative inotropic effect by TNF is partially 
independent (251,255,257) and partially dependent on the generation of 
nitric oxide (252, 258, 259). TNF (and IL1) may, therefore, represent a 
“cardiac depressant factor” that circulates during sepsis and is held respon- 
sible for the myocardial dysfunction that occurs in sepsis. 

TNF is well known for its property to induce cells to go into apoptosis 
in uitro. Also, during endotoxemia this cytokine induces apoptosis in organs 
and, therefore, may be involved in the pathogenesis of multiple organ 
failure, which often complicates sepsis (260). Furthermore, TNF and IL1 
not only mediate inflammatory reactions but also have metabolic and 
neuroendocrine effects in vivo. Although they likely play a role in sepsis, 
these effects are beyond the scope of this review and will not be discussed 
here [for review, see Refs. (120), and (261)l. 

Finally, TNF and IL1 can substitute for the priming dose of endotoxin 
in the Shwartzman reaction, in particular when both cytokines are given 
simultaneously (28). 

F ROLE OF TNF A N D  1L1 IN EXPERIMENTAL ENDOTOXEMIA 

Michie and co-workers (262) were the first to demonstrate that the 
intravenous injection of a low dose of endotoxin elicits the release of TNF 
in human volunteers with peak levels at 90 niin following the challenge. 
This observation has been confirmed by a number of studies in humans 
(102, 138, 239, 263-269) as well as in chimpanzees (9, 242). Levels are 
reduced upon pretreatment with epinephrine (138). Much higher levels 
than those than occur during experimental endotoxemia have been ob- 
served following (se1f)administration of a toxic amount (1 mg) of Salmonella 
endotoxin in man (270). The precise role of TNF in mediating clinical 
signs and symptoms during experimental endotoxemia is not clear. The 
magnitude of the TNF release correlates with the extent of clinical signs, 
the degree of neutropenia, and the release of ACTH, suggesting TNF as 
the main substance mediating these events (262). Ibuprofen pretreatment 



consistently has been found to blunt the clinical response to a low dose 
of endotoxin, but the effect of this drug on the release of TNF is variable: 
It had no effect in one (262) and enhanced this release in others (102, 
263,267). These results suggest not only that most of the clinical symptoms 
of experimental endotoxemia are due to the generation of prostaglandins 
but also that the formation of these lipid mediators forms a negative 
feedback loop for the synthesis of TNF. Remarkably, in a more severe 
model for sepsis, i.e., pigs challenged with live Pseudoomonas aeruginosu, 
ibuprofen not only attenuated the septic syndrome but also reduced (rather 
than increased) circulating TNF (271). The phosphodiesterase inhibitor 
pentoxifylline is able to inhibit TNF synthesis in vitro. Administration of 
pentoxifylline to healthy volunteers induces hyporesponsiveness of blood 
mononuclear cells to produce TNF upon stimulation with endotoxin (272). 
Intravenous administration of this drug also reduces the release of TNF 
during experimental endotoxemia in hurnan volunteers. However, pentoxy- 
fylline does not abrogate or reduce the clinical responses of experimental 
endotoxemia (269), suggesting that these responses at least in part are not 
mediated by TNF. Similarly, clinical symptoms were also not affected 
by pentoxyfylline in a chimpanzee model for experimental endotoxemia, 
although this drug attenuated the activation of neutrophils, the release of 
TNF and IL6 but not that of IL8 (242), and the release of tissue-type 
plasminogen activator (273). Thus, although pentoxyfylline is able to reduce 
the release and activation of a number of inflammatory mediators including 
TNF, in experimental endotoxemia it has no effect on the clinical symptoms 
suggesting that these symptoms are not induced by these mediators. In 
agreement herewith, administration of anti-TNF mAb in the same model 
also had no effect on the clinical symptoms (273, 274). In contrast to 
pentoxyfylline, anti-TNF also markedly reduced the release of IL8, suggest- 
ing that IL8 is induced by TNF during experimental endotoxemia. Further- 
more, in humans the administration of a TNF-K75-IgC construct did not 
affect clinical symptoms of experimental endotoxemia, although it did 
reduce the release of ILl& IL8, IL1-ra, and G-CSF (275). Finally, in the 
chirnpanzee model inhibition of PAF reduced the release of TNF (276). 
Together these data indicate that during experimental endotoxemia TNF 
mediates the release of other cytokines, the degranulation of neutrophils, 
and the activation of fibrinolysis (but not that of coagulation), but also 
that this cytokine is not the main mediator inducing clinical symptoms 
of experiniental endotoxemia. These symptoins are likely due to direct 
interaction of endotoxin with cells because they are attenuated by agents 
that specifically neutralize endotoxin activity (8). 

Not vnly TNF but also its soluble receptors are released during experi- 
mental endotoxemia in hunians and in chimpanzees, reaching peak values 
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at 2 or 3 hr after the challenge (102, 106, 277-279). This behavior of 
soluble TNF-Rs has been proposed to explain why some inflammatory 
mediators are released and activated in a biphasic pattern during experi- 
mental endotoxemia (279) because decreasing concentrations of sTNF-R 
favor the release of bioactive TNF from these receptors. Several observa- 
tions suggest that TNF itself is not involved in the release of its receptors: 
In the chimpanzee model the release of sTNF-R was hardly influenced by 
pentoxifylline (277), although this drug significantly reduced TNF release 
(242). Similarly, ibuprofen caused a minimal increase of sTNF-R75 and 
had no effect on the course of circulating sTNF-R55 during experimental 
endotoxemia, whereas it induced a nearly twofold increase of the peak 
levels of TNF (102). Finally, in mice injected with endotoxin the release 
of sTNF-R was not affected by neutralizing anti-TNF antibodies (280). 
Conversely, in the chimpanzee endotoxin model a PAF inhibitor was able 
to reduce the increase of sTNF-R (276) suggesting a role for PAF in the 
endotoxin-induced increase of sTNF-R. The significance of the increase 
of sTNF-R during endotoxemia is not clear, although one may speculate 
that it contributes to the blunting of the clinical and inflammatory re- 
sponses. 

An increase of circulating IL1 during human expenmental endotoxemia 
has been found inconsistently: In some studies an increase of circulating 
IL1 was not detected (237, 239, 262, 263, 265, 267), whereas in others 
ILlP was reported to increase at 2 or 3 hr following the endotoxin challenge 
(264,266,281,282). We have compared the effects of intravenous adminis- 
tration of TNFa or ILlP on other inflammatory mediators in healthy 
volunteers (TNF; 223, 227, 228) or patients with cancer (ILlD; 225): 
Except for degradation of neutrophils, which was not observed following 
the administration of ILlP, the effects of TNF at a dose of approximately 
1 pglkg were more or less comparable with those of ILlP given at a dose 
of 3 nglkg. Thus, on a weight basis ILlP is more toxic than TNFa, at least 
in man. Consequently, one reason for the discrepant results regarding IL1 
measurements in humans during experimental endotoxemia and in sepsis 
is that ILlP, because of its potential toxicity, circulates at rather low levels, 
even in these conditions. These levels may simply not be detected by most 
im m unoassays . 

The role of IL1 in mediating the release and activation of other inflam- 
matory parameters or the development of the clinical symptoms of experi- 
mental endotoxemia is not clear. In one study (282) coadministration of 
IL1-ra did not change the clinical symptoms, including fever, and did not 
modify the release of the cytokines IL1, TNF, IL6, IL8, and G-CSF, 
whereas it had only a mild effect on the neutrophilia. In another study 
IL1-ra also had no effect on objective clinical signs but had a minor effect 
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on the severity of the subjective symptoms of experimental endotoxemia 
(279). Also in this study IL1-ra had no significant effect on the release 
and activation of a number of inflammatory mediators (279). Experimental 
endotoxemia induces the release of not only IL1 but also L1-ra (138, 237, 
276, 281). The increase of this antagonist occurs 30-60 min after IL1 
levels start to rise (281). Moreover, levels of IL1-ra remain elevated for a 
longer period (up to 24 hr) than those of IL1 (return to baseline between 
6 and 12 hr). In the chimpanzee model the release of IL1-ra depends in 
part on PAF (276), indicating that the inflammatory response induced by 
experimental endotoxemia contains a negative feedback loop at the level 
of IL1. 

Although drugs such as ibuprofen mitigate the clinical signs of experi- 
mental endotoxemia, anti-TNF and anti-IL1 reagents have surprisingly 
little effects. This is puzzling because the latter agents reduce mortality 
in lethal models. A tentative explanation may be that during experimental 
endotoxemia the ratio between TNF and IL1 on the one side and sTNF- 
R, sIL1-R, and IL1-ra on the other is still in balance and that, consequently, 
the contribution of either cytokine to the clinical response is modest, 
whereas during lethal challenges the amount of TNF and IL1 produced 
exceeds by far the amount that can be handled by these cytokine inhibitors. 
Indeed, during experimental endotoxemia circulating levels of IL1-ra and 
sTNF-R are within the same range as those found in critically ill patients 
(106,237). Furthermore, an imbalance between TNF and its soluble recep- 
tors has been claimed to occur in severe meningococcemia (105). 

G TNF A N D  IL1 IN ANIMAL MODELS FOR SEPSl5 

TNF and IL1 are also released into the circulation following a 
(sub)lethal challenge with endotoxin or (live) bacteria (38-40, 65, 114, 
127, 141,209,248,264,280,283-307). Peak levels of TNF occur in these 
models approximately 1 or 2 hr after the challenge, whereas IL1 reaches 
its summit 1 hr later. In animal models for T cell-mediated lethal shock 
induced by superantigens such as staphylococcal enterotoxin B TNF is 
released into the circulation, reaching peak values 30-60 min after the 
intravenous injection of the superantigen (288,308). Furthermore, circulat- 
ing levels of TNF also increase following a challenge with gram-positive 
bacteria (309). It is often assumed that the release of ILlP is more import- 
ant than that of I L l a  during endotoxemia. However, some studies report 
that not only ILlp  but also I L l a  increase following a challenge with 
endotoxin, with the highest levels occurring at 1.5-3 hr after the challenge 
(65, 301, 304). This raises the possibility that I L l a  is also involved in the 
pathogenesis of (sub)lethal sepsis. Indeed, mice made deficient for ILlP 
by targeted gene disruption had similar levels of ILla ,  IL6, and TNF 
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following a challenge with a low or a high dose of endotoxin (301, 310). 
Comparable results, i.e., reduced levels of ILlP and no effect on ILla,  
IL6, or TNF, were found in other inflammatory models with inhibitors of 
ICE (65). These results not only indicate that I L l a  in addition to ILlp  
is produced during endotoxemia and other inflammatory conditions but also 
that I L l a  apparently is sufficient to substitute for ILlp in the inflammatory 
response induced by endotoxin. 

The release of TNF into the circulation in endotoxin models in mice is 
not directly correlated to survival (305). In addition, the production of IL1 
and/or TNF during animal sepsis/endotoxemia can be modulated by many 
agents. For example, estrogen agonists increase serum TNF levels (303), 
whereas pentoxifylline reduces TNF release as shown in a cecal ligation 
and puncture model in rats (311). In the latter situation, pentoxifylline 
also diminished IL6 response and improved mortality. The role of endoge- 
nous PAF in the release of TNF following (sub)lethal challenge with 
endotoxin is not clear: One study in mice has indicated a role for PAF in 
this release (299), but this was not confirmed by another (300). 

The site of production of TNF and IL1 in vivo following the administra- 
tion of endotoxin is not precisely known. Most studies addressing this issue 
have been done with TNF. Hepatic venous levels of this cytohne are 
higher than arterial levels suggesting significant contribution of the splanch- 
nic tissues to the systemic TNF levels (265). Immunohistochemical studies 
identified Kupffer cells as major sources of TNF and IL1 (127). In another 
study measuring TNF mRNA produced by various tissues, the liver and 
the spleen were the major sources (312). In contrast, in a study using 
transgenic mice bearing a reporter gene flanked by the mouse TNF pro- 
moter 5’ untranslated region and the 3’ untranslated region to assess the 
tissue distribution of TNF biosynthesis, kidney, heart, islets of Langerhans, 
spleen, lung, fallopian tubes, and uterus but not other organs, including 
the liver, were found to be the major sites of TNF production during 
endotoxemia (313). In addition, circulating leukocytes as well as leukocytes 
sequestered in the lungs have also been found to produce TNF following 
a challenge with endotoxin (294). Neutrophils can indeed produce a num- 
ber of cytokines, in particular in response to endotoxin (314), which may 
explain why in a lethal mice model a neutralizing antibody against the 
integrin CD18 reduced the release ofTNF (and that of IL8) and diminished 
mortality (141, 315). Similarly, administration of anti-CD18 monoclonal 
antibody or a monoclonal antibody against its ligand, intercellular adhesion 
molecule-1, to rabbits challenged with endotoxin prevented hypotension 
and largely abrogated the TNF response and reduced TNF-induced hypo- 
tension (315). 
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Following a (sub)lethal challenge with endotoxin not only TNF but 
also its soluble receptors are released (316-319). Shedding of receptors 
probably occurs via two separately regulated pathways that, as in experi- 
mental endotoxemia, are not influenced by TNF itself (317): One pathway 
is involved in the early appearance of sTNF-R (i.e., during the first 4 hr) 
and another in the relatively late appearance (i.e., approxiniately 8 hr after 
the challenge) (317). Other studies claim, however, that endogenous TNF 
released into the circulation also contributes to the release of sTNF-R55 
(306). Some observations suggest that the release of sTNF-R is dependent 
on the release of IL1, at least in severe sepsis (319): Administration of 
ILla  at a dose of 10 or 100 pgkg body wt caused an increase of sTNF- 
R55 and sTNF-R75; treatment of septic baboons with IL1-ra significantly 
reduced the increase of sTNF-R55; and, finally, administration of IL1-ra 
to septic patients resulted in a significant decrease of circulating levels of 
sTNF-R (319). The source of sTNF-R during sepsis is unknown, although 
one study suggested rieutrophils as a major source, at least for sTNF- 
R75 (320). 

A milestone regarding the pathogenic role of cytokines in sepsis in 
general and that of TNF in particular was the observation by Beutler, 
Milsark, and Cerami (16) that neutralization of endogenous TNF byadmin- 
istration of neutralizing antibodies could reduce mortality in a lethal model 
for sepsis. This definitely established that endogenous TNF is released 
during a lethal septic shock and plays a pivotal role in the development 
of the detrimental complications of this condition. The observation by 
Beutler et al. (16) has been confirmed in various models for sepsis, including 
mice or rabbits challenged with endotoxin, baboons challenged with live 
E. coli, P aeruginosa, S aureus, or streptococci, and mice challenged with 
P. acnes and endotoxin (141, 284, 287, 290, 296-298, 309, 321-328), as 
well as in models for toxic shock syndrome (288, 308, 309). Similar results 
were observed when TNF was neutralized by recombinant sTNF-R (106, 
289, 302, 329-331) or the release of soluble TNF from membrane-bound 
TNF was prevented by inhibition ofTNF convertase (38). In addition, mice 
expressing a transgene coding for sTNF-R55 were resistant to endotoxin- 
induced shock (332). The administration of monoclonal antibodies that 
blocked the function of membrane-bound TNF-R55 also afforded protec- 
tion against a lethal dose of endotoxin (333). Together these studies con- 
vincingly show that endogenous TNF is released in response to infecting 
microorganisms or their products, and, at least in some animal models, 
mediates the lethal complications of sepsis by binding to TNF-R55. Consis- 
tent herewith, mice lacking TNF-R55 are resistant to TNF-mediated toxic- 
ity and to lethality induced by relatively low doses of endotoxin (334,335). 
Surprisingly, however, mice deficient for TNF-R75 also have a decreased 
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sensitivity for TNF but a normal sensitivity for endotoxin and normal T 
cell development (23). These results fit with the “ligand passing” model 
for the interaction of TNF with its receptors, that is, that TNF-R75 helps 
to recruit TNF for interaction with TNF-R55, thereby lowering the concen- 
tration of TNF required for signal transduction via TNF-R55 (336, 337). 

In general, the protection afforded by anti-TNF agents is optimal when 
these agents are given before the challenge, although some studies found 
a protective effect when given 30 min after the challenge (287, 298, 323). 
In two studies with recombinant sTNF-R, a beneficial effect was observed 
when these agents were given as late as 3 hr after the (intravenous) chal- 
lenge (289, 302). This is remarkable considering that peak plasma levels 
of TNF are found 1 or 2 hr after the challenge, although at least in human 
experimental endotoxemia there is evidence for a second phase of TNF 
activity approximately 6 hr after the challenge (279). Notably, anti-TNF 
agents do not provide protection in all models for sepsis. For example, 
beneficial effects were not found in a mouse model for peritonitis induced 
by sublethal cecal ligation and puncture (325, 328, 338-342), a rabbit 
model for E. coli septic peritonitis (343), and even in an endotoxin model 
(338) or in mice receiving intravenously S. aureus (344) or Klebsiella 
pneurrwniae, though in the latter model protection was achieved when the 
animals were challenged with E. coli (296). These contrasting effects are 
difficult to explain. One study indicates that efficacy of anti-TNF is among 
others dependent on the isotype of the antibody (297), the isotypes that 
easily activate complement and/or bind to Fc receptors being more effica- 
cious. Furthermore, TNF (as well as TL1) may also have beneficial effects 
in a lethal endotoxin-induced shock: When given approximately 24 hr 
before the challenge, recombinant TNF reduces the mortality of this condi- 
tion (345, 346). The mechanism of this protecting effect is not clear, 
although in the case of IL1 (which also may afford protection), downregu- 
lated production of ILla ,  TNF, and IL6, increased production of IL1-ra, 
and decreased production of cellular TNF-R55 (and hence decreased 
responsiveness of cells to TNF) have been claimed to explain the protective 
effects of IL1 (114). Finally, in some of the local models (for example, 
cecal ligation and puncture) the amount of endotoxin released is not well 
controlled. Therefore, the lack of efficacy of anti-TNF agents in these 
models may be due to the fict that the endotoxin challenge is supralethal 
because protection by anti-TNF agents is lost upon challenge with endo- 
toxin at concentrations exceeding LDlOO (302). In the cecal ligation and 
puncture model mast cells appear to afford protection because in mice 
deficient for these cells mortality of this model is higher than that in normal 
mice (341). This protective effect of mast cells is abrogated by anti-TNF 
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antibody and, hence, protection may be mediated by mast cell-derived 
TNF (341). 

Analysis of the effects of anti-TNF antibody or recombinant sTNF-R 
treatment on the release and activation of other inflammatory medators 
in animals lethally challenged with endotoxin or bacteria suggests that the 
beneficial effects of these agents are in part mediated by inhibiting the 
inflammatory response; that is, the synthesis and release of other cytokines, 
such as IL1, IL6, LIF, RANTES, macrophage inflammatory protein-la 
and IL-8 (but not that of IL10); the activation of coagulation; the release 
of phospholipase A2 and that of endothelin (106, 172, 284, 287, 290, 295, 
347-352). Furthermore, structural deterioration and dysfunction of the 
endothelium, i.e., diminished response to acethylcholine, was also pre- 
vented by administration of sTNF-R in a rat model of cecal ligation and 
puncture (353). Remarkably, although the adherence of neutrophils to the 
endothelium is inhibited by anti-TNF (354), the effects on the degranula- 
tion of neutrophils are inconsistent: In one study anti-TNF treatment did 
not modify the release of elastase (287), whereas in another it attenuated 
this release (295). 

The most commonly used agent to block the activity of IL1 in vivo is 
ILI-ra, although antibodes against IL1-R type I also attenuate the host 
inflammatory response (355,356). IL1-ra reduced local inflammatory con- 
ditions (356, 357). In animal models for lethal sepsis ILl-ra afforded 
protection against mortality, at least when given before or shortly (20 min) 
after the challenge (291-293, 358, 35Y), whereas it hardly had an effect 
on the host responses following a sublethal challenge (279, 282, 292). In 
one study a beneficial effect of IL1-ra was observed when this anti-IL1 
agent was given as late as 2 hr after the challenge (302). The beneficial 
effect of ILI-ra in the lethal models is in part due to an improvement of 
hemodynamic performance and to inhibition of adherence of neutrophils 
to the endothelium (291-293). Notably, blockade of IL-lR is not always 
beneficial: In murine listeriosis a negative effect was observed (360). Al- 
though in vitro studes have suggested that IL1 may induce the synthesis 
of TNF, the process of which can be blocked by IL1-ra (361, 362), the 
effects of IL1-ra in the lethal sepsis models are likely not due to inhibition 
of IL1-induced release of TNF because, except for one study (293), IL1- 
ra treatment did not affect circulating TNF (291, 292, 318, 359). The 
beneficial effects of IL1-ra are thus more likely due to inhibition of other 
mediators, such as activation of coagulation and neutrophils (226), and the 
release of cytokines such as IL6 (292). 

H TNF AND IL1 I N  CLINICAL SEPSIS 

Waage et al. (363), using the WEHI bioassay, were the first to demon- 
strate increased circulating levels of TNF in 30% of the patients with 
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meningococcal disease, these levels correlated with clinical outcome. These 
results were confirmed by Girardin et ul. (364), who observed increased 
plasma levels of TNF, measured with a radioimmunoassay, in the majority 
of children with meningococcal sepsis and purpuric lesions; these levels 
correlated with mortality. Girardin and co-workers also measured levels 
of ILlp  in their patients using a radioimmunoassay and found these levels 
to be elevated in 21% of the children (364). Increased levels of ILlp  
also correlated with a poor outcome. These initial studies suggested that 
circulating levels of TNF and IL1 are increased in patients with sepsis 
(TNF more frequently than IL1) and correlate with the clinical outcome. 
Later studies only in part confirmed these findings: Some studies report 
that circulating TNF and, to a lesser extent, IL1 [notably, IL1 is not always 
found to be increased in patients with sepsis (365)] may be increased in 
septic patients and correlate with mortality or severity of disease (105, 
366-375), whereas others have failed to find such an association (266,365, 
370, 376-383). Several explanations exist for these conflicting data. First, 
in the animal models for lethal septic shock, levels of TNF and IL1 reach 
their maximal values quickly (i.e., within 1-3 hr) after the challenge and 
are no longer detected during the later stages. Therefore, differences in 
time between the onset of sepsis and the time of entry into the study may 
greatly influence the results, as has been documented in children with 
meningococcal septic shock (374). Second, plasma levels may not properly 
reflect the synthesis of cytokines by cells. For example, patients with 
sepsis may have detectable monocyte-associated TNF in the presence of 
undetectable plasma levels (380). Third, it is now clear that the plasma 
concentrations of TNF and in particular IL1 are relatively low, i.e., in the 
10-100 ng/liter range for TNF and even somewhat lower for IL1 (in line 
with their relative toxicity). The initial immunoassays to detect TNF and 
IL1 in plasma were relatively insensitive with lower limits of detection of 
approximately 100 ng/liter or even higher. Therefore, levels measured in 
most patients by these “first-generation” assays were around the detection 
limit and consequently the reproducibility of these measurements was 
poor. Fourth, the various assays may not measure all species of TNF or 
IL1 with equal sensitivity. Cytokines in plasma may be bound to carrier 
proteins such as soluble receptors (see above) and a2-macroglobulin (384). 
Bioassays measure only the active fraction of a given cytokine, whereas 
immunoassays may measure both active and inactive species depending 
on the antibodies used. If they recognize binding sites on cytokines for 
other proteins, anti-TNF antibodies may not detect the cytokine fraction 
bound to these proteins. Similarly, it is also not clear which ILlp  species 
(inactive pro-ILlp, active ILlp, or proteolpcally degraded ILlP) are 
detected by the assays for ILlp  currently used (385). Thus, although initial 



studies suggested that high circulating levels of TNF or IL1 in sepsis were 
correlated with a poor outcome, later studies suggest that plasma levels 
of TNF or IL1 in sepsis at the time of diagnosis at best only moderately 
correlate with outcome. In a study of 97 patients with the sepsis syndrome, 
TNF and IL1 levels were measured with carefully validated and sensitive 
(detection limit, 20 ngliter) assays (377). Fifty-four percent of the patients 
had increased plasma levels of TNF at the time they were first identified 
as having the sepsis syndrome, whereas 37% had increased IL1. Levels of 
either cytokine were not different between surviving and nonsurviving 
patients, although patients with increased levels tended to have a higher 
mortality. The cytokine best correlating with mortality in these patients 
was IL6. Because of the poor correlation of individual cytokines with 
outcome, these authors proposed a cytolane-endotoxin score (a sum of 
TNFa, ILlP, IL6, and endotoxin scores) to predict mortality in patients 
with sepsis. In another study investigating the effect of TNF-R-Fc fusion 
protein in 141 patients with septic shock, only the minority had detectable 
IL1 or TNF (approximately 12 and 4%, respectively), whereas IL6 was 
increased in most patients (24). However, TNF was synthesized in consider- 
ably more patients because after administration of the TNF inhibitor TNF 
levels were detectable in 40% of them (24). Finally, in a large series of‘ 
146 patients with the sepsis syndrome, circulating TNF and IL1 were 
detected in 14 and 29% of the patients, respectively (386). Neither cytokine 
was correlated with mortality, although IL6 was (386). 

Some studies comment on the course of TNF and IL1 in sepsis patients. 
Usually, TNF levels, when detectable, are higher at the time of diagnosis 
and decrease in time in survivors, whereas they remain constant in nonsur- 
viving patients (365, 366,378, 387-389). Similar data have been published 
for IL1 (372). In a limited number of patients [=13] with severe septic 
shock, however, levels of TNF and ILI decreased toward normal indepen- 
dently from outcome (373). Apparently, the course of TNF and IL1 in 
clinical sepsis needs further studies, particularly because this may have 
important implications for therapy with cytokine antagonists. 

It is not known to what extent circulating TNF and IL1 contribute to 
the inflammatory reactions occurring in the organs during sepsis. Circulat- 
ing TNF levels were associated with the development of complications 
such as shock arid adult respiratory distress syndrome (AKDS) in one 
study (366), but this was not observed in other studies (26, 376, 390). 
Furthermore, levels of TNF in patients with SIRS correlate with decreased 
expression of L-selectin on neutrophils (191), suggesting that in clinical 
sepsis TNFa is involved in the activation of neutrophils. On the other 
hand, there is growing evidence that cytokines locally produced in organs 
contribute to the organ dysfunction observed in sepsis. For example, pa- 
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tients with ARDS have substantially higher levels of TNF and IL1 in 
bronchoalveolar lavage (BAL) fluid than in plasma (391-393), suggesting 
local production. In agreement herewith, alveolar macrophages of patients 
with ARDS contain mRNA for IL1 and TNF and synthesize these cytokines 
(394, 395). 

Correct interpretation of TNF and IL1 levels is only possible when 
information about their inhibitors is also available. Levels of either type 
of sTNF-R are increased in patients with sepsis (396) and correlate with 
outcome (374, 383, 386, 397). This increase of sTNF-R is accompanied 
by a decrease of TNF-R on monocytes (397). Increased levels of sTNF- 
R may identify surgical patients at risk for developing sepsis (398). Similarly, 
IL1-ra is also increased in patients with sepsis although circulating levels 
inconsistently correlate with severity or mortality (373, 386, 399). Finally, 
levels of sIL1-R type I1 are increased in patients with sepsis, whereas those 
of sIL1-R type I are decreased (399). 

I. TREATMENT WITH ANTI-TNF OR I L ~ - R A  

The compelling evidence for a detrimental role of TNF and IL1 in the 
pathogenesis of animal sepsis has prompted the evaluation of the effects 
of anti-TNF antibodies or sTNF-R and IL1-ra to prevent the harmful 
events and to reduce the mortality of clinical sepsis. 

As discussed previously, in experimental endotoxemia pentoxifylline is 
able to reduce TNF concentrations. There is only limited experience with 
this drug in patients with sepsis. In 8 patients with septic shock pentoxifyl- 
line reduced circulating TNF within 24 hr after start of the treatment but 
had no effect on levels of IL6 and IL8, nor did it affect hernodynamics 
or oxygenation variables compared to patients receiving placebo (400). 
Initial studies with an anti-TNF murine monoclonal antibody in patients 
with sepsis have not yielded unequivocally favorable results (401, 402). 
Although anti-TNF treatment was accompanied by an increase in mean 
arterial blood pressure, 11 of the 14 patients participating in a phase I 
study did not survive for 28 days (401). In a study of 80 patients who 
received various doses of the same anti-TNF monoclonal antibody, no 
survival benefit for the total study population was found, although the 
highest dose of anti-TNF (10 mgkg) appeared to reduce the mortality in 
patients with increased TNF levels (>50 pg/ml): Only 1 of the 7 patients 
in this subgroup died, whereas the mortality in the other subgroups was 
at least 50% (379). Furthermore, a beneficial effect of anti-TNF treatment 
on myocardial performance has been postulated (403), consistent with 
observations in animal models (256, 307). However, a beneficial effect of 
anti-TNF antibodies was neither observed in 42 patients with septic shock 
(402) nor in a large double-blind placebo-controlled multicenter trial in 
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patients with sepsis (404). In the latter trial a trend toward reduction of 
mortality was noted in the subgroup of patients with septic shock (404). 
The results of a trial with a soluble recombinant fusion protein of human 
sTNF-R75 covalently linked to the Fc portion of IgGl were recently 
published (24). Unfortunately, a negative effect of this TNF inhibitor was 
observed: In the patient groups receiving the higher doses an increase of 
mortality was observed compared to placebo-treated patients (S3 vs 30% 
mortality, respectively) (24). This negative effect, in particular observed 
in patients with gram-positive infections, may be related to the fact that 
TNF is necessary for the host defense (345, 346), especially in local infec- 
tions. 

The impressive effects of IL1-ra in animal models for letha1 sepsis have 
raised expectations regarding the application of this cytokine antagonist in 
clinical sepsis. The initial results in 99 patients treated in an open-label 
placebo-controlled phase I1 multicenter clinical trial using three different 
doses of human recombinant IL1-ra fulfilled these expectations: A dose- 
dependent reduction of mortality was observed: 44% in the placebo group 
versus 16% in the group that received the highest dose of IL1-ra (405). 
However, these hopeful results were not confirmed by a subsequent ran- 
domized, double-blind, placebo-controlled, multicenter clinical trial in 
which 893 patients with the sepsis syndrome were treated with placebo 
or a low dose or a high dose of IL1-ra. A significant increase in survival 
time was not observed with recombinant IL1-ra treatment in the total 
group or in the group with shock at study entry (713 patients). However, 
secondary and retrospective analyses of efficacy suggested that there was 
a significant dose-related increase in survival time in patients with organ 
dysfunction and/or a predicted risk of mortality 224% (406, 407). In a 
second multicenter trial these beneficial effects of IL1-ra in some sub- 
groups of patients with sepsis could not be confirmed, and clinical studies 
of the effect of IL1-ra as a treatment for sepsis have now been stopped. 
In a subgroup of the first large multicenter trial that consisted of 26 
patients, the effect of IL1-ra treatment on the course of a number of 
inflammatory parameters was analyzed (408). The results indicated that in 
clinical sepsis IL1-ra significantly reduced in a dose-dependent manner 
the release and activation of a number of inflammatory parameters, includ- 
ing IL6, neutrophil degranulation, phospholipase A2, complement, and 
fibrinolysis, as was similarly observed in baboons challenged with a lethal 
dose of E. coli (226). In a similar study, IL1-ra reduced circulating IL6 
and various eicosanoids in septic patients (409). Thus, it can concluded 
that IL1 receptor blockade via the administration of IL1-ra modulates the 
systemic inflammatory response in sepsis. The lack of efficacy of IL1-ra 
treatment in patients with sepsis, therefore, may have been due to a 
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too short treatment period (the influence of IL1-ra on the inflammatory 
response was lost 2 days after cessation of the therapy). It should, however, 
also be noted that similar to TNF, IL1 also has been shown to possess 
protective effects in lethal models for sepsis, at least when given before 
the challenge (410, 411). Hence, treatment with antagonists of IL1 may 
not be beneficial for all patients with sepsis. 

The usefullness of therapies aiming at neutralization of endogenous 
TNF and IL1 activity in the clinical treatment of sepsis still needs to be 
esbdblished. It should, however, be noted that in most animal models 
circulating levels of TNF and IL1 reach maximal values 2 or 3 hr after the 
challenge and decrease rapidly thereafter. Anti-TNF or anti-IL1 treatment 
consequently affords protection only when instituted shortly after, and 
preferably prior to, the challenge. Whether this implicates that these inter- 
ventions are only efficacious in the very early stages of clinical sepsis needs 
to be demonstrated. 

J.  CONCLUSIONS ABOUT TNF A N D  IL1 IN SEPSIS 

During the past decade a central role of TNF and IL1 in the pathogenesis 
of experimental sepsis has convincingly been demonstrated. These proin- 
flammatory cytokines are pivotal mediators and inhibition of these cytokines 
is beneficial in most but not all models for sepsis. In particular, in the 
models for localized infections the effect of anti-TNF agents is minimal, 
if not negative. Therefore, TNF and, possibly, IL1 likely have counteracting 
effects and resemble double-edged swords: TNF and IL1 are neccessary 
to keep infections localized and to prevent the development of sepsis, but 
once an infection has become systemic, their effects are detrimental and 
sepsis ensues. Consequently, administration of an anti-TNF agent will be 
of no benefit in patients in whom the former effect of TNF predominates 
because this will impair local defense mechanisms and hence promote 
entry of the infecting organisms and their products into the circulation. 
However, patients in whom local defenses have been bypassed and in 
whom systemic inflammatory responses propagate sepsis will benefit from 
anti-TNF therapy. The assessment of the contribution of these contrasting 
effects of TNF and IL1 to the septic process in individual patients will be 
a challenge for future studies. In addition, it will be important to delineate 
the role of membrane-bound TNF versus that of soluble TNF in local 
defense mechanisms. If membrane-bound TNF predominates in local 
defense mechanisms, inhibitors of TNF convertase may be the anti-TNF 
agent of choice in sepsis. Finally, although initial studies have shown 
correlations between circulating TNF or IL1 levels and outcome, subse- 
quent studies did not confirm these results. Hence, determination of circu- 
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lating TNF and IL1 i n  patients with sepsis in a general clinical setting has 
only limited value. 

VI. Interleukind 

In addition to TNF and IL1, the first cytokine recognized to play a role 
in sepsis was IL6. IL6 was discovered by various investigators, each studyng 
a factor with a different biological effect, such as interferon-&, 26-kDa 
protein, B cell stimulatory factor 2, hybridoiiia/plasInacytoma growth factor, 
liepatocyte stimulating Factor, monc;cyte-graiiulocyte inducer type 2, cyto- 
toxic T cell differentiation factor, and tlirombopoietin (412). Molecular 
cloning of these factors revealed these diverse biological effects were 
mediated by a single cytokine, which subsequently was called IL6. Thus, 
IL6 is a multifunctional pleiotropic cytokine. Plasma levels of IL6 can 
increase enormously in experimental and clinical sepsis, reaching values 
of up to several hundreds of nanograms per milliliter (normal level, 
< 10 pg/nil). Moreover, compared to other cytolanes, circulating levels of 
IL6 best correlate with outcome in patients with the sepsis syndrome. 
However, the precise role of IL6 in the pathogenesis of this condition is 
still not well established. 

A BIOCHEMISTRY OF ILG 

IIuman IL6 is composed of 212 amino acid residues including a N- 
terminal hydrophobic signal peptide of 28 residues (413). IL6 contains 
two potential N-glycosylation sites, but its carbohydrate groups are not 
essential for function, although they cause some molecular weight hetero- 
geneity (412). A motif of four cysteines reveals homology of IL6 with 
G-CSF, myelomonocytic growth factor, leukemia-inhibitory factor, and 
oncostatin-M (414, 415). The ternary striicture of these cytokines is sup- 
posed to consist of four a-helices and interconnecting loops (412). Helix 
D presumably contains the primary receptor binding site. The gene of 
human IL6 is located on the short arm of chromosome 7 (416). 

IL6 exerts its effects via binding to a specific cellular receptor, IL6-K 
(417), which is structurally related to receptors for IL2, IL3, ILA, IL5, 
IL7, C-CSF, GM-CSF, erythropoietin and LIF. Together these constitute 
a new family of cytokine receptors (14, 418). Analysis of the amino acid 
sequence of IL6-R predicts a molecular mass of 80 kDa and reveals that 
IL6-R has only a very short intracytoplasmatic portion, which does not 
mediate signal transduction. Not unsurprisingly, therefore, IL6-R is associ- 
ated with a second membrane glycoprotein, termed gp130, which trans- 
duces signals (419,420). It has been proposed that IL6 first binds to IL6- 
R, which then causes IL6-R to associate with gp130. Binding of IL6 to 
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IL6-R is of a low affinity, subsequent association of the IL6-IL6-R complex 
with gp130 creates a high-affinity binding site (14,412). Presumably, bind- 
ing of IL6 to the receptor involves the formation of a hexameric complex 
consisting of two IL6, two IL6-R, and two gp130 molecules leading to 
dimerization of the latter (421, 422). One interaction site for IL6-R, and 
two for gp130, have been identified on the IL6 molecule (423,424). Gp130 
is not only involved with signal transduction of IL6 but also serves as a 
signal transducer for several other cytokines, i.e., oncostatin M, LIF, IL11, 
and ciliary neurotropic factor (14, 412, 425, 426). This explains why these 
cytokines have overlapping activities, although each also possesses unique 
activities (14). As will be discussed later, there is evidence that LIF is also 
involved in the pathogenesis of sepsis. 

There is no evidence for the existence of IL6 antagonists in vivo. Soluble 
IL6-R, which probabiy is generated from membrane-bound IL-6R by a 
metalloproteinase (101), does not appear to function as such but rather is 
able, after having bound IL6, to associate with membrane-bound gp130 
and to transduce signals to the cell (427). Soluble gp130, on the other 
hand, may negatively regulate the IL6 signal (412). In vitro, mutagenesis 
of the different sites involved in binding of IL6 to IL6-Wgp130 has yielded 
a mutant that behaves like a receptor antagonist, i.e., it binds to the receptor 
but does not transduce signals (421, 428). 

B. IN Vrmo EFFECTS OF IL6 

Virtually every cell in the body can be induced to synthesize IL6 (412), 
including monocytes/macrophages, granulocytes, T and B lymphocytes, 
endothelial cells, smooth muscle cells, fibroblasts, and mast cells. Stimuli 
for IL6 production are rather diverse: cytokines such as TNF, IL1, platelet- 
derived growth factor (PDGF), IFNy and GM-CSF, endotoxin, viruses, 
prostaglandin E2, and bradykinin. Monocytes/macrophages and endothelial 
cells may be the predominant producers of IL6 in sepsis, whereas TNF, 
IL1, and endotoxin are likely the main inducers (347, 429-431). The 
production of IL6 by macrophages stimulated with endotoxin can be inhib- 
ited by estrogen analogs in vitro as well as in vivo (303). 

IL6 has a wide variety of activities: It stimulates growth of some and 
inhibits that of other cells, it is a growth and differentiation factor for B 
lymphocytes, it promotes activation, proliferation, and differentiation of T 
lymphocytes, synergistically with IL3 it hastens the appearance of multilin- 
eage blast cells from human bone marrow progenitors, it has thrombopoie- 
tin activity, it has some effects on macrophage differentiation, it stimulates 
bone resorption presumably via an effect on osteoclastogenesis, it induces 
PDGF in endothelial cells, it plays a role in the regulation of growth 
and development trophoblasts or embryonic stem cells during embryonic 
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development (412,432), and it represents a link between immune system 
and the neuroendocrine axis by stimulating the production of corticotropin 
releasing factor. Actually, some of the functions formerly ascribed to IL1, 
such as the induction of fever, are in part mediated by IL6 (433, 434). 
Perhaps the most important function of IL6 in vivo is its capability to 
induce the synthesis of acute phase proteins by hepatocytes (435-439). 
Observations in mice deficient for IL6 confirm the important role of IL6 
as a mediator of the acute phase response, although in particular that 
induced by endotoxin is not completely abrogated in these mice indicating 
involvement of related cytokines such as LIF (442-443). In vivo studies 
in man show that IL6 levels correlate well with the extent of acute phase 
reactions (444, 445). 

The role of IL6 in inflammation is not clear. It is far less toxic than TNF 
or IL1. For example, it is unable to activate neutrophils [although an 
activating effect has been claimed (446)] and to induce expression of 
either adhesion molecules or tissue factor by endothelial cells. It is often 
considered as an anti-inflammatory cytolune because most of the acute 
phase proteins have anti-inflammatory properties, such as scavenging of 
oxygen radicals and inhibition of proteinases. Moreover, IL6 itself, as well 
as some of the acute proteins induced by it in the liver, is able to induce 
the release of IL1-ra and sTNF-R, inhibitors of IL1 and TNF, respectively 
(447, 448). Furthermore, IL6 has been found to reduce the endotoxin- 
induced production of TNF by human monocytes (449, 450), which may 
explain why IL6 is able to inhibit local inflammatory responses induced 
by endotoxin (451). IL6 is therefore sometimes considered as an alarm 
hormone with anti-inflammatory properties that can be produced by virtu- 
ally any cell in the body under inflammatory stress (that is, cells confronted 
with high concentrations of TNF and IL1) and that signals the liver to 
produce anti-inflammatory proteins (439). IL6, in addition to IL1 (46) and 
TNF (452), is an endogenous pyrogen (453). Thus, fever in septic patients 
may be due to the release of IL6, which is substantiated by the observation 
that the increase in body temperature in experimental human endotoxemia 
occurs when plasma levels of TNF and IL6 are rising (239, 262). Finally, 
IL6 may have negative inotropic effects on cardiomyocytes; these effects 
are dependent on nitric oxide (454). 

C I N  VIVO EFFECTS OF IL6 

To establish the potential role of IL6 in inflammatory conditions, investi- 
gators have administered IL6 to animals with or without other cytokines 
and also to humans, particularly patients with cancer. From these studies 
IL6 appeared to be a relatively nontoxic cytokine that does not induce a 
septic shock-like state (455-458): Even doses as high as 1 mg/kg per day 
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for 9 weeks were well tolerated by nonhuman primates and were not 
accompanied by the development of shock, vascular leak, organ dysfunc- 
tion, or other toxic side effects (456). These doses of IL6 did, however, 
induce a two- or threefold increase of platelet numbers, an increase of 
immunoglobulins and of soluble IL-2 receptors, and a rise of acute phase 
proteins (455, 457). Thus, from these observations one may conclude 
that IL6 is an anti-inflammatory cytokine. In agreement herewith IL6 
pretreatment enhanced resistance against infection (459, 460), although 
this has not been found consistently (461). However, IL6 has proinflamma- 
tory properties as well: It is able to induce the synthesis of the enzyme 
phospholipase AB, which is involved in the formation of eicosanoids (462), 
as well as that of CRP, which can promote activation of complement (463). 
There is some evidence for CRP-dependent activation of complement in 
a baboon model for sepsis (1 1) as well as in patients receiving immunother- 
apy with high doses of IL2 (464), which is a human model for sepsis. 
Moreover, as will be discussed in the next section, activation of coagulation 
in a chimpanzee model of low-grade endotoxemia is markedly attenuated 
by pretreatment with a mAb that neutralizes the activity of IL6 (465), 
indicating that IL6 stimulates coagulation. In agreement herewith, clotting 
times were prolonged in baboons receiving recombinant IL6 subcutane- 
ously at a dose of 100 pgkg  body wt (458). 

D ROLE OF IL6 IN  MODELS FOR SEPSIS 

Soon after the initial reports that TNF was released into the circulation 
of healthy volunteers following an intravenous injection of a low dose of 
endotoxin, it was demonstrated that IL6 was released as well (239, 466). 
Typically, IL6 reaches peak levels at 2 or 3 hr after the administration of 
endotoxin and returned to normal levels at 5 or 6 hr. Similar observations 
were made in a chimpanzee model for low-grade endotoxemia (242, 276). 
In that model the endotoxin-induced release of IL6 was attenuated by 
pretreatment with a monoclonal antibody against TNF (274), a PAF inhibi- 
tor (276), and pentoxifylline (242), but not by a monoclonal antibody that 
inhibits tissue factor activity (9). Pentoxifylline and the PAF inhibitor each 
diminished the release of TNF as well; therefore, the effects of these drugs 
on the endotoxin-induced release of IL6 may well be related to their 
inhibiting effects on the production of TNF, especially because TNF can 
induce the release of IL6 in vivo (223, 467, 468). Remarkably, despite its 
effects on the release of IL6 in the chimpanzee model (242), pentoxifylline 
has no effect on the release of IL6 in human experimental endotoxemia 
(269). Administration of IL1-ra also has no effect on circulating IL6 (226, 
279, 282). Thus, the release of IL6 during experimental endotoxemia is 
not stimulated by IL1, although this cytokine is able to induce the release 
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of IL6 in vivo (202, 468, 469). For example, in cancer patients a dose of 
IL1P as low as 3 ng/kg given as an intravenous injection elicits a measurable 
release of IL6 with peak levels of 50-60 pg/nil (225). Thus, altogether 
these data indicate that during low-grade endotoxemia, TNF and possibly 
endotoxin itself, but not IL1, stimulate the synthesis and release of IL6. 
In addition, glucocorticoid therapy may alter the IL6 response induced 
by endotoxin either negatively, when given shortly before or simultaneously 
with endotoxin, or positively, when given 12 hr or more prior to the 
endotoxin challenge (121). In contrast, epinephrine has only a mild reduc- 
ing effect, if any, on the release of IL6 in healthy volunteers challenged 
with a low dose of endotoxin (138), which likely results from a reduced 
release of TNF. Only one study sought to determine the contribution of 
IL6 to the release and activation of other mediators during experimental 
endotoxemia: Chimpanzees were challenged with a low dose of endotoxin 
after pretreatment with a monoclonal antibody that blocked the activity 
of IL6. No effect of IL6 on the release of TNF or its soluble receptors, 
on the release of IL8, the degradation of neutrophils (465), or on the 
release of ILlO (470) was observed. Surprisingly, inhibition of IL6 markedly 
attenuated activation of coagulation (465). Thus, during low-grade endotox- 
emia IL6 may contribute to coagulation via an unknown mechanism. 

Plasma levels of IL6 increase upon a challenge with a (sub)lethal dose 
of endotoxin, live bacteria (3011, or the superantigen staphylococcal entero- 
toxin B (471). The course of IL6 in sublethally challenged animals is 
comparable to that during low-grade endotoxemia, i.e., levels are the higli- 
est at 3 hr after the challenge and decrease thereafter (285). Following a 
lethal challenge, this course is different, however: IL6 still increases after 
6-8 hr to reach peak levels that are 50- to 100-fold higher than those 
observed after a sublethal challenge (285, 347, 472). This remarkable 
difference in the course of IL6 following a sublethal or a lethal challenge 
may explain why IL6 levels show a good correlation with clinical outcome 
in patients with sepsis, in particular during the later stages when IL6 after 
a sublethal challenge decreases but after a lethal challenge still increases. 
The reason for this different course is not known, but one may speculate 
that following a sublethal challenge IL6 is mainly produced by monocytes 
and kripffer cells, and that after a lethal challenge other cells produce IL6 
as well. A number of studies have shown that the release of IL6 follow- 
ing a lethal challenge is grossly reduced by inhibition of TNF (106, 287, 
290, 311, 347), in agreement with in vitro observations that TNF is a 
potent inducer of IL6 production by various cells (468, 473). Consistent 
with a supposed role for TNF in the induction and release of IL6 during 
sepsis is that IL6 levels in patients wth sepsis decrease upon treatment 
with high-dose anti-TNF monoclonal antibody (379). In addition, in an 
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animal model for sepsis ILl receptor blockade also reduced the release 
of IL6 (292) suggesting that after a lethal challenge IL1 also contributes 
to the release of IL6. In agreement herewith treatment of septic patients 
with IL1-ra reduces IL6 levels (408,409) suggesting that in clinical sepsis 
IL1 also contributes to the synthesis and release of IL6. Surprisingly, 
treatment of baboons lethally challenged with live E. coli with tissue factor 
pathway inhibitor (TFPI), an inhibitor of extrinsic pathway of coagulation, 
also reduces the release of IL6 without affecting the TNF response (474, 
475). Elucidating the mechanism via which TFPI affects IL6 in vivo is 
important because TFPI reduces mortality in this model. One possibility 
is that the effect of TFPI on cytokines is related to the formation of 
thrombin because, at least in uitro, TFPI can affect thrombin-induced 
cytokine IL8 release in whole blood cultures (476). Finally, IL6 response 
was also reduced in septic pigs receiving anti-C5a indicating that during 
sepsis complement activation, and in particular C5a, also contributes to 
the release of IL6 (477). 

The role of IL6 in the development of clinical signs and mortality of 
the lethal sepsis models is not clear. Administration of IL6 does not induce 
a sepsis syndrome in the host (456, 457), although this does not exclude 
that IL6 in synergy with another cytokine may do so. Starnes et al. (478) 
were the first to study the effect of passive immunization with monoclonal 
antibodies that neutralize the activity of IL6 on TNFa or E. coli-induced 
mortality in mice. They claimed that anti-IL6 afforded protection against 
mortality similarly to anti-TNF antibodies (478). However, part of the 
results of this study were retracted (H. F. Starnes et al., J .  Immunol. 
148;1968,1992). Administration of anti-IL6 antibodies afforded protection 
in a generalized Shwartzman reaction (479) and in an anti-CD3-induced 
cytokine syndrome (480), both models for septic shock. This effect of anti- 
IL6 was mediated without affecting circulating TNF levels. Furthermore, 
anti-IL6 appeared to be able to reduce mortality in a model for burns- 
related sepsis, in which mice were subjected to a thermal injury and 
challenged with E. coli (481). A protective effect of anti-IL6 antibodies 
was, however, not confirmed by others studying various mouse models for 
septic shock (460,482), including a model with the superantigen staphylo- 
coccal entrotoxin B in galactosamine-sensitized mice (471, 483). In the 
latter model, and in particular in mice receiving the superantigen without 
D-galactosamine, levels of TNF and IFNy were higher in the animals 
receiving anti-IL6, suggesting involvement in the production of both cyto- 
kines (471). Furthermore, pretreatment with IL6 (or ILl1) reduced mortal- 
ity in this model (483). Together with anti-TNF (mimicking septic condi- 
tions with limited TNF activity) in the lipopolysaccharide-galactosamine 
septic shock model, anti-IL6 enhanced whereas IL6 reduced mortality 
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(460). Experiments with IL6-deficient mice similarly yielded discrepant 
results (484): On the one hand, no effect of IL6 deficiency was observed 
in a LD50 endotoxin model, whereas mortality of mice challenged intraperi- 
toneally with live E. coli was increased in IL6-deficient mice. The reasons 
for these lscreparit results are not clear. One may speculate that the effect 
of IL6 neutralizing agents may depend on the sepsis model used: For 
example, in models in which mortality occurs independently of coagulation 
or complement activation, no effect of anti-IL6 agents may be expected. 
On the other hand, for quantitative reasons one should be careful to 
interpret the anti-IL6 experiments. For example, administration of an 
antibody with a very high affinity, i.e., a KD of lo-'' M ,  at a concentration 
of 0.16 pg/ml (1 p M )  in plasma (to achieve this, 6-10 mg/kg body wt 
should be administered) leaves one IL6 molecule per100,000 free. Under 
certain septic conditions 5 p g  of IL6 per milliliter of plasma may occur. 
At these concentrations 50 pg of IL6 per milliliter remains free, i.e., active. 
A monoclonal antibody with a 10-fold lower affity would allow 500 pg of 
IL6 to be active. In uitro, such a level is sufficient for cellular activation. 
Thus, an amount of 10 mg of antibody per kilogram of body weight may 
at first glance seem to be sufficient for an intervention study, whereas in 
reality it is not. 

E IL6 IN CLINICAL SEPSIS 

Several extremely sensitive bioassays for IL6, including the B9 assay 
(485), have enabled studies regarlng the role of this cytokine in sepsis. 
In 1989 three groups independently reported on increased plasma levels 
of IL6 in sepsis: Waage et al. (367) described increased levels of bioactive 
IL6 in 69 of 79 serum samples from patients with severe meningococcal 
disease, the highest levels being associated with a fatal outcome. Helfgott 
et al. (486) reported on elevated levels of IL6 in patients with various 
bacterial infections. In a third study, Hack et al. (487) described (sometimes 
very) high levels of plasma IL6 in 86% of the septic patients at the time 
of admission to the intensive care unit. These levels were related to clinical 
outcome. In addition, levels significantly correlated with plasma levels of 
C3a, elastase, and lactate (this latter parameter is supposed to reflect at 
least in  part tissue hypoxia in septic shock). These correlations are consistent 
with the hypothesis that in sepsis, endothelial cells are injured by oxygen 
radicals and proteases released by neutrophils, stimulated by agonists such 
as the complement-derived C5a, and adhere to the endothelial cells under 
influence of cytokines such as TNF and IL1. As a result, the endothelial 
cells will swell and become more permeable for proteins and fluid leading 
to interstitial edema. Therefore, part of the IL6 observed in sepsis may 
be derived from the injured endothelial cells that secrete this cytokine as 
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a kind of alarm hormone (439), which induces the synthesis of acute phase 
proteins in the liver. Among these proteins, for example, is al-antitrypsin, 
the main inhibitor in plasma of the proteinase elastase released by neutro- 
phils. 

Subsequent studies have confirmed increased production of IL6 in sepsis 
although the observed concentrations show some variation. In general, 
64-100% of the septic patients have elevated circulating levels that corre- 
late with mortality and shock (24, 105, 373, 374, 377, 379, 380, 382, 386, 
396, 488-492), although the association with mortality was not always 
found (365, 493). Only a few studies comment on the course of IL6 in 
sepsis: In most studies the highest levels of IL6 occurred at the time of 
diagnosis and decreased thereafter independently from outcome (365,367, 
388, 487, 488, 490, 491). Persistently elevated levels, however, may be 
associated with mortality (492) or the development of multiple system 
organ failure (365), though this was not confirmed in a later study (491). 
Also, in patients with cirrhosis and SIRS a relation between IL6 levels and 
an organ failure score was found (381). Furthermore, two studies did not 
observe declining IL6 levels during the course of the disease (380, 489). 
Finally, plasma IL6 concentrations on admission predict bacteremia and 
mortality in emergency department patients (494). Bronchoalveolar lavage 
fluid from patients with ARDS contains high IL6 levels that correlate with 
parameters reflecting blood-alveolar permeability (393). 

Only a few studies in septic patients have addressed the question regard- 
ing the stimuli for IL6. In patients treated with a TNF receptor-IgG 
construct, no effect on IL6 levels was observed (24), whereas in patients 
treated with an anti-TNF antibody or ILlra there was a small reduction 
(402,408,409). Similarly, polyclonal sheep antibodies against human TNF 
were able to mitigate the release of IL6 in humans suffering from Jarisch- 
Herxheimer reaction following antimicrobial treatment of Borrelia recur- 
rentis infection (495). One study has reported on the levels of sIL6-R in 
septic patients. These levels appeared to be lower than those in normal 
individuals and inversely correlated with IL6 levels (396). 

F. CONCLUSIONS ABOUT IL6 IN SEPSIS 

IL6 seems to be the cytokine most frequently elevated in clinical sepsis, 
and circulating levels of this cytokine correlate with outcome in most 
studies. Determination of these levels either alone or in combination with 
those of TNF, IL1, and endotoxin to yield a so-called LPS-cytokine score 
(377) seems to be helpful in predicting survival of patients. It should, 
however, be realized that IL6 levels are the highest at the time of diagnosis 
and decrease thereafter in most patients independently of outcome. De- 
spite the association with mortality, the role of IL6 in the pathophysiology 
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of sepsis is not dear. Animal studies have shown both beneficial and 
detrimental effects of endogenous IL6. Further studies are needed to solve 
this issue. 

. VII. The Chemokine Interleukin-8 

A salient feature of acute and chronic inflammation is the infiltration of 
the affected tissues by polymorphonuclear and inononuclear cells. This 
recruitment of inflainmatory cells is mainly clirected by a number of struc- 
turally related cytokines, the chemokines (496). Chemokines are composed 
of at least two superfamilies, the so-called C-C cliemokine superfarnily, 
characterized as a juxtaposition of the first two cysteine amino acid residues, 
and the C-X-c superfainily, in which the first two cysteine amino acid 
residues are separated by one other amino acid (496). An example of the 
C-C superfamily is MCP-1 (discussed below), and an example of the 
C-X-C superfamily is interleukin-8, formerly known as neutrophil- 
activating peptide 1 (NAP-l), neutrophil activating factor, or monocyte- 
derived neutrophil cheinotactic factor (216, 497, 498). 

A, BIOCI-IEM~STRY A N D  BIOLOC:Y OF IL8 

The IL8 precursor protein is synthesized as a single peptide chain consist- 
ing of 99 amino acid residues and containing a signal sequence of 20 
residues (499). The mature form consists of 79 amino acid residues, which 
is proteolytically processed at its amino-terminal end to yield various N- 
terminally processed forms with slightly different biological properties 
(500,501). The predominant forin ofIL8 consists of 72 amino acid residues, 
which can be generated by conversion of the 77-anlino acid form by 
thrombin (502). Presumably, these two forms account for more than 80% 
of the IL8 species in uiuo (498). IL8, in contrast to other chemotactic 
agents such as Ce5a, PAF, and leukotrien B4, is remarkably resistant to 
chemical or proteolytical inactivation, and its biological activity in inflamed 
tissues may last for several hours (501). The biological effects of IL8 are 
mediated via binding to specific receptors with subsequent signal transduc- 
tion. Two different IL8 receptors, IL8-Ra and ILS-RP, have been identi- 
fied (503-506), both belong to the extending family of chemokine re- 
ceptors. 

IL8 is homologous to the other members of the C-X-C cliemolane 
superfainily, i.e., neutrophil-activating peptide-2 (NAP-2), the strongly ho- 
mologous cytokines GROa, GROP, and GHOy (three different gene prod- 
ucts with only a few differences in amino acid sequence), platelet factor 
4, and the interferon-y-inducible peptide 10. Of these, NAP-2 and the 
GHO cytokines have the same pattern of activity toward neutrophils as 
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IL8, although they are less potent (507). This is a reflection of the fact 
that NAP-2 and the GRO cytokines bind with a high affinity to only one 
of the two high-affinity receptors for IL8, while having a low affinity 
for the other (508). Although the GRO cytokines can be synthesized by 
mononuclear cells triggered with endotoxin, IL1, or TNF (501), and thus 
likely are formed during sepsis, they as well as the other members of the 
C-X-C chemokine syperfamily will not be discussed further here because, 
to our knowledge, there are no reports on their involvement in the patho- 
genesis of sepsis. 

IL8 receptors are members of the superfamily of receptors that are 
coupled to guanine nucleotide-binding proteins (503, 504). These 
serpentine-like receptors are characterized by seven transmembrane do- 
mains. Due to this structure no soluble receptors are expected to exist. IL8 
is produced by a variety of cells including blood monocytes, macrophages, 
neutrophils, and endothelial cells (216,496,498,501). Agonists that induce 
the release of IL8 by these cells in vitro are TNF, IL1, and endotoxin 
(216,496,498,501), all of which are involved in the pathogenesis of sepsis. 
TNF-induced release of IL8 by endothelial cells is dependent on nitric 
oxide, as was apparent from studies in vitro with nitric oxide synthase 
inhibitors (509). It is likely that thrombin, which can stimulate the forma- 
tion of nitric oxide by endothelial cells, also induces the release of IL8 by 
these cells because this clotting enzyme can stimulate the synthesis and 
the release of other chemokines, such as GROa and MCP-1, by mono- 
cytes and endothelial cells via catalytic activation of the thrombin receptor 
(510, 511). In addition, thrombin can induce monocytes to secrete IL8 
and MCP-1 indirectly by activating platelets, which in turn stimulate mono- 
cytes via P-selectin and P-selectin glycoprotein ligand-1 (512). Further- 
more, ischemia reperfusion may also serve as a trigger to release IL8 
by monocytes (513). Also, complement activation products such as the 
membrane attack complex can stimulate endothelial cells to produce IL8 
and MCP-1 (514). 

The activity of IL8 is regulated in various ways. In vivo IL8 binds to 
erythrocytes (515, 516), which may contribute to the regulation of its 
activity. Another mechanism to regulate the activity of IL8 in vivo may 
involve autoantibodies, which seem to be present in about 75% of normal 
healthy individuals (517). These autoantibodies have been claimed to neu- 
tralize IL8 activity. As for anti-IL6 antibodies, autoantibodies against IL8 
must have a very high affinity to be able to inhibit this chemokine substan- 
tially during sepsis, especially because very high levels may occur in sepsis. 
IL8 can also bind to glycosaminoglycans, which are supposed to play a 
role in stabilizing IL8 gradients in the interstitial space, along which neutro- 
phils may invade the tissues. 
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With regard to its biological effects, IL8 shows remarkable specifity for 
neutrophils and basophils and hardly has an effect on other cells, in contrast 
to other chemoattractants such as C5a (501). IL8 has chemoattractant 
activity (518-522) and is able to induce degranulation, to elicit a respiratory 
burst, and to activate arachidonate-5-lipoxygenase in neutrophils (498,518, 
523), the processes of which enhance inflammation. In addition, IL8 may 
promote adherence of neutrophils to endothelium by increasing 02- 
integrin expression and regulate transendothelial migration of these cells 
(524, 525). On the other hand, under certain conditions IL8 may also 
inhibit the adherence of neutrophils to the endothelium (526). Thus, in 
vivo IL8 is presumably an important regulator of neutrophil activation 
and migration. Intraderma] injection of IL8 induces a rapid inflammatory 
response with massive neutrophil infiltration and accumulation, without 
participation of monocytes, eosinophils, basophils, and lymphocytes (527). 
High local concentrations of IL8 may also elicit edema formation due to 
neutrophil-mediated endothelial damage and subsequent plasma leakage 
(520, S22). High circulating levels, however, inhibit the migration of neutro- 
phils into the tissues (528). Thus, the role of IL8 may be anti- as well as 
proinflammatory, depending on its site of production. 

Intravascular administration of IL8 does not induce the hemodynainic 
and metabolic alterations of sepsis although it does induce a transient 
neutropenia due to sequestration in the lungs, followed by granulocytosis 
(528,529). The release of endogenous IL8 is stimulated by the intravenous 
administration of TNF, IL1, or IL2 (225, 234, 516, 530, 531). Thus, al- 
though IL8 alone cannot induce the development of a sepsis-like state, 
one might speculate that in conjunction with other cytokines it does. 

B IL8 IN EXPERIMENTAL SEPSIS MODELS 
Local production of IL8 in inflamed tissues is important for recruitment 

of neutrophils and may contribute to tissue damage. Administration of a 
neutralizing antibody against IL8 should, therefore, be an effective treat- 
ment to prevent local tissue damage by inflammatory reactions, as indeed 
has been demonstrated in a number of animal models (532). In systemic 
inflammatory reactions such as those that occur in sepsis, IL8 likely also 
plays a role because circulating levels of this cytokine increase during 
experimental endotoxemia (138,234,263,533,534). In addition, circulating 
neutralizing autoantibodies against IL8 decrease after an intravenous endo- 
toxin challenge suggesting consumption of these antibodies and, hence, a 
role in the regulation of active IL8 in vivo (534). Typically, the course of 
endogenous IL8 following an intravenous challenge with a low dose of 
endotoxin is very similar to that of IL6 with peak levels at 2 hr. Released 
IL8 may be responsible for the alteration of neutrophil function during 
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endotoxemia, such as a loss of TNF receptors and L-selectin and a dimin- 
ished chemotactic activity toward IL8 (533). IL8 also increases in humans 
following a challenge with a high dose of endotoxin, as was demonstrated in 
a patient who self-administered endotoxin because of a supposed anticancer 
effect (270). 

A molecule similar to IL8 has not been identified in rats. However, 
one of the rat molecules closely related to human IL8 is inacrophage 
inflammatory protein-2 (MIP-2), which was shown to be involved in a rat 
model in which endotoxin is locally instilled in the lungs. In this model 
MIP-2 appeared to be responsible for the recruitment of neutrophils (535). 

The production of IL8 in endotoxin-stimulated human whole blood is 
biphasic, the initial phase being due to a direct stimulation of leukocytes 
by endotoxin and the later phase was claimed to be due to stimulation 
with TNF and IL1 (536, 537). Recently, such a biphasic release of IL8 
(and of several other mediators) was also observed during experimental 
endotoxemia in viuo, with the second release of mediators starting at 6 hr 
after the challenge (M.  Boerineester et al., unpublished observations). 
Similarly, a biphasic release of IL8 has also been found following the 
administration of TNF (234). 

The effect of specific interventions on the course of IL8 in human 
expenmental endotoxemia has been studied only scarcely. In one study 
treatment with IL1-ra did not influence IL8 levels (282). Furthermore, 
epinephrine has a marginally depressing effect on the release of IL8 during 
experimental endotoxemia (138). The effect of interventions on the course 
of IL8 has been studied more extensively in a chimpanzee model for 
experimental endotoxemia, in which peak levels of IL8 occur at 2 or 3 hr 
after the administration of endotoxin (242, 274, 276, 465). In this model 
the release of IL8 is inhibited by a PAF antagonist and pentoxifylline (242, 
276), as well as by anti-TNF (274), but not by anti-IL6 antibodies (465). 
The observed effects of the PAF antagonist and pentoxifylline on the 
course of IL8 are presumably indirect because these drugs also attenuate 
the release of TNF. Preliminary observations in this same model indicate 
that neutralizing anti-IL8 antibodies do not affect circulating levels of 
elastase and lactoferrin, which may indicate that endogenous IL8 does 
not significantly contribute to the degranulation of neutrophils during 
experimental endotoxemia (T van der Poll et al., unpublished observations). 

Circulating levels of IL8 also increase following a challenge with lethal 
doses of live E. coli (472,530,538) or endotoxin (141) and, similar to IL6, 
its course is different in a sublethally challenged animal from that in lethally 
challenged animals. In the latter, IL8 still rises at 6-8 hr. Furthermore, 
circulating levels of IL8 strongly correlate with those of MCP-1 (538) 
suggesting that similar stimuli stimulate the release of either chemokine. 
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There are no studies identifying the source of IL8 during lethal animal 
sepsis. Therefore, it remains to be established to what extent other cells 
besides blood leukocytes and macrophages, such as endothelial cells, con- 
tribute to the production of endogenous IL8 in this condition. Treatment 
of rabbits with a monoclonal antibody that neutralizes IL8 prevents lung 
reperfusion injury (539), suggesting a critical role of IL8 in this condition. 
In a lethal mice endotoxin model, pretreatment of the animals with an 
IL8-neutrahzing antibody provided a slightly improved mortality ( 141). 

C IL8 IN CLINICAL SEPSIS 

There are only a limited number of studies of the role of IL8 in clinical 
sepsis. We have observed elevated levels of IL8 in 42 of 47 (89%) patients 
with sepsis on admission to the intensive care unit (540). Levels were 
comparable in patients with gram-positive or gram-negative infections. IL8 
levels were higher in patients with shock and in patients who died (the 
largest difference in IL8 between survivors and nonsurvivors was found 
when only patients with positive bacterial cultures were considered). More- 
over, IL8 correlated with lactate levels and inversely with leukocyte and 
platelet numbers and mean arterial pressure. In addition, IL8 correlated 
with elastase-al-antitrypsin complexes, suggesting a role for IL8 in the 
degranulation of neutrophils, as well as with IL6, supporting that the 
synthesis of these cytokines in sepsis (and in experimental models for 
sepsis, see above) is induced by similar stimuli. Serial observations revealed 
that in  most patients IL8, similar to IL6, decreased irrespective of outcome 
(540). These findings were essentially confirmed in a preliminary cominuni- 
cation by Danner et al. (541) [although the (weak) association between 
IL8 and a poor outcome was not observed in that study] and by Endo et 
(11 (542). In addition, IL8 levels are higher in patients with sepsis than in 
those with trauma (492). Increased levels of IL8 have also been observed 
in serum and cerebrospinal fluid from patients with meningococcal disease, 
in which serum levels were found to correlate with those of IL6 and of 
TNF and to be the highest in patient with 9eptic shock (543). In that study 
4 of the 5 patients who died had high levels of IL8 (543). Furthermore, 
circulating IL8 was also increased in 8 of the 18 patients with septic or 
localized P. pseudotnallei infection and correlated with outcome (489). 
Finally, in a study of bum patients circulating IL8 appeared to be elevated 
shortly after the injury, dependent on the size of the bum, and gradually 
decrease thereafter in patients without serious infectious complications. 
Increasing IL8 levels later on were indicative for the development of 
sepsis (544). 

No data exist on the effect of anti-TNF treatment on IL8 levels in septic 
shock patients. However, in a recent study, polyclonal sheep antibodies 
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against human TNF reduced the release of IL8 in humans suffering from 
Jarisch-Herxheimer reaction following antimicrobial treatment of B. recur- 
rentis infection (495), showing that in a condition characterized by hypoten- 
sion and fever, TNF is indeed involved in the production of IL8. In septic 
shock patients receiving IL1-ra a slight decrease of circulating IL8 was 
observed (408), indicating that IL1 also contributes in part to the IL8 
response in human sepsis. 

In a recent study we found that circulating IL8, presumably via its 
effects on neutrophils, closely correlated with pulmonary microvascular 
permeability in patients undergoing aortic surgery (545). In contrast, in 
sepsis patients who have or are developing ARDS, plasma IL8 is similar 
to that in patients who do not develop this complication (540), suggesting 
that circulating IL8 is not an important mediator of ARDS in sepsis. On 
the other hand, in a small number of patients [ = 131 with ARDS mostly due 
to sepsis, we have found that IL8 not only correlated with levels of IL6 
and elastase-al-antitrypsin complexes but also with a lung injury score 
(546), suggesting cytokine-induced activation of neutrophils to be import- 
ant for the pathogenesis of ARDS. It is not clear whether these somewhat 
conflicting results are due to differences in patient populations or to other 
reasons. Nevertheless, IL8 locally produced in the lungs may be a more 
important mediator in this regard. In 1988 Cohen et al. (547) observed 
increased levels of a peptide, called enzyme-releasing peptide because of 
its potency to induce the release of enzymes from neutrophils and most 
likely identical to IL8, in BAL fluid from patients with ARDS (547). 
Subsequently, it was shown that BAL fluid samples from patients at risk 
for the development of or already having ARDS contain increased levels 
of IL8 (548-551). Donnelly et al. (548) observed the highest BAL levels of 
IL8 in patients who progressed to ARDS. Immunocytochemistry suggested 
alveolar macrophages to be the main sources of IL8 (548). Miller et al. 
(549) reported that levels of IL8 in BAL fluid from patients with ARDS 
are increased and correlate with neutrophil numbers and with mortality. 
Moreover, these investigators demonstrated that most of the chemotactic 
activity of BAL fluid toward neutrophils was absorbed by anti-IL8 antibod- 
ies. Chollet-Martin et al. (550) found that the ratio of levels in BAL fluid 
and plasma was significantly greater for IL8 than that for TNF indicating 
a higher local production of the former. Moreover, levels of IL8 in BAL 
fluid correlated with mortality, shock, and a general clinical severity index. 
Torre et al. (551) also reported increased levels of IL8 in BAL fluid from 
patients with ARDS. Notably, although all these studies noted correlations 
of IL8 in BAL fluid to important clinical parameters, such correlations 
were not observed for circulating IL8 (548,550,551). Moreover, IL8 levels 
in BAL fluid inversely correlate with circulating levels of soluble L-selectin 
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(552), suggesting a relation between local release of chemokines in the 
lung and microvascular endothelial-neutrophil interactions. Thus, taken 
together these studies demonstrate the importance of local production of 
IL8 in the development of ARDS. More generally, these studies imply 
that in sepsis local production of inflammatory mediators may greatly 
influence the inflammatory processes in the various organs. A challenge for 
future studies will be to delineate the contributions of local inflammatory 
reactions to the systemic sepsis process. 

D CONCLUSIONS ABOUT IL8 I N  SEPSIS 

IL8 and related cytokines presumably are important regulators of neutro- 
phi1 function in vim. Results of studies in animal models for sepsis, in 
experimental endotoxemia and in clinical sepsis, indicate that IL8 is synthe- 
sized and released in significant amounts during sepsis. However, there 
are no experimental data substantiating that this cytokine is indeed involved 
in the pathophysiology of sepsis, for example, by activating neutrophils. 
The precise role of IL8 in the pathogenesis of sepsis, therefore, remains 
to be established. Few studies measuring circulating IL8 in clinical sepsis 
show weak correlations between increased levels and fatal outcome and 
the occurrence of shock. More convincing are studies in patients with 
ARDS that strongly suggest that the local production of IL8 contributes 
to the pulmonary dysfunction. We suggest that local production of IL8 
may be involved in the development of dysfunction of other organs as 
well. To what extent IL8-like cytokines such as the GRO molecules also 
contribute to this dysfunction is as yet unclear. 

VIII. The Chemokine Monocyte Chemoclttractant Protein-1 

MCP-1 is a C-C chemokine. The main function of MCP-1 is to direct 
monocytes to the inflammatory focus (496). Furthermore, it may contribute 
to the degranulation of mast cells. These effects may explain that local 
application of MCP-1 affords protection against local infections (553). 
MCP-1 can be produced by many cells including macrophages, fibroblasts, 
epithelial and endothelial cells, and neutrophils, with TNF and IL1 being 
the main inducers for the synthesis (496). MCP levels in volunteers receiv- 
ing a low dose of endotoxin increase, reaching peak levels at 3 hr after 
the challenge (534). Recent observations in septic baboons indicate that 
substantial amounts of MCP are released following a sublethal challenge 
with live E.  coli, with peak levels at 4 hr after the challenge. In lethally 
challenged animals levels are not only higher but also show a more pro- 
tracted course (538). Moreover, levels of MCP correlate closely with those 
of IL8 in this animal model. The majority (57%) of patients with sepsis 
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have increased circulating levels of MCP-1 (Fj54). Levels of MCP-2 are 
also increased in the majority (59%) of these patients, but this more often 
occurs in patients with gram-positive infections, suggesting that the synthe- 
sis of MCP-1 and MCP-2 is differentially regulated in sepsis (554). MCP- 
1 levels weakly correlated with those of MCP-2 and IL8 and were associated 
with a more severe course. In addition to MCP-1 and -2, another C-C 
chemokine, RANTES, is also involved in the inflammatory response follow- 
ing endotoxemia. In mice challenged with endotoxin, RANTES mRNA 
has been found to increase in the lungs, liver, and, slightly, in circulating 
leukocytes (349). Furthermore, KANTES protein was detected in the lungs 
and in part was responsible for the influx of macrophages, as was evident 
from experiments in which endotoxemic mice were treated with anti- 
RANTES antibodies. Finally, anti-TNF treatment reduced the expression 
of RANTES mRNA, indicating that the induction of RANTES was depen- 
dent on TNF (349). Similarly, expression of other C-C chemokines in- 
volved in the recruitment of macrophages and neutrophils in the lungs, 
such as MIP-la, is induced in the lungs following endotoxin challenge 
(352). Inhibition of this chemokine in a mouse endotoxemia model resulted 
in a decreased influx of neutrophils and macrophages in the lungs, a 
diminished lung permeability, and slightly improved mortality (352). To- 
gether these observations suggest that chemokines orchestrate the migra- 
tion of leukocytes during endotoxemia and sepsis. To what extent this 
contributes to the complications of sepsis remains to be established. 

IX. Other Cytokines 

In addition to TNF, IL1, IL6, and IL8, other cytokines are involved in 
the pathogenesis of sepsis. A brief discussion of these cytokines and their 
supposed role in sepsis is given here. 

A TIIE ANTI-INFLAMMATORY CYTOK~NE INTERLEUKIN-10 

ILlO is a typical anti-inflammatory cytokine that was initially character- 
ized as a factor produced by T helper subset 2 (Th2) lymphocytes inhibiting 
the production of cytokines by Thl cells (555). However, monocytes stimu- 
lated with bacterial products can also produce significant amounts of ILlO. 
Its amino acid sequence has been unraveled (556). Also, the structure of 
one of its receptors is known. This receptor is structurally related to that 
for interferon (557). 

ILlO is a potent inhibitor of the synthesis and release of proinflammatory 
cytokines TNF, IL1, IL6, IL8, and IFNy by endotoxin-stimulated mono- 
cytes, macrophages, or neutrophils (537, 558-562), probably by inhibiting 
the transcription of the genes of these cytokines (563). ILlO has different 



effects on endothelial cells in that it does not interfere with or even 
enhances the production of IL6 and MCP-1 by these cells (564). Further- 
more, ILlO inhibits endotoxin-stimulated tissue factor expression and in- 
duction of procoagulant activity by Inonocytes (565, 566). The irnportant 
role of ILlO in inhibiting the release of proinflainmatory cytokmes under 
physiological conditions in uiuo is demonstrated in IL10-deficient mice: 
These animals develop chronic enterocolitis presumably from uncontrolled 
immune responses stimulated by enteric antigens (567). 

Circulating ILlO levels increase during experimental endotoxemia in 
human volunteers, reaching peak levels 90- 120 min. after the endotoxin 
gift (138, 23.5, 470, 561); these levels are not affected by inhibitors of 
platelet-activating factor or IL6 (470) but are potentiated by intravenous 
administration of epinephrine (138). Studies with neutralizing anti-TNF 
antibodies suggest that TNF induces the release of ILlO during experimen- 
tal enotoxeinia, which is confirmed by the observation that the administra- 
tion of TNF induces the release of ILlO in human volunteers, reaching 
maximal levels at 45 inin after the TNF injection (23Fi). However, in severe 
sepsis TNF is probably not the main inducer of ILlO because in a lethal 
E. coli model in baboons anti-TNF does not affect the release of ILlO (351). 

Neutralization of endogenous ILl0 hy pretreatment with an anti-IL10 
monoclonal antibody in aniinal inodels for sepsis results in higher circu- 
lating TNF levels and a greater mortality (342, 561), demonstrating that 
ILlO is an important inhibitor of proinflammatory cytokine synthesis dur- 
ing endotoxemia. Observations in mice deficient for ILlO have confirmed 
that this cytokine is indeed a natural suppressant of TNF production 
during systemic and local inflammation (568, 569). Because of its anti- 
inflammatory properties, ILl0 has been evaluated for its efficacy to reduce 
mortality of animals suffering from sepsis. In mice, the administration of 
ILl0 at a dose of approximately 1 pg per animal reduces the release of 
proinflammatory cytokines and substantially improves outcome when also 
given 30 min after the challenge (304, 340, 561, 570, 571). In a cecal 
ligation puncture model, ILl0 decreased mortality even when given 6 hr 
after induction of sepsis (340). Furthermore, it can reduce mortality of 
mice challenged with staphylococcal enterotoxin B (572). Similar effects 
were observed with an ILlOIFc-y construct (573). Notably, in these experi- 
ments ILl0 also induced a general state of immunosuppression that may 
be important for cliriieal application because it augments susceptibility to 
repeated infections or continuous invasion of microorganisms (304). Gene 
therapy with an expression plasmid containing cDNA coding for human 
ILI 0 was successfully applied in mice to diminish the inflammatory re- 
sponse induced by endotoxin (574). The results of this novel approach for 
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the treatment of sepsis were encouraging in that significant protection was 
afforded and that TNF release was reduced. 

Circulating ILlO is increased in most patients with sepsis: In one study 
levels were increased in 22 of 48 (46%) patients with normotensive sepsis 
and in 17 of 21 (81%) patients with shock (575). In another study 83% of 
the patients with septic shock and only 25% of critically ill patients had 
increased levels of ILlO (576). In the latter study it was further concluded 
that IL10, because of its correlations with circulating neopterin, TNF, IL6, 
and IL8, likely is produced by cells of the monocyte-macrophage lineage. 
In 25 children with fulminant meningococcal septic shock, circulating ILlO 
was increased in all patients, with the highest levels occurring in patients 
who died (577). These results were confirmed by others showing that levels 
of ILlO were increased in all patients with neisseria meningococcal septic 
shock and were higher than levels in patients without shock (578). Compa- 
rable findings were reported by others (374, 579, 580). In patients with 
septic shock caused by other bacteria besides Neisseria species, levels of 
circulating ILlO were increased and higher than those in patients with 
non-septic shock (581). In addition, levels correlated with parameters, 
reflecting severity of shock. In another study in patients with trauma, 
40 of 66 patients had elevated ILlO levels, which were associated with 
hypotension and the development of sepsis (582). Whether endogenous 
ILlO is able to control the release of proinflammatory cytokines by mono- 
cytes-macrophages completely during sepsis is not known. ILlO adminis- 
tration to healthy volunteers suppresses in a dose-dependent fashion the 
production of IL1 and TNF by endotoxin ex vivo (583, 584). Leukocytes 
from patients with sepsis are indeed unresponsive to endotoxin in vitro 
with regard to the production of TNF and IL1 (145, 146,585). This state 
of unresponsiveness may reflect interaction of leukocytes with ILlO (578) 
and not TGFP or IL4 (578, 580). Surprisingly, however, ILlO correlates 
positively, and not inversely, with levels of proinflammatory cytokines, such 
as TNF, IL6, and IL8, in septic shock (578-581). 
IL4 and ILlO have overlapping effects in vitro (586-588). However, 

the administration of ILA to animals with sepsis increases mortality (589). 
In agreement herewith, mice deficient for IL4 develop local inflammatory 
reactions similar to those of wild-type mice (568), indicating that at least 
in some inflammatory models IL4 is not an important suppressant of 
endogenous TNF release. The reason for these diverging effects of ILlO 
and IL4 in viuo is unknown, although there is some evidence for dissimilar 
effects in vitro as well. For example, in contrast to ILlO and TGFP, IL4 
is unable to downregulate procoagulant activity and tissue factor expression 
by human macrophages stimulated with endotoxin (590). Increased levels 
of active TGFP have been observed in a baboon model for sepsis (351) as 
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well as in occasional patients with sepsis or septic shock (578). Furthermore, 
circulating and bronchoalveolar levels of ILA may be increased in patients 
with sepsis (591). 

Taken together the data discussed in this section indicate that in most 
animal models for sepsis the major role of ILlO is to limit the synthesis 
of TNF and IL1. Whether a similar role is played by endogenous ILlO in 
human sepsis remains to be established. Furthermore, exogenous ILlO 
is a promising candidate for therapeutic use, although considering the 
unresponsiveness of peripheral blood mononuclear cells from patients with 
sepsis for endotoxin-induced TNF and IL1 release, it may not be efficacious 
in some patients. 

B I N T E R F E R O N - y  AND I N T E R L E U K I N - 1 2  

Interferons were among the first cytokines to be discovered and repre- 
sent a family of (g1yco)proteins that can be produced by virtually every 
cell in the body in response to viral and nonviral stimuli such as bacteria, 
protozoa, and endotoxin. Interferons are divided into a few subgroups, 
some of which contain several members each produced by a different 
gene. For example, at least 14 different types of IFNa are now recognized 
(592). IFNy, constituting one of the subgroups of interferon, has a number 
of effects on and is produced by immune cells and has, therefore, also 
been called inimune interferon. This cytokme was cloned in 1982 (593), 
is mainly produced by T cells and N K  cells, and is able to activate macro- 
phages [for review, see Ref. (592)]: It enhances the transcription of IL1 
and TNF by these cells (91) and increases the production of reactive 
oxygen and nitrogen intermediates. IFNy can also interact with endothelial 
cells. For example, it potentiates the ability of these cells to produce 
reactive nitrogen intermediates in response to TNF, IL1, or endotoxin 
(594) and thereby affects vascular tone, and it enhances TNF-induced 
hyperpermeability (218). Similarly, it synergizes with TNF in the induction 
of cytokines such as RANTES by endothelial cells (173). Subcutaneous 
injection of IFNy to patients with cancer induces the release of TNF in 
vivo (595). Because of these and other effects, IFNy is, in the context of 
sepsis, a proinflammatory cytokine. 

Involvement of IFNy in the pathogenesis of sepsis is evident from a 
number of observations. First, circulating levels of this cytokine increase 
in baboons receiving an infusion with a lethal dose of live E. coli, reaching 
peak levels at 8 hr after the challenge (264, 596), or in D-galactosamine- 
treated or normal mice challenged with staphylococcal enterotoxin B (471), 
but not in human volunteers after a challenge with a low dose of endotoxin 
(264). A similar increase of circulating IFNy occurs in mice challenged 
with a lethal dose of endotoxin (597). Second, levels of circulating IFNy 
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are increased in some children (19%) with severe infectious purpura and 
associated with a fatal outcome (364). A small percentage of adults with 
sepsis also have increased plasma levels of IFNy (372), although this is 
not consistently found (367). The third and perhaps most convincing piece 
of evidence is that passive immunization of animals with antibodies that 
neutralize the activity of interferon-y confers significant protection against 
a lethal endotoxin-induced Shwartzinan reaction (598, 599), a lethal chal- 
lenge with endotoxin (589, 597, 600), and a lethal challenge with live S. 
nureus (344) or E. coli (601), even when given as late as 2 hr after the 
challenge (589,597). It is not clear whether protection is due to diminished 
TNF synthesis: In some studies (318,589, 599) it is and in others it is not 
associated with reduced circulating levels of TNF (471, 597, 601). Anti- 
IFNy partially inhibited endotoxin-induced pulmonary edema in mice 
(602). Anti-IFNy, however, did not afford protection against staphylococcal 
enterotoxin B-induced mortality in galactosamine-sensitized mice (471). 
On the other hand, the administration of IFNy to animals receiving a 
sublethal challenge with endotoxin or live bacteria increases mortality, 
which is accompanied by increased plasma levels of TNF and IL6 (589, 
597, 601). Studies in mice deficient for IFNy-R challenged with S. nureus, 
however, have revealed that IFNy may have beneficial effects as well: In 
the deficient mice bacterial growth and levels of proinflammatory cytohnes 
are higher during the initial stages of sepsis resulting in an increased 
mortality during the acute stage, whereas in the deficient mice surviving 
the acute phase, mortality was lower during the later stages of the septic 
process (603). These data indicate that IFNy has detrimental (but also 
some beneficial) effects in sepsis and, in addition, may be an interesting 
target for iininunotherapy in sepsis, particularly because anti-IFNy therapy 
seems to be most effective at the later stages. However, one should realize 
that in situations of impaired host defenses such as in neonates, IFNy, 
rather than anti-IFNy, decreases mortality probably by restoring impaired 
defenses, as has been shown in a mouse model for sepsis with group B 
streptococci (604). 

The source of IFNy in sepsis is not clear. Considering that they are 
potent sources for IFNy and necessary for the full development of the 
endotoxin-induced Shwartzinan reaction (605), NK cells are probably ma- 
jor sources of IFNy in sepsis. If so, IL12 may be an important cytokine 
in sepsis as well because this cytokine can be produced by macrophages 
stimulated in vitro with endotoxin, particularly in the presence of IFNy 
(606). 

Bioactive IL12 is a heterodimer consisting of two subunits with molecular 
masses of 40 and 35 kDa, respectively, i.e., the p40 and p35 subunits. This 
cytokine is known for its potency to regulate the balance between Thl 
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and Th2 lymphocytes, favoring a shift toward the former (607). In addition, 
it is a potent inducer for the secretion of IFNy by N K  cells. The receptor 
for IL12 consists of two subunits (608,609), both of which are homologous 
to gp130, the signal transducing peptide chain of the IL6 receptor, and 
to the receptors of G-CSF and LIF. 

IL12 is released into the circulation following a challenge with endotoxin 
(610, 611). Studies in baboons challenged with a lethal or a sublethal dose 
of E. coli show that similar levels of bioactive IL12 as well as its free 
40-kDa chain are released following a lethal or a sublethal dose of E coli 
despite that IFNy levels are different in both conditions (264, 596). Thus, 
IL12 cannot be the only factor required for release of IFNy during sepsis. 
It synergizes with TNF in this regard. However, in addition to IL12 and 
TNF, other cytokines are likely involved in the synthesis of IFNy because 
administration of both cytokines to mice was not sufficient to induce IFNy 
(612). Cytokines recently identified to fulfill this role in IFNy production 
are ILL5 (613) arid IFNy-inducing Factor (IL18) (614-616). Whether these 
cytokines are induced during sepsis is unknown. 

The important role of IL12 in the pathogenesis of sepsis is illustrated 
by observations in animal models that administration of neutralizing anti- 
IL12 antibody reduces the release of IFNy (611, 612, 617) and affords 
protection against the development of chock (612, 617). Administration of 
IL12 to animals, however, does not induce a sepsis-like syndrome (618), 
indicating that IL12 acts in conjunction with other cytokines. On the 
other hand, intraperitoneal administration of IL12 in D-galactosamine mice 
challenged with staphylococcal enterotoxin B conferred protection (619), 
showing that IL12 may also have beneficial effects in sepsis. Increased 
production of IL12 also occurs in human sepsis: In a recent study of a 
group of children with meningococcal sepsis, circulating levels of IL12 
p4O were increased in the majority of patients, with the highest levels 
occurring in those who died ( J .  Hazelzet et al., submitted for publication). 

The role of IFNa in sepsis seems to be opposite to that of IFNy because 
this cytokine affords protection against a lethal challenge with endotoxin 
(599, 62O), which is accompanied by a diminished synthesis and release 
of TNF. Surprisingly, observations in mice suggest that IFNa, as well as 
IFNO, may act as a cofactor for IFNy induction by gram-negative bacteria 
(621). Levels of IFNa in plasma increase during a lethal endotoxin-induced 
Shwartzman reaction (599) and in some patients with sepsis (364, 372). 

C LEUKEMIA INHIBITORY FACTOR 

LIF is a cytokme with a remarkable number of seemingly unrelated 
activities involved in metabolism, growth, and differentiation (622). Among 
these activities are induction of acute phase protein synthesis in the liver 
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[LIF is identical to hepatocyte stimulatory factor I11 (440,441)], differentia- 
tion of murine monocytic leukemia cells into macrophages, proliferation 
of myoblasts, differentiation and proliferation of megakaryocytes, inhibition 
of melanocyte-derived lipoprotein lipase, activation of osteoclasts, differen- 
tiation of cholinergic neurons, proliferation of DA-1 myeloid cells, as well 
as a role in early embryogenesis [for review, see Ref. (62211. LIF shares 
amino acid sequence homology with oncostatin-M and ciliary neurotrophic 
factor and, to a lesser degree, with IL6 and G-CSF (415, 623, 624). LIF 
binds to cells initially via a low-affinity receptor (LIF-R), which has been 
cloned recently and found to be structurally related to gp130 (625), the 
signal transducing molecule of the IL6-R. Moreover, a high-affinity binding 
for LIF is induced once LIF-R becomes associated with gp130 (14,626), 
as has been found for the interaction between IL6, IL6-R, and gp130 (see 
above). Considering that IL6 and oncostatin-M also use gp130 for signal 
transduction, it is not surprising that LIF, IL6, and oncostatin-M have 
overlapping functions (14). 

Although its precise mechanism of action is not known, LIF is involved 
in the pathogenesis of sepsis: First, LIF enhances host resistance against 
lethal endotoxemia in mice, at least when administered 2-24 hr before 
the challenge, and particularly when combined with low doses of IL1 or 
TNF (627, 628). Whether this effect is dependent on the induction of 
acute phase proteins (629) is not known. Second, passive immunization of 
mice against LIF reduces lethality, which is accompanied by a diminished 
release of TNF, IL1, and IL6 during endotoxemia (630), suggesting that 
LIF affects the endotoxin-stimulated synthesis of these cytokines. In vitro 
LIF can induce the synthesis of TNF, IL1, IL6, and IL8 by different cell 
lines (631). Moreover, using a radioreceptor competition assay Waring et 
al. (632) demonstrated increased levels of LIF in some occasional patients 
with gram-negative sepsis. The same authors reported increased levels of 
LIF in 13 of 33 patients with meningococcemia; these levels correlated 
with disease severity and mortality (633). In patients with sepsis due to 
other organisms besides meningococci, approximately 33% had detectable 
levels of LIF (634). Furthermore, in septic baboons large quantities of 
LIF are released into the circulation following a challenge with a lethal 
or, to a lesser extent, a sublethal dose of E.  coli (172). The course of LIF 
in this model is remarkably parallel to that of IL6. Moreover, intravenous 
injection of TNF induces LIF in baboons, suggesting that, as for IL6, most 
of LIF produced during sepsis is induced by endogenous TNF (172). 

D. MACROPHACE MIGRATION INHIBITION FACTOR 
The precise role of MIF in sepsis is far from clear. During endotoxemia 

in mice MIF is synthesized by the pituitary gland and possibly also by 
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other organs, which finally results in increased circulating levels that reach 
their maximum values 20 hr after the challenge (635). Neutralization of 
MIFs (using specific rabbit anti-MIF antiserum in mice) that are subse- 
quently challenged with a LD50 of endotoxin confers significant protection 
against mortality, whereas coadministration with recombinant MIF en- 
hances mortality (635). These data demonstrate that MIF potentiates lethal 
endotoxemia and may play an important role in the pathogenesis of sepsis. 
Recently, low concentrations of glucocorticoids were found to induce rather 
than to inhibit MIF production from macrophages, raising the intriguing 
possibility that this cytokine overrides glycocorticoid-mediated inhibition 
of endotoxin-induced cytokine production (636). Obviously, more studies 
are needed to establish the precise role of this interestingcytokine in sepsis. 

E GRANULOCYTE COLONY-STIMULATING FACTOR 

G-CSF was originally identified as a neutrophil-specific hemopoietin. 
Analysis of the nucleotide sequence of cDNA coding for G-CSF predicts 
that G-CSF consists of a single peptide chain of 174 amino acid residues 
(637). G-CSF can be produced by a number of different cells, for example, 
macrophages or endothelial cells, in response to endotoxin, TNF, or IL1 
(638, 639). Levels of G-CSF increase after an intravenous administration 
of endotoxin to humans, the highest Ievels occurring 6 hr after the challenge 
(270, 275, 282, 640). The precise role of G-CSF in sepsis is not known. 
On the one hand, it may be involved in the leukocytosis and contribute 
to the activation of neutrophils (641, 642) and the release of cytokines 
such as TNF (643) and aggravate acute lung injury (644). On the other 
hand, G-CSF induces the release of anti-inflammatory cytokines and recep- 
tors, such as ILlra and sTNF-R (643), and attenuates sepsis in some 
animal models possibly by reducing circulating TNF levels (645-648) or 
by improved recruitment of neutrophils to infected sites (649). A similar 
protective effect of G-CSF was also observed in a model for peritonitis 
induced by cecal perforation (650) and in a model for T cell-mediated 
lethal shock triggered by superantigens (651). Furthermore, G-CSF was 
able to reduce mortality in neutropenic rabbits challenged transtracheally 
with Pmteurella rnultocida (652). In other models, however, no significant 
effect of G-CSF was observed on the systemic and pulmonary responses 
to endotoxin (653). 

A few stuches have reported on G-CSF levels in patients with sepsis. 
Levels are increased in patients with sepsis compared to patients with 
trauma and remained elevated in nonsurviving patients (492). In patients 
with meningococcal sepsis, G-CSF levels were elevated, particularly in 
patients with shock. More precisely, levels exceeding 10 ng/ml are associ- 
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ated with shock, disseminated intravascular coagulation, fulrninant infec- 
tion, and fatal outcome (654). 

F GRANULOCYTE-M~CROPIIAGE COLONY-STIMULATING FACTOR 

A few observations suggest that GM-CSF is also involved in the patho- 
gensis of sepsis. The administration of GM-CSF to healthy volunteers 
induced activation and degranulation of neutrophils as well as the release 
of IL8, but not that of TNF or IL6 (655). In addition, pretreatment 
with GM-CSF enhanced the release of TNF, IL1, and IL6 and increased 
mortality in mice challenged with endotoxin (647, 656). Administration of 
GM-CSF 3 hr after the onset of peritonitis induced by cecal ligation and 
puncture to rats resulted in an accelerated course of sepsis, presumably 
because of inhibition of peritoneal infiltration of neutrophils and hence 
impaired local defense against the infecting microorganisms (657). In con- 
trast, pretreatment of rats suffering from burns for 5 days with GM- 
CSF before induction of sepsis by cecal ligation and puncture resulted in 
improved survival (658). Finally, increased circulating levels of GM-CSF 
briefly occurred in patients with life-threatening shock associated with 
meningococcal sepsis (654). 

X. Perspectives 

Following the observation by Cerami and co-workers (16) that TNF is 
involved in the pathogenesis of sepsis, a large number of papers have 
shown expression and release of various cytokines in human and animal 
sepsis. However, their precise role in the pathogenesis of human sepsis is 
not fully understood as is illustrated, for example, by the failure of large 
multicenter trials to show efficacy of inhibitors of TNF or IL1 in reducing 
mortality of septic patients. One might therefore postulate that cytokines 
are not important in the pathogenesis of human sepsis. Although it cannot 
be definitely ruled out, a strong argument against this possibility is that 
the administration of cytokines, such as TNF or IL1, to human beings 
induces a sepsis-like syndrome. For example, studies in (cancer) patients 
have shown that septic shock-like syndromes can be induced by IL2 (19, 
20,659,660), which in turn induces the release of most cytokines discussed 
above (247,516,661-665). Another explanation for the failure of anticyto- 
kine therapies in sepsis is that the release of most cytokines occurs rather 
early in the septic process and, hence, that treatment with anticyto- 
kines is only efficacious when applied at a very early stage of sepsis. 
In agreement herewith, anti-IL1 and anti-TNF therapies are particularly 
efficacious in animal models when administered before or shortly after the 
challenge. In this respect it is to be noted that studies in cancer patients 



have shown that the repeated administration of IL2 can induce severe 
hypotension and inultiple organ failure, both of which resolve within 2 or 
3 days upon discontinuation of IL2 therapy. Because most patients with 
sepsis do not die within 2 or 3 days upon admission to a hospital, it seems 
justified to expect that appropriate cytokine-modulating therapy should be 
able to prevent mortality in most patients with full-blown sepsis. A third 
reason for the failure of anticytohne therapies in human sepsis may be 
that in most animal models cytokines are synthesized and released in an 
ordered fashion due to a standardized way of challenging with endotoxin 
or bacteria. In human sepsis the challenge will be nonstandardized and 
quite variable. Therefore, the synthesis and release of cytokines in huinan 
sepsis will occur in a less standardized fashion, and, in addition, will he 
modified by underlying disease processes. This will allow synergisms and 
antagonisms between cytokines and other mediators that are not observed 
in animal models for sepsis and, hence, make anticytokine therapies in 
patients unpredictable. A fourth reason for the failure of anticytolune 
therapies in human sepsis is that cytokines not only have harmful effects 
in sepsis but also help in the defense against the invading microorganisms. 
These opposing effects may vary froin patient to patient and in the various 
stages of the septic process. Therefore, successfd cytokine-modulating 
therapy in sepsis likely will require (i) further appreciation of the precise 
role of each cytolune in the pathogenesis of sepsis, (ii) development of 
methods that allow rapid bedside assessment of the contribution of various 
cytohnes to the septic process in individual patients, and (iii) deterinina- 
tion of patient-specific cytokine profiles, which can be used to fine-tune 
cytokine-modiilating therapies. It is hoped that such an approach will 
help reduce mortality of sepsis. 
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Role of Macrophage Migration Inhibitory Factor in the Regulation 
of the Immune Response 
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1. Introduction 

The development of an inflammatory response is an essential component 
of the host response to infection or tissue invasion. Cytokines, released 
primarily by leukocytes, play a pivotal role in this process by recruiting 
and activating the various cell types that participate in an inflammatory 
reaction. The regulation of inflammation is by necessity under tight control 
because an overwhelming response by the host can be detrimental, as 
exemplified by the frequently fatal manifestations of endotoxemia and the 
toxic shock syndromes (1, 2). 

Glucocorticoid hormones are among the most potent regulators of host 
inflammation and act to suppress the production of cytokines and other 
proinflammatory mediators (3-6). Recent studies have led to the discovery 
that the mediator historically termed “macrophage migration inhibitory 
factor” (MIF) acts as a physiological counterregulator of glucocorticoid 
action within the immune system. MIF has the unique property of being 
released from macrophages and T cells in response to glucocorticoids. 
Once released, MIF overrides or counterregulates the inhibitory effect of 
glucocorticoids on immune and inflammatory responses (7, 8). In this 
review, we summarize data that have led to the conceptual development 
of the MIF/glucocorticoid regulatory system and discuss the implications 
of MIF action in the overall control of host inflammatory and immune re- 
sponses. 

11. Background 

Infection or tissue invasion initiates a localized inflammatory response 
that serves to contain and ultimately eliminate the offending stimulus. 
Although this occurs primarily by the action of infiltrating immune effector 
cells, there is also a systemic response to tissue invasion. Initially, this is 
elicited by pain (or fear) and consists of an activation of the hypothalamic- 
pituitary-adrenal axis (HPA), leading to the adrenal release of glucocorti- 
coid hormones. Glucocorticoids are extremely potent, endogenous modula- 
tors of inflammation and immunity and will affect the course and magnitude 
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of the ensuing host response (3, 4, 6). Baseline glucocorticoid levels also 
appear to control the “set-point” of the inflammatory reaction (9, 10). One 
dramatic example of the central role of glucocorticoids in host immunity 
is the extreme compromise exhibited by animals that have had their pitu- 
itary or adrenal glands removed (11, 12). For instance, rodents that have 
been hypophysectomized so as to remove their source of adrenocortico- 
trophic hormone (ACTH) are extremely sensitive to bacterial infection 
and endotoxic shock. These mice readily succumb to nanogram quanti- 
ties of endotoxin (lipopolysaccharide), whereas up to 1000-fold higher 
doses are required to achieve comparable lethality in normal, intact animals 
(12). Pharmacologically, glucocorticoids remain the most powerful anti- 
inflammatory and immunosuppressive substances identified and their wide- 
spread clinical utility is limited only by dose-dependent side effects leading 
to diabetes, hypertension, osteoporosis, cataracts, and growth arrest (4). 

Several years ago, we made note of the long-standing observation that 
in contrast to other hormonal networks that regulate carbohydrate, electro- 
lyte, or blood pressure homeostasis, no systemic mediator(s) had been 
identified that could counterregulate the powerful effects of glucocorticoids 
on the immune system. This situation prompted us to engage in exploratory 
studies to find potentially new mediators that might be released systemically 
and that could counter the suppressive effects of glucocorticoids on in- 
flammation and immunity. As part of this experimental program, we cloned 
an apparently novel 12.5-kDa protein that was identified to be secreted 
by the corticotrophic pituitary cell line AtT-20 (7) .  Upon sequencing, we 
were astonished to find that this pituitary peptide shared very high homol- 
ogy with the previously identified human protein, MIF. 

By way of background, the existence of a mediator called MIF was first 
proposed in the early 1960s based on the observation that a product 
associated with activated lymphocytes could inhibit the random movement 
or migration of cultured macrophages (13-15). This engendered significant 
interest as MIF became one of the first soluble, nonimmunoglobulin factors 
that could be studied in uitru. Over the next decade, MIF activity was 
reported to be associated with various macrophage fiinctions including 
adherence, phagocytosis, spreading, and enhanced tumoricidal activity 
(16-18). Nearly 25 years passed before human MIF was cloned (19), 
however, and this was due largely to difficulties in identifylng an abundant 
cellular or tissue source of the protein for amino acid sequence determina- 
tion. During this period, additional mediators with the “negative” chemo- 
tactic activity of MIF were also found, such as interferon-y (IFN-y) and 
interleukin-4 (IL-4), and this served to diminish somewhat the general 
interest in MIF (20, 21). It also must be noted that several published 
reports that utilized the original preparations of human MIF have been 
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withdrawn. The “MIF”  used in these studies was present in an unpurified 
form that was subsequently found to contain significant quantities of the 
mitogen phytohemagglutinin (an immune cell activator) (22, 23).  

111. Properties of the MIF Protein 

We cloned mouse MIF from the cDNA of the AtT-20 pituitary cell line 
and human MIF from the Jurkat T cell line. The recombinant proteins 
were expressed in Escherichia coli and purified in an lipopolysaccharide 
(LPS)-free form by a two-step procedure consisting of Mono-Q anion 
exchange followed by reverse-phase chromatography. Both mouse and 
human recombinant MIF exhibit macrophage migration inhibitory activity 
when assayed in a modified Boyden chamber system (7, 24). 

Mouse and human MIF show 90% identity in their primary amino acid 
sequence (115 amino acids), the highest known homology described to 
date for a mouse/human “cytokine” pair. All the MIF homologs described 
to date, which include human, mouse, rat, chicken, and bovine proteins, 
lack a classical N-terminal leader sequence (19, 25-28, 88) and appear to 
be released from cells either by granular secretion or by a nonconventional 
pathway. Although two potential N-glycosylation sites exist in the primary 
sequence, mass spectroscopic analysis of a preparation of purified native 
MIF has ruled out any covalent, posttranslational modification (24). 

IV. Structure of the MIF Gene 

The mouse and human MIF genes are both small (<1 kbf, display a 
similar intrordexon organization, and show a high degree of homology in 
their codmg regions (70.4, 86.4, and 67.5% for exons 1, 2, and 3, respec- 
tively) (25-27). With the exception of a 27% sequence homology with the 
enzyme L-dopachrome tautomerase (described below), neither the mouse 
nor the human MIF DNA sequences display significant homologies with 
any other known genes. The mouse MIF gene is located on chromosome 
10 and maps to a position coincident with several recessive mutations, 
including the gray lethal ( g l  ), mocha (mh),  and grizzled (gr)  (26). Currently, 
however, there is no indication that mutations of the MIF gene result in a 
known mouse defect or disease. Ongoing efforts to create an MIF knockout 
mouse (in collaboration with Dr. Glen Dram# Dana Furber Cancer 
Institute) have so far been unsuccessful. Although the MIF( +/-) pheno- 
type has been obtained, no homozygous MIF(-/-) progeny have yet 
been bred. 

As shown in Fig. 1, several consensus sequences that may be involved 
in the transcriptional regulation of MIF gene have been identified. These 
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FIG. 1. Sequence of mouse MIF gene and potential pronioter/enhancer motifs (26) 
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enhancerhegulatory binding domains, many of which exist in the promoters 
of both the mouse and the human MIF genes (26,27), include a sequence 
motif implicated in the basal expression of the protooncogene c-fos, an 
Sp-1 site, a CAMP responsive element (CRE), an AP-2 site, and a possible 
“negative” glucocorticoid responsive element (nGRE), all located in close 
proximity to the RNA transcription start site. A cytokine-1 (CK-1) site and 
a nuclear factor-KB (NF-KB) site also were identified further upstream 
on the minus DNA strand. Functional promoter studies are needed to 
determine the role of these and other promoter elements in the expression 
of the MIF gene. Nevertheless, it appears that the MIF promoter contains 
regulatory sequences that are characteristic of both cytokine ( NF-KB) and 
endocrine hormone (CRE and nGRE) genes (26, 27). 

In contrast to the human MIF gene, which is expressed as a single 
functional gene, analyses of mouse genomic DNA have revealed the exis- 
tence of multiple pseudogenes (25, 26). Northern blotting of RNA from 
various mouse tissues has shown that the MIF gene is transcribed as a 
single, 0.6-kb mRNA species and that in many tissues and cell types 
MIF is consitutively expressed (26). This has been confirmed by recent 
immunohistochemistry and in situ hybridization methods that show that 
MIF is present in many nonimmune and endocrine cells, where it may 
play an autocrine or paracrine role in cell regulation (29). 

V. Cell and Tissue Localization of MIF 

MIF circulates normally at a basal level in serum that has been deter- 
mined to be 3-5 ng/ml in rodents and human subjects (7; C. N. Metz, 
unpublished observations). MIF protein exists preformed in macrophages, 
T cells, and the corticotrophic cells of the anterior pituitary gland (7, 
29-31). Following stimulation, cellular MIF content declines rapidly 
(<1 hr) and this is followed by an induction in the expression of MIF mRNA 
(>3  hr) (29). As detailed in Table I, significant quantities of preformed MIF 
are also detected in various tissues and cell types, including the adrenal 
glands, kidney, lung, liver, and the skin. 

A. ANTERIOR PITUITARY GLAND 

As mentioned earlier, MIF was discovered to be an abundant, preformed 
constituent of the anterior pituitary gland (7). Immunocytochemical and 
ELISA analyses have shown that MIF accounts for approximately 0.5% 
of the total pituitary protein content (7). By comparison, the values 
for the “classical” pituitary hormones ACTH and prolactin are 0.2 and 
0.08%, respectively (32, 33). Both the administration of endotoxin (LPS) 
in vivo and the stimulation of pituitary cells in vitro with LPS results in 
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TABLE I 
TISSUE A N D  CELL.UI.AR LOCALIZATION OF MIF 

Organ Primary cell typehegion Reference 

Anterior pituitaq 
Iinmune system 

Adrcnal gland 
Lung 

Kidney 

Liver 

Skin 

Testes 
Pancreas 
Eye 

Brain 

ACTH and soine TSH secreting cells 
Monocytes/macrophages, T cells (TH2 > TH1) 
Eosinopliils 
Cortex-zona gloinenilosa, zona fasiculata 
Bronchial epithelium, alveolar ~nacrophages (type I1 

Tiibulur and gloinerular epithelial cells and some 

Hepatocytes surrounding central veins and Kupffer cells 

Keratinocytes, sebaceous glands. and outer root sheath 

Leydig cells 
Islets, fi cells 
Corneal epithelial and endothelial cells, differentiating 

Cortex, hypothalinus, and cerebelluin-neurons 

pneiiinocytes) 

endothelial cells 

following 1,PS administration 

of hair follicle 

cells of the lens 

7, 34 
30, 31 
87 
29 
29, 36, 37 

29 

29 

29, 38 

40 
43 
41, 42 

44, 88 

the release of MIF protein and an increase in MIF message levels. Cortico- 
trophic pituitary cells also release MIF after stimulation with corticotrophin- 
releasing factor (CRF), albeit MIF secretion appears to occur in response 
to lower levels of CRF than are necessary to stimulate ACTH release (34). 
Further studies utilizing iminunogold electron microscopy have localized 
MIF to the granules present exclusively in ACTH and TSH secreting cells 
(34). These initial observations on the pituitary localization of MIF have 
led us to explore the role of MIF in infection and stress using various 
experimental models (discussed below). 

B M ~ N ~ C ~ T E S / M A C ~ ~ ~ P I I A G E S  

For almost 30 years MIF activity had been considered to be a product 
of the activated T lymphocyte and its target of action the monocyte/macro- 
phage. We discovered, however, that the macrophage is also an important 
source of MIF production (8, 30). Moreover, in the classic tuberculin- 
induced delayed-type hypersensitivity (DTH) model in mice, the macro- 
phage is the predominant source of MIF (35).  Macrophage MIF is released 
upon stimulation with various proinflammatory agents, including gram- 
negative endotoxin (LPS), the gram-positive exotoxins, toxic shock syn- 
drome toxin 1, and the cytokines TNF-a, and IFN-7, as well as hemozoin 
or malaria pigment (8, 30, 64; T. Calandra, unpublished observations). Of 
note, the LPS concentration required to upregulate MIF expression is at 
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least two orders of magnitude lower than that needed to induce the expres- 
sion of TNF-a, suggesting that the MIF release response is extremely 
sensitive to proinflammatory stimuli. Furthermore, the production of MIF 
in response to increasing concentrations of bacterial LPS follows a bell- 
shaped curve, decreasing at higher levels. This may be an important protec- 
tive mechanism of the host to prevent detrimental effects of excessive 
amounts of MIF release, as discussed in the following section. At high 
levels (>lo0 ng/ml) MIF was also found to induce TNF-a secretion by 
macrophages and to synergize with IFN-.)I to promote nitric oxide produc- 
tion (30). These data indicate that at the local level, MIF may act in concert 
with TNF-a and IFN-y to amplify the proinflammatory responses of macro- 
phages. 

C T LYMPHOCYTES 

Using specific molecular probes for MIF, we recently examined the 
expression of MIF by T cells and explored its role in T cell physiology 
(31). T cells purified from mouse spleens or human peripheral blood 
constitutively express MIF mRNA and MIF in preformed stores. T cells 
release significant quantities of MIF protein upon stimulation with aCD3 
antibody, mitogens (PMA, ionomycin, and PHA), or glucocorticoids and 
this is followed over time by an increase in the levels of MIF mRNA 
expression (discussed below). Both TH1 cells, which favor the development 
of cell-mediated immunity, and TH2 cells, which promote humoral immu- 
nity, constitutively express MIF. However, a prominent induction of MIF 
mRNA and protein was observed only when TH2 clones were stimulated 
with concanavalin A (Con A) (31). The observation that there is an induction 
of MIF expression and release of MIF protein by T cells following activation 
in turn led to studies examining the potential role of MIF in T cell immunity 
(discussed below). 

D ADRENAL GLAND 

Immunoreactive MIF protein is present under normal conditions in the 
zona glomerulosa and in selected areas of the zona fasiculata of the rat 
adrenal cortex and is absent in the adrenal medulla (29). MIF mRNA was 
present constitutively and the strongest hybridization signals were observed 
in the zona glomerulosa. Following the systemic administration of LPS, 
the adrenal content of MIF decreased, and this was followed by a significant 
increase in the expression of MIF message. 

E LUNG 
Analysis of rat lung sections revealed a basal level of expression of MIF 

mRNA and protein within the bronchial epithelium and in some alveolar 
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macrophages (29). There was an induction in MIF mRNA levels and 
a slight decrease in the MIF protein content following LPS injection. 
Immunohistochemical staining of human lung tissue obtained from patients 
suffering from acute respiratory distress syndrome (ARDS) revealed sig- 
nificant quantities of MIF present not only in macrophages but also in 
type I1 pneumocytes (36, 37) .  

F LIVER 

Immunoreactive M I F  was localized to the hepatocytes surrounding the 
central veins and to the endothelial cells of both the sinus and central 
venules (29). Whereas MIF mRNA expression was barely detectable in 
hepatocytes and Kupffer cells under normal conditions, the systemic ad- 
ministration of LPS produced a marked increase in MIF mRNA expression 
in Kupffer cells (29). 

G SKIN 

MIF is expressed predominantly in the keratinocytes of the epidermis 
(29, 38), in the cells of sebaceous glands, and in the outer root sheath of 
the hair follicles (29). Similar to the observations made in other tissues, 
MIF protein expression declined while mRNA expression increased follow- 
ing the administration of LPS in viuo. The rapid loss of MIF protein 
immunoreactivity presumably reflects active secretion. This is then accom- 
panied by a coordinate induction of MIF mRNA expression to replace lost 
protein stores. Several other cytokines, including TNF-a, IL-1, IL-6, 1L- 
8, and TGF-0, have been shown to be present in the epidermal keratino- 
cytes (39). Currently, very little is known about the role of cytokines in 
the pathogenesis of inflammatory shn disease. However, this finding sug- 
gests the potential role of MIF in immune reactions and inflammation of 
the skin. 

H TESTES 

A systematic analysis of tissue/organ expression of MIF has also led to 
the identification of MIF expression in the rat testis (40). Iminunoreactive 
MIF was localized to the intertubular regions of the testis, specifically to 
the Leydig cells. Northern blotting analysis then confirmed that the testis 
is a site of MIF production and not simply a site of protein uptake. The 
addition of recombinant MIF to cultured Leydig cells results in a dose- 
dependent suppression of inhibin production by seminiferous epithelium, 
suggesting a further role of M I F  in the regulation of testicular function. 

I EYE 

MIF is also abundantly expressed in the early stages of the embryonic 
chicken lens and expression strongly correlated with cell differentiation 
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(41). Two potential functions of MIF in the lens have been postulated-It 
may play a role during eye infection by interacting with the few 
macrophage-like cells (halocytes) in the vitreous body of the eye or it may 
mediate the communication between the lens and the retina during normal 
eye development, In addition, MIF (mRNA and protein) expression has 
been localized to the human cornea (42). MIF was present in endothelial 
cells and the basal cells of the corneal epithelium, suggesting that MIF 
may be involved in corneal cell immunity and cellular differentiation. 

J.  PANCREATIC ISLETS 

An immunohistochemical survey of the tissue distribution of MIF also 
revealed significant quantities in the endocrine pancreas. Further studies 
using the differentiated insulin-secreting P cell line, INS-1, and isolated 
rat pancreatic islets demonstrated that the expression of MIF is regulated 
by glucose. Moreover, secreted MIF acts to regulate insulin secretion in 
an autocrine manner, indicating that MIF may play a central role in the 
regulation of carbohydrate metabolism (43). 

K. BRAIN 

We have recently mapped the distribution of MIF transcripts and protein 
in the rat brain (44). MIF expression was found primarily in the neurons 
of the cortex, hypothalmus, cerebellum, and pons. In situ hybridization 
revealed the highest levels of MIF mRNA in the cell bodies of neurons, 
whereas by immunohistochemistry, most of the MIF protein was detected 
within the terminal fields associated with neurons. Following the intracis- 
ternal injection of LPS, MIF is rapidly released into the cerebral spinal 
fluid (CSF). The presence of MIF within the hippocampus and hypothala- 
mus and the release of MIF into the CSF after LPS administration comple- 
ment our previous findings of MIF as an important neuroendocrine me- 
diator. 

VI. Biological Properties of MIF 

As previously stated, MIF was originaIly described as a lymphokine 
that inhibited the random migration of guinea pig macrophages (13-15). 
However, over the past several years MIF has been discovered to exhibit 
a number of pleiotropic effects, as shown in Table 11. 

A. MEDIATOR SECRETED I N  RESPONSE TO INFLAMMATORY STIMULI 

The first in vivo studies of MIF in rodents showed that the pituitary 
release of MIF is an integral part of the host’s systemic stress response. 
When mice received an intraperitoneal injection of endotoxin, there was 
a dramatic decrease in the pituitary content of MIF protein, a concomitant 
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Activity Reference 

In uitro (2100 ng/inl) 
Inhibitor of macrophage migration 13, 24 

30 

8, 31 

Stimulator of' TNFa and costimulator of NO production 
I n  uitro (<I00 nghnl) 

Counterregulator of the anti-inflaniinatory and 
iinmunosuppressive effects of glucocorticoid hormones on 
irninune cells 

Mediator of T cell activation 31 

Pituitary, macrophage, and T cell mediator secreted in response 7, 8, 31 

Required for antigen-dependent T cc4 priming, antibody 31, 35 

7 ,  37, 55, 56, 58, 64 

I n  uiuolregulatory effects 

to inflaininatory stimuli 

production by B cells, and DTH 

infectious diseases including gloineruloiieplrritis, arthritis, 
malaria, and ARDS 

Mediator of septic shock, as well as other infiammatory 

rise in plasma MIF levels, and a slower, time-dependent increase in the 
expression of pituitary MIF niRNA (7, 8). MIF was found to circulate 
normally in serum at concentrations of -3-S ng/ml in rodents or in normal 
human volunteers (7, 8; C. N. Metz, unpublished observations). Activation 
of the HPA axis in rodents by handling or other physiological stress also 
produced a time-dependent elevation in plasma MIF that reached levels 
of -SO ng/ml (8) and occurred over a similar time course (-3 hr) as the 
more classically described, stress-related increases in circulating ACTH 
and glucocorticoid levels. These early data provided the first evidence for 
the concept that MIF circulates normally and is released by the pituitary 
gland in response to stress or systemic inflammatory stimuli (discussed 
firrther below). 

The first b io logd  studies of purified, recombinant MIF (rMIF) showed 
that this protein exhibited a number of proinflammatory functions of critical 
importance to the host. MIF was found to potentiate endotoxemia when 
co-injected with LPS into mice (7). Conversely, neutralizing anti-MIF 
antibodies fully protected mice from a lethal LPS injection, demonstrating 
that MIF, like TNF-a, IL-1, and IFN-y, plays a critical role in the inflam- 
matory network leading to endotoxic shock and death ( 7 ) .  

€3 MIF AS A GLUCOCORTICOID COUNTERREGULATOR 

The proinflammatory effects of MIF were somewhat unexpected when 
considered in the context of the observation that MIF is released from 
the same pituitary cell type that releases ACTH, a mediator that stimulates 
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the adrenal secretion of glucocorticoids-potent anti-inflammatory hor- 
mones. This apparent paradox was resolved by experiments in which it 
was shown that glucocorticoids, in low concentrations, directly induce MIF 
release from macrophages and T cells (8). Initially, this finding was also 
surprising because it had been generally considered that glucocorticoids 
inhibit the release of proinflammatory mediators (45-47). MIF thus be- 
came the first mediator to be described that is actively released from cells 
upon glucocorticoid stimulation (8). The observation that glucocorticoids 
induce the secretion of immune cell MIF, a “proinflammatory” factor, led 
us to propose that the primary role of MIF might be to regulate the anti- 
inflammatory effects of glucocorticoids (8). This possibility was tested first 
by examining the effect of rMIF on glucocorticoid inhibition of cytokine 
production in vitro and on endotoxin-induced lethality in uiun. As shown 
in Fig. 2, when added to cultured monocytes, rMIF was found to override, 
in a dose-dependent fashion, glucocorticoid inhibition of TNF-a, IL-lP, 
IL-6, and IL-8 secretion (8). The ability of MIF to overcome the inhibition 
of cytokine secretion vaned directly with the concentration of glucocorti- 
coid and decreased with increasing dexamethasone concentrations. 

FIG. 2. MIF overtides glucocorticoid-mediated suppression of cytokine production by 
human monocytes in uitro. Human mononuclear cells isolated from peripheral blood were 
preinciibated with dexanethasone ( 109 M )  or dexamethasone with rMIF (0.01, and 0.1, 
1.0 ng/ml) before the addition of LPS (1 pg/ml) to stimulate cytokine production. Cttltiire 
supernatants were collected after 12 hr and the secreted cytokines were measured by 
ELISA (8). 
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The counterregulatory activity of MIF in glucocorticoid-mediated immu- 
nosuppression in uiKo was confirmed by experiments in which we studied 
the effect of exogenoiisly administered MIF on protection conferred by 
dexametliasone in a mouse model of endotoxic shock. As illustrated in Fig. 
3, tlie administration of rMIF together with dexamethasone to LPS-treated 
mice completely blocked the protective effect of dexamethasone on LPS 
letliality (8). By counteracting glucocorticoids, MIF allows for the develop- 
ment of acute inflaminatory response and, subsequently, of an anti- 
gen-specific immune response. The release of MIF “centrally,” from the 
pituitary, indicates that the host also has the capacity to antagonize the 
anti-inflammatory properties of glricocorticoids at tlie systemic level (7,s). 

On first examination, the fact that inflammation or stress result in tlie 
production of both anti-inflammatory (glucocoiticoid) and proinflammatory 
(MIF) mediators rnay appear paradoxical. However, in common with other 
physiological systems, it is apparent that a counterregulatory mechanism 
is essential to provide the balance and regulation that are necessary to 
control the inflamniatoiy cascade Both MIF and glucocorticoids circulate 
at concentrations that have regulatory activity, indicating that the baseline 
state of the MIF/gliicocorticoid diad is one of an “active” balance between 
pro- and aI~ti-inf~~iini~iatory effects. As for glucocorticoids, serum concen- 
trations of MIF increase many-fold during stress, inflammation, or infection 
(7, 8, 29). The observation that MIF release follows a bell-shaped, dose- 
response curve and that its overriding capacity is diminished at high gluco- 

100 f 
Dex+LPS w 

Dex+MIF+LPS u 
0 1 2 3 4  

Days post-LPS 

Frc:. 3. MIF overrides glucocorticoid-medillted inhibition of LPS lethality in vico. BALB/ 
c mice were injected intraperitoneally with desaltletlmone (1.25 mg/kg) with or without 
rMIF (0.6 mg/kg) or saline as control. After 2 hr, all mice were injected intraperitoneally 
with 1,PS (22.5 ing/kg). MIF-treated mice received an additional MIF  injection at the time 
of I,Ps challengc~ m t l  17 Iir thereafter (8). 
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corticoid concentrations further suggests the existence of important physio- 
logical “control points” within the MIF/glucocorticoid counterregulatory 
system. 

c T CELL ACTIVATION A N D  ANTIGEN-SPECIFIC IMMUNITY 

Further studies have established that the MIF/glucocorticoid counter- 
regulatory relationship plays a critical role in T cell activation and in 
antigen-specific T cell and B cell responses. As in the macrophage system, 
MIF is released by T cells activated by mitogens, receptor cross-linking 
agents, or specific antigen (31). Importantly, glucocorticoids in low concen- 
trations will also initiate the release of MIF from T cells (8). This MIF 
then acts in a regulatory fashion to override glucocorticoid inhibition of T 
cell activation (31). When primed human T cells were incubated with 
either mitogen or antigen together with glucocorticoid, MIF was found 
to override, in a dose-dependent manner, the glucocorticoid-mediated 
suppression of T cell proliferation and cytokine (IL-2 and IFN-7) produc- 
tion, as shown in Fig. 4. The important role of the MIF/glucocorticoid 
regulatory system on T cell responses in vivo was substantiated by adminis- 
tering neutralizing anti-MIF antibodies to mice at the time of immunization 
with a soluble antigen. Anti-MIF significantly inhibited the development 
of both antigen-specific T cells and the primary antibody response, an 
effect that was attributed to the increased immunosuppressive effects of 
glucocorticoids after neutralization of endogenous MIF (31). 

D DISEASE PATIIOGENESIS 

The biological properties of MIF as a physiological counterregulator of 
glucocorticoid action in inflammation and immunity have prompted much 
interest into the potential role of MIF in various inflammatory disease 
states. 

1. Septic Shock 
The pituitary plays an important role in the host response to endotoxemia 

(48). Hypophysectomized animals (lacking their pituitary) succumb to LPS 
lethality at doses at least 1000-fold less than their normal counterparts 
(12). It has been hypothesized that this is due to the fact that pituitary- 
deprived animals fail to secrete ACTH and thus exhibit an impaired gluco- 
corticoid stress response. However, other observations suggest that stress 
glucocorticoid responses cannot completely explain the extreme sensitivity 
of the hypophysectomized animals to endotoxin (12). 

Because the pituitary is ideally situated to integrate central and periph- 
eral stimuli and initiate the increase in systemic glucocorticoids that accom- 
panies host stress responses, we examined the role ofpituitary MIF in shock 
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FIG. 4. MIF overrides glucocorlicoid-inediated inhibition of T cell activation. Human 
T cells were purified from the peripheral blood and cultured with dexamethasone ( M )  
alone or with dexamethasone M )  plus rMIF prior to stimulation with either Con A 
or tetanus toxoid together with antigen presenting cells. The cultures were then pulsed 
with [JH]thymidine (top) or supernatants were collected for cytokine determination by 
ELISA (bottom) (31). 

using a rodent model of endotoxemia (7). Following the intraperitoneal 
injection of LPS into mice, pituitary MIF mRNA levels increase, pituitary 
MIF protein decreases, and circulating concentrations of MIF increase. 
Like TNF-a and IL-lP, MIF is a critical mediator of the acute inflammatory 
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response. When coinjected into mice with LPS, recombinant MIF en- 
hances lethal endotoxemia, whereas neutralizing anti-MIF antibodies pro- 
vides full protection from endotoxic shock (7). 

2. Delayed- Type H y perserisitivit y 
MIF was originally described to mediate macrophage accumulation and 

activation in DTH reactions (14, 15). The tuberculin skin reaction is a 
classical model of DTH. It is specific to the sensitizing stimulus, is “delayed” 
in onset, and is mediated by an infiltrating cellular immune response. As 
such, DTH is often considered to be a model immunological response for 
the study of normal and pathological processes in vivo. We examined the 
expression of MIF (mRNA and protein) and investigated its role in the 
DTH response by studying the tuberculin reaction in mice (35). Both MIF 
mRNA and protein were expressed in DTH lesions, although primarily by 
monocytes/macrophages and not by T cells as originally hypothesized. 
These studies also were the first to reveal the expression of MIF within 
endothelial cells in areas of active inflammation. The administration of 
neutralizing MIF antibodies to mice significantly inhibited the develop- 
ment of DTH, confirming the central role of MIF in this classical immuno- 
logical response. 

3. Glomemhaephritis 

Macrophage activation and accumulation contribute to glomerular cres- 
cent formation in various types of human and experimental glomerulone- 
phritis (49-54). The expression of MIF in the kidney during the develop- 
ment of rat anti-glomerular basement membrane glomerulonephritis, a 
model of macrophage-mediated renal injury, has been explored (55). In 
this model, renal injury is induced by the administration of rabbit anti- 
glomerular basement membrane antibody (anti-GBM) into rabbit IgG- 
sensitized rat hosts. This results in a severe inflammatory reaction, leading 
to crescentic glomerulonephritis, proteinurea, and renal failure. 

MIF mRNA and protein were found to be constitutively expressed in 
the normal kidney, specifically in the tubular epithelial cells and in some 
glomeivlar visceral and parietal epithelial cells (55). MIF expression by 
intrinsic hdney cells, as well as the endothelium, increased during the 
development of rat crescentic glomerulonephritis. Macrophage accumula- 
tion was observed in the areas of highest MIF expression and was associated 
with focal glomerular and tubulointerstitial lesion formation, as well as 
with macrophage accumulation in Bowman’s space and crescent formation. 
Glomerular MIF expression during the progression of anti-GBM glomeru- 
lonephritis also correlated with increased urinary protein excretion and 
decreased creatinine clearance. 
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Further experiments have examined the role of neutralizing anti-MIF 
antibodies in rat glomerulonephritis (56). Animals treated with a neutraliz- 
ing anti-MIF monoclonal antibody had significantly reduced proteinurea, 
enhanced renal function, reduced histological renal tissue damage, and 
substantially decreased renal leukocytic infiltration and activation com- 
pared to animals treated with an isotype-matched control antibody. Block- 
ing MIF activity with monoclonal antibody treatment also resulted in a 
substantial decrease of MIF mRNA and protein expression by both intrinsic 
kidney cells and infiltrating macrophages. Anti-MIF antibody treatment 
was associated with significant decreases in the expression of IL-lP, leuko- 
cyte adhesion molecules, and the inducible form of nitric oxide synthase. 
In this disease model, anti-MIF did not affect the huinoral immune re- 
sponse, nor did it alter the immune deposition within the kidney. Thus, 
the role of MIF in suppressing rat crescentic glomerulonephritis appeared 
to be related primarily to its ability to inhibit cell-based mechanisms of 
tissue injury. 

4 .  Arthritis 

Rheumatoid arthritis is a chronic, remitting and relapsing autoimmune 
disease characterized by synovial proliferation leading to pannus formation, 
cartilage destruction, and bone erosion. Macrophages contribute to the 
pathogenesis of arthritis by secreting various chemoattractants and by 
upregulating vascular adhesion molecules and integrins via IL-1 and TNF- 
a secretion. Together with other immune cell types, macrophages release 
factors that promote local tissue inflarnmation, enhance the growth and 
proliferation of synovial lining cells, induce neovascularization, and cause 
joint destruction by matrix-degrading enzymes (57). 

We have measured MIF levels in synovial fluids obtained from the knee 
joints of humans suffering from rheumatoid arthritis (RA) or osteoarthritis 
(OA) generally a less inflainniatory and nonerosive form of arthritis. As 
shown in Fig. 5, there was threefold more MIF in the joint fluid from RA 
patients than in that obtained from OA patients. 

Inimunohistochemical studies in the rat have established that MIF pro- 
tein is present constitutively within the epithelial lining cells of the synov- 
ium of the joint (C. Metz and R. Bucala, unpublished observations). In 
joints obtained from animals with collagen-induced arthritis, MIF expres- 
sion was increased in the synovial lining cells. MIF was also readily detected 
in the infiltrating macrophages (and to a lesser extent in T cells) as well 
as in endothelial cells bordering areas of inflammation. 

Depletion of MIF by the administration of neutralizing antibodies during 
the immunization phase of collagen-induced arthritis in mice led to delayed 
arthritis onset and markedly reduced severity of arthritic pathoIogy (58). 
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Rheumatoid Osteoarthritis 
Arthritis 

FIG. 5.  MIF levels in synovial fluids obtained from patients with either rheumatoid 
arthrititis or osteoarthritis. 

The suppressive effects were associated with a decrease in circulating 
anti-collagen type I1 IgGz, autoantibodies and a decrease in the T cell 
proliferative response to collagen 11. 

5. Acute Respirato y Distress Syndrome 
ARDS is a life-threatening condition of lung injury caused by the infiltra- 

tion and activation of inflammatory cells, particularly neutrophils, within 
the pulmonary airspaces (59). ARDS is a prime example of an inflammatory 
disease state in which the regulatory balance within the immune response 
shifts toward acute inflammation and tissue injury. The clinical presentation 
of ARDS is associated with the production of numerous proinflammatory 
cytokines and chemokines (IL-1, TNF-a, and IL-8) (60, 61) that initiate 
a cascade of events leading to damage of the alveolar/capillary interface 
and subsequent leakage of fluid into the alveolar space (59). The onset of 
the condition is rapid and the disease course is rapid, unpredictable, and 
often fatal. Various pharmacologic therapies, including glucocorticoids, 
have been tested in ARDS in an attempt to inhibit the overproduction of 
inflammatory mediators (62, 63). Given the potential role of MIF as both 
a proinflammatory mediator and a downregulator of the glucocorticoid 
action, it was natural to consider that this mediator may play a critical role 
in the regulatory imbalance associated with ARDS (37). 

As shown in Fig. 6, the MIF levels were higher in the bronchoalveolar 
lavage fluids (BALs) obtained from ARDS patients than control subjects. 
By immunohistochemistry, alveolar macrophages and type I1 alveolar epi- 
thelial cells appeared to be the major sites of MIF production within the 
pulmonary airspaces (36, 37). 

To examine the potential effects of MIF in the regulation of cytokine 
production during ARDS, cells obtained from the BALs of ARDS patients 
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FIG. 6. MIF levels in bronchoalveolar lavage obtained from normal controls vs ARDS 
patients (37).  

were incubated with neutralizing anti-MIF antibodies (37). A significant 
reduction in both TNF-a (30%) and IL-8 (60%) secretion was found 
compared to controls. Conversely, the addition of recombinant MIF to in 
vivo-activated BAL monocytes cultures increased even further the sponta- 
neous release of cytokines by these cells. 

We next investigated whether MIF could override the inhibitory effects 
of steroids on BAL cells obtained from patients with ARDS (37) .  In a 
series of overriding experiments, it was shown that recombinant MIF, 
when added to corticosteroid-treated ARDS cells, overcame the inhibitory 
effects of the steroids on cytokine production. These data were the first to 
establish that MIF could function as an antagonist of the anti-inflammatory 
actions of glucocorticoids in cells obtained from inflammatory lesions that 
had been activated in .situ. 

6. Malaria 

Approximately 1-2 million people die each year of malaria infection. 
We investigated the potential role of MIF in the pathophysiology of malaria 
by studying a mouse model, P. chabaudi infection. We observed that 
macrophages secrete large quantities of MIF after phagocytosis of parasit- 
ized erythrocytes or malaria pigment (hemazoin) in ~itro and that there is 
a disease-dependent increase in circulating MIF levels during P. chabaudi 
infection in mice in vivo (64). 
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An important manifestation of malaria infection is a severe anemia that 
contributes significantly to the malaria-related deaths of children before 
the age of 2. The pathogenesis of anemia in malaria is not well understood 
but appears to result from enhanced erythrocyte destruction (65, 66) and 
defective erythropoiesis (67,68). Recent studies have shown that decreased 
erythropoietin production does not contribute to malaria-associated anemia 
(69) and that the circulatingimmune mediators, IL-lp, IL-la, TNF-a, and 
IFN-y, do not contribute significantly to the suppression of erythropoiesis 
during malaria (70). Therefore, there remains an interest in identifylng 
inhibitors of erythropoiesis that may be expressed during malaria infection. 

Preliminary studies indicate that recombinant MIF has a direct inhibitory 
effect on the formation of erythrocyte progenitors in vitro (H. Broxmeyer, 
unpublished observations). This effect was blocked specifically by the pres- 
ence of neutralizing anti-MIF antibodies. Given the observation that circu- 
lating levels of MIF increase dramatically during malaria infection, it is 
likely that MIF plays a role in the defective red blood cell production that 
frequently accompanies the disease. Nevertheless, further studies will be 
required to elucidate the precise function of MIF during the host response 
to malaria infection. 

VII. Recent Structure-Function Studies 

The human and rat MIF protein structures have been solved by X-ray 
crystallography (71-73). The structures of the two proteins are almost 
identical, differing in the positioning of 11 carboxy-terminal residues, which 
could not be visualized in the rat MIF crystal. As shown in Fig. 7, MIF 
forms a homotrimer of approximately 35 X SO X 50 A. Each monomer 
subunit consists of two antiparallel a helices and six p strands. Several 
hydrogen bonding sites between the monomers and a hydrophobic core 
stabilize the MIF trimer. 

At first glance, the overall structure of the MIF molecule-two CY helices 
running parallel to a /3 sheet plane-appears to be similar to that of 
the human class I histocompatibility antigen HLA-A2 (74) or IL-8 (75); 
however, the folding topology of MIF is entirely unique. It forms an d@ 
structure consisting of three p sheets surrounded by six a helices to form 
a unique solvent-accessible channel that ruqs the length of the molecule. 
This channel, which spans from 3 or 4 to 15 A, contains a regon of positive 
potential, suggesting that it might interact with negatively charged moieties. 
Although MIF is a secreted protein, all three cysteines exist as free thiols. 

MIF has been postulated to have glutathione-S-transferase activity (76, 
77). Although MIF shares 25-30% sequence homology with the first 30 
amino acids of glutathione S-transferase and MIF may bind to reduced 
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Fic,. 7 .  Crystal structure of MIF. Three-diinensional structure of h u m m  M I F  viewed 
down its tlireef'okl ayis of syinmetry [adapted from Ref. (7111. 

glutathione with low affinity (28, 78) ,  the three-dimensional structures of 
the two proteins are quite different. Moreover, attempts to demonstrate 
glutathione S-transferase activity using recombinant MIF have been unsuc- 
cessful (24). 

In addition to the weak primary sequence homology with the enzyme 
D-dopachrome tautomerase, M I F  displays significant three-dimensional 
structural homology with two hacterial enzymes with isomerase activity-4- 
oxalocrotonate tautoinerase (4-OT) and 5-carboxymethyl-2-hydroxy1nuco- 
nate isomerase (CHMI) (79). CHMI exists as a triiner similar to MIF. In 
contrast, 4-OT is organized as a hexainer ( i e . ,  a diiner of trimers), but the 
overall three-dimensional shape of each trimer is highly homologous to 
MIF. Interestingly, we have also observed a tautomerase activity associated 
with MIF in the conversion of 1,-dopachrorne to 5,6-dihydroxylndole-2- 
carboxylic acid (80). Although the substrate tested (D-dopachrome) does 
not exist naturally, the observation that MIF has tautornerase activity sug- 
gests that an enzymatic activity may underlie at least part of its biologi- 
cal function. 
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Interestingly, the architecture of the MIF molecule reveals several atypi- 
cal features for a cytokine, including a unique d/3 barrel fold and a solvent- 
accessible channel. Elucidation of the three-dimensional structure of MIF 
now makes it possible to design and analyze mutants to study the role of 
the central channel, the isomerase activity, and the domain(s) responsible 
for glucocorticoid counterregulatory activity. 

VIII. Therapeutic Implications and Future Directions 

Despite the widespread use of glucocorticoids as immunosuppressive 
or anti-inflammatory therapies, there is only partial knowledge of the molec- 
ular mechanisms by which glucocorticoids exert their effects. Glucocorti- 
coids are potent inhibitors of cytokine production and are known to inhibit 
gene transcription (45, 47, 81, 82). The interaction between the cytokine 
MIF and the glucocorticoid hormones presumably occurs via post receptor 
signaling pathways that converge upon a common subset of transcriptional 
regulators. Of note, it has been proposed recently that glucocorticoid 
inhibition of the transcription activator, NF-KB, may account for some of 
the anti-inflammatory effects of glucocorticoids (83, 84). Dexamethasone 
induces the transcription of the IkBa gene, thereby increasing IkBa protein 
concentrations in the cytoplasm, decreasing NF-KB translocation to the 
nucleus, and reducing NF-KB-mediated activation of cytokine genes. Eluci- 
dation of the molecular basis of the MIF/glucocorticoid interaction is an 
important future goal and may ultimately add to our understanding of the 
complex sequence of events responsible for acute and life-threatening 
inflammatory responses. Within the clinical setting, the ability of MIF to 
override glucocorticoid effects may explain in part why the administration 
of high doses of glucocorticoids to patients already in septic shock, and in 
whom both the stress response and the cytokine cascade have been acti- 
vated, has not been shown to be efficacious (85, 86). 

An emerging body of data indicates that MIF is a critical component of 
the immune system that acts in concert with glucocorticoids to regulate 
inflammation and immunity. An elevation in the blood or tissue level of 
MIF would act to counterregulate the action of glucocorticoids, and it 
is likely that this action would extend to glucocorticoids administered 
pharmacologically as part of a therapeutic regimen. The clincial develop- 
ment of steroid resistance in patients treated for autoimmune or inflamma- 
tory disease may result in part from an induction of MIF expression, 
thereby producing a systemic antiglucocorticoid effect. It is interesting to 
consider that an antibody or small molecule-based anti-MIF strategy might 
prove useful in increasing the immunosuppressive and anti-inflammatory 
properties of glucocorticoids, thereby decreasing and possibly eliminating 
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the requirement for steroid therapy in a variety of autoimmune and in- 
flammatory diseases. 
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1. Introduction 

The plasma kinin-forming system consists of three essential plasma pro- 
teins that interact upon binding to certain negatively charged surfaces or 
macromolecular complexes. These are coagulation factor XI1 (Hageman 
factor or HF), prekallikrein, and high-molecular-weight kininogen (HK). 
Once factor XI1 is activated to factor Xiia, it converts plasma prekallikrein 
to kallikrein and kallikrein digests HK to liberate the vasoactive peptide, 
bradykinin. Factor XIIa also converts coagulation factor Xi to factor XIa 
to continue the intrinsic coagulation cascade. The interactions of all four 
of these proteins to initiate blood clotting is known as “contact activation”; 
thus, the formation of bradykinin is a cleavage product of the initiating 
step of this cascade (Fig. 1). 

For optimal activation of factor XII, however, both prekallikrein and 
HK must be present. Thus, the rate of factor XI1 conversion to factor XIIa 
is dependent on each protein of the kinin-forming pathway and, in this 
sense, all the proteins are coagulation factors. This intrinsic coagulation/ 
kinin-forming cascade appears to be in equilibrium in plasma even in the 
absence of any exogenous surface, i.e., there is a finite rate at which 
activation occurs continuously, but plasma inhibitors hold the system in 
check. The addition of a macromolecular surface augments the activation 
rate such that significant generation of bradykmin occurs; then a combina- 
tion of kininases and protease inhibitors reestablish the equilibrium. In 
recent years, it has become evident that certain blood cells and vascular 
wall endothelial cells are capable of binding the proteins of the kinin- 
forming cascade. These reactions require zinc ion. Thus, activation may 
preferentially occur along the cell surface and some of the binding proteins 
may actually function as endogenous activators. These new concepts will 
be reviewed, the structure and functions of the individual components will 
be summarized, and their role in inflammation discussed. 
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FIG. 1. 
tion cascade. 

Relationship of bradykinin formation to the initiation of the intrinsic coagula- 

II. Protein Constituents 

A. FACTORXII 

Factor XI1 circulates as a single-chain zymogen with no detectable enzy- 
matic activity (Silverberg and Kaplan, 1982). It has a molecular weight of 
80,000 on SDS gel electrophoresis (Revak et al., 1974) (Table I), is synthe- 

TABLE I 
PHYSICO-CHEMICAI, PROPERTIES OF PHOTEINS OF THE CONTACT ACTIVATION CASCADE 

High-molecular- 
Protein Factor XI1 Prekdlikrein Factor XI weight kininogen 

~~ 

Molecular weight (Da; 80,427 79,545 140,000 116,643 

Carbohydrate (w/w) (%) 16.8 15 5 40 

Extinction coefficient 14.2 11.7 13.4 7.0 

Plasma concentration 

calculated) 

Isoelectric point 6.3 8.7 8.6 4.7 

(E'" 28O/nm) 

CLtW 30-45 35-50 4-6 70-90 
nmoVliter (average) 400 534 36 686 
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sized in the liver, and circulates in plasma at a concentration of 30-35 pg/ 
ml. Its primary sequence has been deduced from cDNA analysis (Cool et 
al., 1985; Que and Davie, 1986) and from direct protein sequence data 
(Fujikawa and McMullen, 1983; McMullen and Fujikawa, 1985). The 596 
amino acids present account for a molecular weight of 66,915; the remain- 
der (16.8%) is carbohydrate. The protein has distinct domains homologous 
to fibronectin, plasminogen, and plasminogen activators (Castellino and 
Beals, 1987; Cool et al., 1985) at its N-terminal end, whereas the C terminus 
has the catalytic domain. This latter portion is homologous to serine prote- 
ases such as pancreatic trypsin and even more so to the catalytic domain 
of plasminogen activators. 

Factor XI1 is unusual because it is capable of autoactivating once bound 
to initiating “surfaces” (Silverberg et nl., 1980a; Tankersley and Finlayson, 
1984). Thus, factor XI1 that is bound undergoes a conformational change 
that renders it a substrate for factor XIIa (Griffin, 1978). Gradually, all 
the bound factor XI1 can be converted to factor XIIa. Whether plasma 
normally has a trace of factor XIIa present is unknown, but if so its 
concentration is less than 0.01% of that of factor XII. The alternative is 
that the first molecule of factor XIIa is formed by interaction of two factor 
XI1 zymogen molecules on the surface, but this presumes some minimal 
activity present in the zymogen. If so, it is below our limits of detection 
and we favor the former scenario (Silverberg and KapIan, 1982). 

Activation of factor XI1 is due to cleavage of the molecule at a critical 
Arg-Val bond (Fujikawa and McMullen, 1983) contained within a disulfide 
bridge such that the resultant factor XIIa is a two-chain, disulfide-linked 
80-kDa enzyme consisting of a heavy chain of 50 kDa and a light chain 
of 28 kDa (Revak et aE., 1977). The light chain contains the enzymatic 
active site (Meier et al., 1977) and is at the carboy-terminal end, whereas 
the heavy chain contains the binding site for the surface and is at the 
amino-terminal end (Pixley et al., 1987). Further cleavage can occur at 
the C-terminal end of the heavy chain to produce a series of fragments 
of activated factor XI1 that retain enzymatic activity (Kaplan and Austen, 
1970; 1971). The most prominent of these is a 30-kDa species termed 
factor XI1 fragment (factor X11, ). Careful examination of Factor XIIf on 
SDS gels under nonreducing conditions reveals a doublet in which the 
higher band at 30 kDa is gradually converted to the lower band, which 
has a molecular weight of 28.5 kDa (Dunn and Kaplan, 1982). Reduced 
gels demonstrate that these two forms of factor XIIf are composed of the 
light chain of factor XIIa and a very small piece of the original heavy chain. 
Factor XIIf lacks the binding site to the surface as well as the ability of 
factor XIIa to convert factor XI to factor XIa, and does not participate in 
factor XI1 autoactivation. However, these fragments remain potent activa- 
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tors of prekallikrein (Kaplan and Austen, 1970). Thus, formation of factor 
XIII allows bradykinin production to continue until the enzyme is inacti- 
vated and the reactions can proceed at sites distant from the initiating 
surface. A diagrammatic representation of the cleavages in factor XI1 to 
generate factor XIIa and the two forms of factor XIIf is shown in Fig. 2. 

Once factor XIIa interacts with prekallikrein, rapid conversion to kalli- 
krein ensues followed by an important positive feedback in which kallikrein 
digests surface-bound factor XI1 to form factor XIIa and then factor XI11 
(Cochrane et al., 1973; Dunn et al., 1982; Meier et al., 1977). This reaction 
is 50-2000 times more rapid than the autoactivation reaction (Dunn et 
al., 1982; Tankersley and Finlayson, 1984) depending on the particular 
surface utilized. Thus, quantitatively, most of the factor XIIa or factor XIIf 
activity generated when plasma is activated is a result of kallikrein activation 
of factor XII. However, the autoactivation phenomenon can be demon- 
strated in plasma that is congenitally deficient in prekallikrein ( Fletcher 
trait) and cannot therefore generate any bradykinin (Saito et al., 1974; 
Weiss et al., 1974; Wuepper, 1973). Blood coagulation (Lea, conversion of 
factor XI to factor XIa by factor XIIa) does proceed, albeit at a much 

Factor Xl i  zymogen - Factor 

Factor Xllf 
(2) 

Factor Xllf 
(1) 

COOH 

HOOC HOOC 

FIG. 2. Cleavage sites upon activation of human Hageinan factor (factor XII) to form 
factor XIIa and then factor =If. 
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slower rate, and the partial thromboplastin time (PTT) can be shown to 
progressively shorten as the time of incubation of the plasma with the 
surface is increased prior to recalcification. As more factor XIIa forms by 
autoactivation, the rate of factor XI activation increases and the PTT 
approaches normal. 

B PHEKALLIKREIN 

Prekallikrein is also a zymogen without detectable proteolytic activity 
that is converted to kallikrein by cleavage during contact activation (Mandle 
and Kaplan, 1977). On SDS gels, it has two bands at 88 and 85 kDa. The 
entire amino acid sequence of the protein has been determined by a 
combination of direct protein sequencing and amino acid sequence predic- 
tion from cDNAs isolated from a hgt-11 expression library (Chung et al., 
1986). A signal peptide of 19 residues (which is cleaved off prior to secre- 
tion) is followed by the sequence of the mature plasma prekallikrein, which 
has 619 amino acids with a calculated molecular weight of 69,710. There 
is 15% carbohydrate as well. The heterogeneity observed by SDS gel 
electrophoresis is not reflected in the amino acid sequence; thus, it may 
be due to variation in glycosylation. Activation of prekallikrein by factor 
XIIa or factor XIIr is due to cleavage of a single Arg-Ile bond within a 
disulfide bridge such that a heavy chain of 56 kDa is disulfide linked to a 
light chain of either 33 or 36 kDa, each of which has a DFP-inhibitable 
active site (Bouma et nl., 1980; Mandle and Kaplan, 1977). This light chain 
heterogeneity reflects the two forins of the zymogen. 

The amino acid sequence of the kallikrein heavy chain is unusual and 
is homologous only to the corresponding portion of factor XI. It has four 
tandem repeats, each of which contains approximately 90 or 91 amino acids. 
The presence of six cysteines per repeat suggests a repeating structure with 
three disulfide loops. It is postulated that a gene coding for the ancestor 
of this repeat sequence duplicated and then the entire segment duplicated 
again to give the current structure. The light chain, containing the active 
site, is homologous to many of the catalytic domains of other enzymes of 
the coagulation cascade. 

In contrast to factor XII, prekallikrein does not circulate as a separate 
protein. It is bound to HK in a 1 : 1 biinolecular complex through a site 
on its heavy chain. The binding is firm, with a dissociation constant of 12- 
15 nM (Bock et al., 1985; Mandle et al., 1976), and this is unchanged 
upon conversion of prekallikrein to kallikrein. Thus, about 80-90% of 
prekallikrein is normally coinplexed to HK in plasma (Reddigari and 
Kaplan, 198913). It is the prekallikrein-HK complex that binds to surfaces 
during contact activation and the binding is primarily through HK (Wiggins 
et al., 1977), although some interaction of prekallikrein with the surface 
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can be inferred (McMillin et al., 1974). The dissociation of 10-20% of the 
kallikrein that forms along the surface may serve to propagate the formation 
of bradykinin in the fluid phase and at sites distant from the initiating 
reaction (Cochrane and Revak, 1980; Silverberg et aZ., 1980b). 

C. FACTOHXI 

Coagulation factor XI is the second substrate of factor XIIa (Fig. 1), but 
it has no role in bradykinin formation. Factor XI is unique among the 
clotting factors because the circulating zymogen consists of two identical 
chains linked by disulfide bonds (Bouma and Griffin, 1977; Kurachi and 
Davie, 1977). The dimer has an apparent molecular weight of 160 kDa 
on SDS gel electrophoresis but reveals a single 80-kDa protein upon 
reduction, Factor XI activation follows the familiar pattern of cleavage of 
a single peptide band (Arg-Ile) within a disulfide bridge to yield an amino 
terminal heavy chain of 50 kDa and a disulfide-linked light chain of 33 kDa. 
Because both subunits can be cleaved by factor XIIa and each resultant light 
chain bears a functional active site, factor XIa is a four-chain protein with 
two active sites. The concentration in plasma is only 4-8 Fuglml, the lowest 
among the contact proteins, and its heavy chain(s), like that of kallikrein, 
binds to the light chain of HK. Thus, factor XI and HK also circulate as 
a complex (Thompson et al., 1977). The dissociation constant is 70 nM 
(Tait and Fujikawa, 1987), which is high enough to ensure that virtually 
all the Factor XI is complexed. The molar ratio of the complex can consist 
of one or two molecules of HK per factor XI because of the dimeric nature 
of factor XI (Warn-Cramer and Bajaj, 1985). The binding site for HK on 
factor XI has been localized to the first (N-terminal) tandem repeat (Baglia 
et al., 1989). The factor XI-HK complex binds to the surface and conversion 
to factor XIa must occur on the surface; fluid phase conversion by factor 
XIIf is only 2-4% of that of surface-bound factor XIIa (Kaplan and Austen, 
1971). The primary function of factor XIa is to activate factor IX to IXa, 
which is the first calcium-dependent reaction in the intrinsic coagulation 
cascade. 

The amino acid sequence of human factor XI has been determined by 
cDNA analysis. It has an 18-amino-acid leader peptide followed by a 607- 
amino acid sequence for each of the two chains of the mature protein. 
The amino acid sequence of the heavy chain of factor XIa, like that of 
kallikrein, has four tandem repeats of about 90 amino acids with six 
cysteineshepeats implying three disulfide bands. Unpaired cysteines in the 
first and fourth repeats are postulated to form the interchain disulfide 
bridges between monomers to produce the homodinier. 

D. HIGH-MOLECULAR-WEIGHT KININOGEN 

HK circulates in plasma as a 115-kDa nonenzymatic glycoprotein at a 
concentration of 70-90 pg/ml (Adam et al., 1985; Berrettini et al., 1986; 
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Colman and Muller-Esterl, 1988; Proud et al., 1980; Reddigari and Kaplan, 
1989b). Its apparent molecular weight by gel filtration is aberrant at about 
200,000, indicative of a large partial specific volume due to its conformation 
in solution (Mandle et aZ., 1976). It forms noncovalent complexes with 
both prekallikrein and factor XI with dissociation constants of 15 nM (Bock 
and Shore, 1983; Bock et al., 1985) and 70 nM (Tait and Fujikawa, 1987; 
Thompson et al., 1979), respectively. There is sufficient HK in plasma to 
theoretically bind both factor XI1 substrates, and the excess HK (about 
10-20%) circulates uncomplexed. The complexes of HK with prekallikrein 
or factor XI are formed with the light chain region of HK; the isolated 
light chain (after reduction and alkylation) possesses the same binding 
characteristics as the whole molecule (Thompson et al., 1978, 1979). HK 
functions as a coagulation cofactor and this activity resides in the light 
chain (Thompson et al., 1978), which consists of a basic (histidine-rich) 
amino-terminal domain that binds to initiating surfaces (Ikari et aZ., 1981) 
and a carboxy-terminal domain that binds prekallikrein or factor XI (Tait 
and Fujikawa, 1986). The one cysteine in the light chain links it to the 
heavy chain. The prekallikrein binding site maps to residues 194-224 (Tait 
and Fujikawa, 1986, 1987) and the factor XI site to residues 185-242 (Tait 
and Fujikawa, 1987). Because these sites overlap, one molecule of HK 
can bind only one molecule of either prekallikrein or factor XI at a time. 

During contact activation, kallikrein cleaves HK at two positions within 
a disulfide bridge; first at the C-terminal Arg-Ser (Mori and Nagasawa, 
1981; Mori et al., 1981) and then at the N-terminal Lys-Arg to release the 
nonapeptide bradykinin ( ArgProProGlyPheSerProPheArg). A two-chain 
disulfide-linked kinin-free HK results that consists of a heavy chain of 
65,000 and a light chain variously reported at molecular weights of 56- 
62 kDa. A subsequent further cleavage of the light chain yields a final 
product of 46-49 kDa (Bock and Shore, 1983; Mori and Nagasawa, 1981; 
Mori et al., 1981; Reddigari and Kaplan, 1988; Schiffman et al., 1980), 
which retains all light chain functions. Tissue kallikrein can also digest HK 
to liberate kallidin or Lys-bradykinin, leaving the heavy chain disulfide 
linked to the 56- to 62-kDa light chain; the additional cleavage of the light 
chain is not made by this enzyme (Reddigari and Kaplan, 1988). It is 
important to note that tissue kallikrein is immunologically and structurally 
unrelated to plasma kallikrein. It is secreted by various organs or cells, 
such as salivary glands, kidney, pancreas, prostate, pituitary gland, and 
neutrophils, and is found in high concentrations in saliva, urine, and pros- 
tatic fluid. Its primary substrate is low-molecular-weight kininogen (LK), 
but it can release kallidin from either HK or LK. Kallidin is functionally very 
similar to bradykinin, albeit slightly less potent. A plasma aminopeptidase 
(Guimaraes et al., 1973) removes the N-terminal Lys to convert it to brady- 
kinin. 
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The very unusual domain structure of HK is shown in Fig. 3. Domain 
5, the histidine-rich region at the N-terminal end of the light chain, binds 
to initiating surfaces, whereas the binding of prekallikrein or factor XI at 
the C-terminal domain 6 of the light chain accounts for the cofactor 
function of HK in intrinsic coagulation and kinin generation. The complete 
amino acid sequence of HK has been determined as translated from the 
cDNA as well as by direct sequence analysis of the purified protein (Keller- 
mann et al., 1986; Kitamura et al., 1985; Lottspeich et al., 1985; Takagaki 
et al., 1985). HK has 626 amino acids with a calculated molecular weight 
of 69,896. An unusually high content of carbohydrate accounts for 40% 
of the observed molecular weight of 115 kDa. The heavy chain of 362 
residues is derived from the N terminus. This is followed by the 9-residue 
bradykinin (domain 4) sequence and then the light chain of 265 residues. 
The N-terminal end is blocked with pyroglutamic acid (cyclic glutamate). 
The carbohydrate is distributed via three N-linked glycosidic linkages on 
the H chain and nine 0-linked glycosidic linkages on the L chain. The H 
chain has three contiguous and homologous “apple”-type domains consist- 
ing of residues 1-116, 117-238, and 239-360 (Fig. 3). There are 17 
cysteines, 1 of which is disulfide linked to the L chain and the others are 
linked from 8 disulfide loops within these domains (Kellermann et al., 
1986). The three domains on the heavy chain are homologous to the 
cystatin family of protease inhibitors (includes sulfhydryl proteases such 
as cathepsins B, H, and L). Domains 2 and 3 (but not 1) retain this 
inhibitory function; for example, native HK can bind and inactivate two 
molecules of papain (Gounaris et al., 1984; Higashiyama et al., 1986; 

NH2 COOH 

cysteine f/ - 
prekallikrein 

surface and Factor XI prolease U 

inhibitor bradykinin binding binding 

FIG. 3. The structure of high-molecular weight (HMW) kininogen. The heavy chain 
region consists of three homologous domains (1-3) of which the latter two are sulfhydryl 
protease inhibition sites. Domain 4 contains the bradykinin moiety. The light chain region 
contains the surface binding site (domain 5) and overlapping binding sites for prekallikrein 
and factor XI1 (domain 6). 
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Ishiguro et al., 1987; Muller-Ester1 et al., 1985a). Limited proteolysis of 
the heavy chain can occur at susceptible bonds that separate the domains 
so that individual domains can be isolated. Cleavage at these sites may 
occur under certain pathologic conditions. 

E LOW-MOLECULAR-WEIGHT KININCKEN A N D  KININOGEN GENES 

Plasma contains another precursor of bradylanin (MW 68 kDa) known 
as LK. Its digestion by tissue kallikrein yields Lys-bradykinin and a kinin- 
free two-chain molecule consisting of a 65-kDa heavy chain disulfide linked 
to a light chain of only 4 kDa (Jacobsen and Kritz, 1967; Johnson et al., 
1987; Kellermann et al., 1986; Lottspeich et al., 1985; Muller-Ester1 et al., 
1985b). LK is not cleaved by plasma kallikrein. The amino acid sequences of 
HK and LK are identical from the amino terminus through the bradykinin 
sequence plus the next 12 residues (Muller-Ester1 et al., 1985b), after 
which the two sequences diverge. Thus, LK does not bind to surfaces or 
to prekallikrein or factor XI. The kininogens are produced from a single 
gene thought to have origmated by two successive duplications of a primor- 
dial cystatin-like gene (Kitamura et al., 1985). As shown in Fig. 4, there 
are 11 exons. The first 9 code for the heavy chain and each of the three 
domains in this portion of the protein is represented by 3 exons. The tenth 
exon codes for bradykinin and the light chain of HK, whereas the light 
chain of LK is encoded by exon 11. The mRNAs for HK and LK are 
produced by alternative splicing at a point 12 amino acids beyond the 
bradykinin sequence, thus enabling the two proteins to have different light 
chains (Fig. 4). 

111. Mechanisms of Bradykinin Formation 

A CONTACT ACTIVATION 

Contact activation was initially observed by the interaction of blood with 
glass surfaces (Margolis, 1958); subsequently, finely divided kaolin was 
used extensively as an experimental surface and for coagulation assays such 
as the partial thromboplastin time (Proctor and Rapaport, 1961). Ellagic 
acid (Ratnoff and Crum, 1964), a tannin-like substance used as a component 
of many commercial assay systems, was purported to be a soluble initiator 
but was later shown to form large sedimentable aggregates catalyzed by 
trace heavy metal ions, so it too is particulate (Bock et al., 1981). Subse- 
quently, dextran sulfate (Fujikawa et al., 1980; Kluft, 1978) and sulfatide 
(Fujikawa et al., 1980) have been used to study contact activation. Although 
sulfatide, a galactose sulfate sphingolipid found in nerve tissue, is an activa- 
tor, it occurs in quantities too small to be an effective activator. However, 
when purified, it can form highly charged rnicelles that are very efficient 
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FIG. 4. The gene for high-molecular-weight kininogen (HMWK). The boxes labeled 
1-9 represent the exon coding for the heavy chain of both HMWK and low-molecular- 
weight kininogen (LMWK). Exon 10 codes for the bradykinin (BK) sequence and the light 
chain of HMWK, whereas exon 11 codes for the light chain of LMWK. The mature mRNAs 
are assembled by alternative splicing events in which the light-chain sequences are attached 
to the 3' end of the 13-amino acid common sequence C terminal to BK. 

initiators (Griep et al., 1985; Tans and Griffin, 1982). Dextran sulfate is a 
truly soluble activator and a close homolog of naturally occurring sulfated 
mucopolysaccharides. High-molecular-weight preparations of 500 kDa are 
typically used (Fujikawa et al., 1980; Silverberg and Kaplan, 1982; Tankers- 
ley and Finlayson, 1984), but in a study of factor XI1 autoactivation (Silver- 
berg and Diehl, 1987b), much smaller fractions were effective down to as 
low as 5 kDa. The rate of factor XI1 activation increased markedly with 
dextran sulfate at 10 kD (or more) where the theoretical number of factor 
XI1 molecules capable of binding per particle increased from one to two, 
and similar results were seen with heparin. This presumably provides a 
critical intermolecular interaction required for optimal autoactivation. 

Naturally occurring polysaccharides are effective if they are highly sul- 
fated and these include heparin and chondroitin sulfate E (described in 
rodent mucosal mast cells) (Hojima et al., 1984). Other mucopolysaccha- 
rides known to catalyze factor XI1 autoactivation are dermatan sulfate, 



keratin polysulfate, or chondroitin sulfate C (Brunnke et al., submitted). 
The basenlent membrane of endothelial cell matrix may support contact 
activation, but this has not been demonstratedin vivo. Collagen, longthought 
to be an initiator, was proven to be ineffective and the activity reported 
was possibly due to contaminating matrix proteins. One pathophysiologic 
substance very likely to initiate contact activation in vivo is endotoxin 
(Morrison and Cochrane, 1974; Pettinger and Young, 1970; Roeise et al., 
1988) and there is good reason to believe that the contact cascade is 
activated in septic shock and the observed symptoms are due, in part, to 
the generation of bradykinin (Kaufman et al., 1991; Mason et al., 1970). 
Crystals of uric acid and pyrophosphate can also initiate kinin formation via 
this pathway (Ginsberg et al., 1980; Kellermeyer and Breckenridge, 1965). 

B REGULATION OF CONTACT ACTIVATION 

The various interactions of the bradykinin-forming pathway are shown 
in Fig. 5, which also includes the steps inhibited by C1 Inhibitor (C1 
INH) .  The autoactivation of factor XI1 as shown is very slow. However, 
the reciprocal reactions involving kallikrein contribute to a tremendously 
fast activation of factor XI1 as illustrated by the finding that if one molecule 
each of FXIIa and kallikrein per milliliter are present in a mixture of factor 
XI1 and prekallikrein at their plasma concentrations, 50% of the factor 
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Pathway for bradykinin forination indicating the autoactivation of Hagernan 
factor (HF or factor XII), the positive feedback by which kallikrein activates HF,  cleavage 
of HMW kininogen to release bradykinin, formation of Hageman factor fragment (HFf),  
and enzymatic activation of C1. The steps inhibitable by C1 INH are indicated. 
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XI1 would be activated in 13 sec (Tankersley and Finlayson, 1984). This 
corresponds to less than 5 X lo'? M of active enzyme in the preparations. 
The in vivo source of the active enzyme is unknown, but it may be formed 
by other plasma proteases, e.g., plasmin, proteases secreted by cells, or 
limited autoactivation along cell surfaces. In fact, very slow turnover of 
the cascade may always be occurring (Bernard0 et al., 1993a,b; Reddigari 
et aZ., 1993b; Shibayama et al., 1994; Silverberg and Kaplan, 1982) and 
controlled by plasma inhibitors (Weiss et al., 1986). Introduction of a 
surface or other polyanionic substances accelerates many thousandfold the 
baseline turnover of factor XI1 and prekallikrein to ignite the cascade. The 
addition of the cofactor IIK (which was not included in the aforementioned 
kinetic analysis) accelerates these reactions even further but requires the 
surface to be present. The surface appears to create a local milieu in the 
contiguous fluid phase (Griep et al., 1985; Griffin and Cochran, 1976; 
Silverberg and Diehl, 1987a), in which the local concentrations of reactants 
are greatly increased, which increases the rates of the reciprocal interaction. 
In addition, surf'ace-bound factor XI1 undergoes a conformational change 
that renders it more susceptible to cleavage (Griffin, 1978). The alternative 
idea (Kurachi et al., 1980; McMillin et al., 1974; Ratnoff and Saito, 1979) 
that binding of factor XI1 induces a conformation change that exposes an 
active site has essentially been disproved. Inhibitors such as C1 INH 
are not bound to the surface; thus, the balance between activation and 
inactivation is upset. The effect of dilution on plasma also diminishes the 
effect of inhibitors far more than any slowing of enzymatic reaction rates, 
The net effect is, therefore, a marked augmentation of reaction rate. 

Using dextran sulfate, the effect of the surface on the rate of factor XIIa 
conversion of prekallikrein to kallikrein was augmented 70-fold (Tankersley 
and Finlayson, 1984), whereas the effect on digestion of factor XI1 by 
kallikrein was as much as 3000- to 12,000-fold (Rosing et al., 1985; Tankers- 
ley and Finlayson, 1984). This latter reaction is about 2000-fold more rapid 
than the rate of factor XI1 autoactivation, and this kinetic dominance 
means that prekallikrein must be considered to be a coagulation factor. 
As indicated earlier, the PTT of prekallikrein-deficient plasma is much 
prolonged but does autocorrect as factor XI1 autoactivates on the surface. 
On the other hand, factor XII-deficient plasma has a markedly abnormal 
PTT and does not autocorrect and is essentially devoid of intrinsic clotting 
or kinin formation. Alternatively, purified factor XI1 preparations activate 
when tested with a surface or polyanion under physiologic conditions 
(Silverberget al., 1980a; Tankersley and Finlayson, 1984; Tans et al., 1983), 
whereas, prekallikrein does not. Hence, factor XI1 is considered absolutely 
requisite for intrinsic coagulation, whereas prekallikrein acts as an accel- 
erator. 
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In plasma, the involvement of HK was indicated by the discovery of 
persons whose plasma had a very prolonged PTT and who generated no 
bradykinin upon incubation with kaolin, but who were not deficient in 
factor XI1 or prekallikrein (Colman et al., 1975; Donaldson et al., 1976; 
Wuepper et al., 1975). This phenomenon was explained by the identifica- 
tion of HK as a nonenzymatic cofactor in contact activation. It appeared 
to accelerate activation of both factor XI and prekallikrein as well as factor 
XI (Griffin and Cochrane, 1976; Meier et al., 1977; Revak et al., 1977; 
Wiggins et al., 1977). The discovery that prekallikrein and factor XI1 circu- 
late bound to HK provided the mechanistic key to the explanation (Thomp- 
son et al., 1977). One function of HK is to present the substrates of factor 
XIIa in a conformation that facilitates their activation. Thus, prekallikrein 
that is bound to a surface in the absence of HK is not subsequently activated 
by factor XIIa (Silverberg et al., 1980b). A synthetic peptide encompassing 
the HK binding site for prekallikrein can interfere with contact activation 
by competitively interfering with the binding of prekallikrein to the HK 
light chain (Tait and Fujikawa, 1987); similarly, a monoclonal antibody to 
this binding site inhibits coagulation and lanin formation in plasma (Reddi- 
gari and Kaplan, 1989a). Factor XI activation is almost totally dependent 
on the formation of a surface binding complex with HK. HK also augments 
the rate of factor XI1 activation in plasma (Revak et nl , 1977; Wiggins et 
al., 1977), although it does not augment the activity of kallikrein against 
synthetic substrates. The effect seems to be largely indirect. First, it is 
required for efficient formation of kallikrein in surface-activated plasma. 
Second, because kallikrein can dissociate from surface-bound HK, it can 
interact with surface-bound factor XI1 on an adjacent particle, thereby 
disseminating the reaction (Cochrane and Revak, 1980; Silverberg et al., 
1980a; Wiggins et al., 1977). As a result, the effective kallikreirdfactor XI1 
ratio is increased in the presence of HK. Finally, in plasma, HK can 
displace other adhesive glycoproteins such as fibrinogen from binding to 
the surface (Schmaier et al., 1984). These data indicate that HK must also 
be considered to be a coagulation cofactor because it is required for the 
generation of kallikrein (a factor XI1 activator) as well as the activation of 
factor XI. HK-deficient plasma has a profoundly prolonged activated PTT 
that is almost as abnormal as that of factor XI1 deficiency (Colman et al., 
1975; Donaldson et al., 1976; Wuepper et al., 1975), although persons with 
congenital HK deficiency have no bleeding diathesis. 

Regulation of contact activation also occurs via plasma protease inhibi- 
tors. A summary of the major control proteins of this pathway is given in 
Table 11. The C1 INH is a major inhibitor of factor XIIa or factor XIIf 
(de Agostini et al., 1984; Forbes et al., 1970; Pixley et al., 1985; Schreiber 
et al., 1973) and it is not active against other coagulation enzymes except 
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TABLE I1 
PLA5MA I N H I B I T O R S  OF ENZYMES OF C O N T A C T  ACTIVATION RELATIVE 

C O N T R I B U T I O N S  TO I N H I B I T I O N  I N  NORMAL PI.ASMA 

Enzyme 

Factors XIIa 
Inhibitor and XI11 Kallikrein Factor XIa 

C1 inhibitor 91.3 93 52 (84)" 47 
Antithrombin 111' 1.5 4 nd S 
a2-Macroglobulin 4.3 - 35 (16)" - 

- nd 23 a,-Protease inhibitor - 

az-Antiplasniin 3.0 3 nd 25 

Note. r i d ,  not determined separately. 
" Data obtained from generation of kallikreiii in situ. 

Data are for results obtained in the absence of added heparin. 

kallikrein and factor XIa. The inhibitor is cleaved by the protease and then 
binds at the active site of the protease in a 1:l molar covalent complex 
that completely inactivates the enzyme (Travis and Salvesen, 1983). Anti- 
thrombin 111, which is a critical control protein for much of the coagulation 
cascade, makes a minor contribution to factor XIIa or factor XI& inactivation 
(Cameron et al., 1989; de Agostini et al., 1984; Pixley et al., 1985; Stead 
et al., 1976). Heparin can augment the inhibition by AT 111, although there 
is some variance reported as to the magnitude of augmentation. Heparin 
can also function as an activating polyanion for contact activation (Hojima 
et al., 1984; Silverberg and Deihl, 198713). Curiously, az-macroglobulin, 
which is an inhibitor of broad reactivity with enzymes, does not significantly 
inhibit any forms of activated factor XII. 

Kallikrein is inhibited by both C1 INH and a2-macroglobulin (Gigli et 
al., 1970; Harpel, 1974; McConnell, 1972), which together account for 
more than 90% of the inhibitory activity of plasma (Schapira et al., 1982b; 
van der Graaf et al., 1983). a2-Macroglobulin does not bind to the active 
site but traps the protease within its structure so as to sterically interfere 
with its ability to cleave large protein substrates (Barrett and Starkey, 
1973). About one-third of the enzyme's activity on small synthetic substrates 
is retained by the complex, whereas the activity on its natural substrates 
is <1%. Although these two inhibitors contribute roughly equally when 
kallikrein is added to plasma (Harpel et al., 1985; Schapira et al., 198213; 
van der Graaf et al., 1983), when a surface such as kaolin is added, 70-80% 
of the kallikrein formed is bound to C1 INH (Harpel et al., 1985). The 
reason for this difference is unknown. Conversely, at low temperatures, 
C1 INH is less effective, and much of the kallikrein inhibition is mediated 
by a2-macroglobulin (Harpel et al., 1985). 
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Factor XIa is inhibited to a great extent by C1 INH (Wuillemin et al., 
1995). When purified FXIa was added to plasma and its distribution among 
various inhibitors was determined, most of the added XIa was found com- 
plexed to C1 INH, even in the presence of heparin, followed by FXIa:al- 
antitrypsin and FXIa:az-antiplasmin. However, a,-antitrypsin was found 
to be the major inhibitor when chromatographic plasma fractions were 
tested against FXIa (Heck and Kaplan 1974; Scott et al., 1982). C1 INIJ 
and AT 111 were also previously found to inhibit factor XIa (Meijers et al., 
1988; Scott et d., 1982). 

Activation on a surfice occurs very quickly, whereas inhibition has a 
slower reaction rate. In plasma of patients with hereditary angioedema 
(HAE) in which C1 INH is absent or dysfunctional, the amount of surface 
needed to produce maximal activation is 10- to 20-fold less than that 
needed to activate normal plasma (Cameron et al., 1989). 

IV. Bradykinin: Functions, Control Mechanisms, and Receptors 

The functions of bradykinin include venular dilatation, increased vascular 
permeability (Regoli and Barabe, 1980), constriction of uterine and gastro- 
intestinal smooth muscle, constriction of coronary and pulmonary vascula- 
ture, bronchoconstriction, and activation of phospholipase a2 to augment 
arachidonic acid metabolism. It acts in most tissues via B2 receptors, and 
selective Bz receptor antagonists have been recently synthesized. In plasma, 
bradykinin is first digested by oarboxypeptidase N (Erdos and Sloane, 
1962), which removes the C-terminal Arg leaving des-arg’ bradyhnin 
(Sheikh and Kaplan, 198613). This peptide lacks the inflammatory function 
of bradyhnin (vasodilatation and increased permeability) that is evident 
in skin or smooth muscle, but can interact with B1 receptors in the vascula- 
ture to cause hypotension. It has been reported that B, receptors are 
induced during inflammatory conditions (Regoli and Barabe, 1980), 
whereas Bz receptors are synthesized constitutively. However, in cultured 
bovine pulmonary artery endothelial cells, Smith et al. (1995) have shown 
that both B, and B2 receptors are made constitutively. When serum (rather 
than plasma) is examined, the rate of removal of the C-terminal Arg is 
more rapid than can be attributed to carboxypeptidase N (Sheikh and 
Kaplan, 1989). This may be due to secretion (from cells) or activation of 
carboxypeptidase U, a newly described exopeptidase (Wang et al., 1994). 
The next cleavage is by angiotensin converting enzyme, which digests des- 
Arg9 bradykinin (ArgProProGlyPheSerProPhe) via its tripeptidase activity 
(Sheikh and Kaplan, 1986a) (dipeptidase activity converts angiotensiri I to 
angiotensin 11) to yield ArgProProGlyPhe + SerProPhe. These products 
are inactive on both B1 and B2 receptors. Further slow digestion leads to 
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the final products of ArgProPro + 1 mol each of the amino acids Gly, Ser, 
Pro, and Arg, and 2 mol of Phe (Sheikh and Kaplan, 1989). 

In wiwo, kinin degradation occurs rapidly along endotheiial cells of the 
pulmonary vasculature. However, the predominant enzyme is ACE, which 
acts as a dipeptidase if the C-terminal Arg is present to remove Phe-Arg. 
The resultant heptapeptide is cleaved once again at the C-terminal end 
to liberate SerPro, leaving the pentapeptide ArgProProGlyPhe (Sheikh 
and Kaplan, 1986a). These peptides are further metabolized to ArgProPro 
and free amino acids as indicated previously. The cough and angioedema 
associated with the use of ACE inhibitors for treatment of heart failure, 
hypertension, habetes, or scleroderma may be due to inhibition of kinin 
inactivation and accumulation of bradykinin as conversion to angiotensin 
I1 is prevented. 

The effects of kinins are dependent on interaction with two types of 
receptors termed B1 and B2 receptors (Hall, 1992; Regoli and Barabe, 
1980). B, receptors are constitutively expressed on endothelial cells, smooth 
muscle cells, and neurons, and are, in general, responsible for the vasodila- 
tion, increased vascular permeability, and smooth muscle contraction asso- 
ciated with bradykinin or kallidin (Lys-bradykinin). BI receptors, on the 
other hand, are located primarily on smooth muscle cells and are induced 
in wiwo and in vitro by bacterial endotoxin, cytokines, and growth factors 
that are released during the inflammatory response or as a result of tis- 
sue injury (Deblois et al., 1988, 1989). These receptors are responsive to 
des-argg-bradykinin or des-arg'"-kallidin, which are generated by carboxy- 
peptidase N or carboxypeptidase U interaction with bradykinin and kallidin, 
respectively. Both receptors have been cloned (Hess et al., 1992; Manke 
et al., 1994; McEachern et al., 1991) and are defined by the use of peptide 
antagonists that are specific for each type (Stewart et al., 1996). Both 
receptors are of the seven transmembrane type that transduce signals via 
G proteins within the cell membrane (Fig. 6). 

V. Intrinsic Fibrinolytic Cascade 

A factor XII-dependent pathway leading to the conversion of plasmino- 
gen to plasmin was described in the 1960s and early 1970s (Iatridis and 
Ferguson, 1962; McDonagh and Ferguson, 1970; Ogston et al., 1967) and 
a defect in this pathway has been observed in plasma deficient in factor 
XII, prekallikrein, or HK (Colman et al., 1975; Donaldson et al., 1976; 
Saito et al., 1974; Weiss et al., 1974; Wuepper, 1973; Wuepper et al., 
1975). The factor XII-dependent fibrinolytic activity is relatively weak and 
difficult to demonstrate in whole plasma because large quantities of a 
potent plasminogen activator are not formed. Relatively little plasmin is 
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FIC. 6. Diagrarninatic representation of a rodent BL receptor hnsed on hydrophobicity 
plots and  a transmembrane a-helix hypothesis indicating the seven transmembrane segments, 
four external dornai~is, arid four interrial domains. It is a type I membrane protein with the 
amino terrninus extracellular and the C terininiis intnicellular. Activation via C proteins 
Ieutls t o  phosphorytation of critical Ser arid Thr residues [;&ptrtf with permission from 
Said, ef 01. (1996). /. Biol. C h i n .  271, 1748-1755; copyright 1996 National Academy of 
Sciences, USA]. 

generated, which is rapidly inactivated by plasma inhibitors (a2-antiplasmin 
and a2-macroglobulin). Most studies have therefore used diluted, acidified 
plasma (Ogston et al., 1971) or chloroform-treated plasma (Ogston et al., 
1967) in which inhibitors of contact activation and plasmin are rendered 
inactive. Thus, euglobulin preparations that concentrate the plasma en- 
zymes arid cofactors but limit inhibition (Kluft, 1976) or plasma following 
addition of organic compounds that destroy az-antiplasmin and C1 INH 
(Kluft, 1977; Miles et nl., 1981, 1983b) are employed. Such measures are 
not needed to study blood coagulation or the liberation of bradykinin. 

Factor XII-dependent activation of plasrninogen was first shown to be 
accomplished by kallikrein (Colman, 1969) and Factor XIa (Mandle and 
Kaplan, 1977, 1979). When purified preparations are compared, kallikrein 
and factor XIa directly activate plasniiriogen with equal potency (Mandle 
and Kaplan, 1979). However, the plasma concentration of prekallikrein is 
about 1O-fold higher than that of factor XI, and factor XII, can readily 
convert prekallikrein to kallikrein in the fluid phase (Kaplan and Austen, 
1970; Tankersley et d., 1980), whereas it has minimal activity on factor 
XI (Kaplan and Austen, 1971). In addition, kallikrein can dissociate from 
surfaces and act in the fluid phase, whereas factor XIa cannot. Therefore, 
kallikrein is more important for this pathway. 
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Activated factor XI1 (XIIa or XII,) can also convert plasminogen to 
plasmin (Goldsmith et al., 1978), but its activity is only 5% of that of 
kallikrein. These are all weak reactions in that the potencies of kallikrein 
or factor XIa as plasminogen activators are thousands of times lower than 
the potency of urokinase (Jorg and Binder, 1985; Mandle and Kaplan, 
1979; Miles et al., 1983a). Thus, it can be argued that plasminogen is not 
a significant substrate for any of them. However, the other blood-clotting 
enzymes-factor IXa, Xa, and VIIa and thrombin-have no such activity, 
which argues against this activity being a nonspecific phenomenon and 
associates it only with those proteins responsible for contact activation. 

Other studies of contact-activated fibrinolysis suggest that kallikrein acti- 
vates the trace quantity of prourokinase in plasma (Hauert et al., 1989) 
and that urokinase is the main plasminogen activator of plasma (Huisveld 
et al., 1985). Inhibition by antiurokinase antisera supports this idea, as do 
zymographic gel studies using plasma euglobulin preparations (Hauert et 
al., 1989; Miles et al., 1981) (Fig. 7 ) .  Other studies have also suggested a 
role for plasma urokinase in factor XII-independent fibrinolysis (Kluft et 
al., 1984). Although urokinase is clearly a much more potent plasminogen 
activator than any of the enzymes associated with contact activation, the 

FIG. 7 .  Pathways of factor XII-dependent fibrinolysis. 
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quantities of urohnase generated are very small. If the effects of a*- 
antiplasmin and C1 INH are abrogated by addition of flufenamic acid 
derivatives, contact activation results in the formation of about 3!5 numl 
of plasmin (Miles et a l ,  1983a), which represents activation of 0.05% of 
plasma plasminogen. 

However, these studies with whole, diluted, or modified plasma ignore 
the in vivo situation in which platelets and other blood cells are clearly 
involved in coagulatiodfibrinolysis. In this respect, studies suggesting an 
important role for platelet-bound contact factors in fibrinolysis are notewor- 
thy (Loza et al., 1994). They have shown that the contact-dependent intrin- 
sic pathway of fibrinolysis may be mediated by platelets due to the presence 
of platelet-bound prekallikrein. When prekallikrein was activated by fiactor 
XIIa in a thrombus, local activation of platelet-associated prourokinase 
occurred, promoting targeted plasminogen activation and fibrinolysis (Gur- 
ewicli et al., 1993; Loza et nl., 1994). During cardiopulmonary bypass 
surgery, the incidence of thrombus formation was reportedly higher in 
factor XII-deficient patients than in normals (Burman et al., 1994; Moor- 
man et al., 1993). In a separate study, recurrence of myocardial infarction 
was found to correlate with lower than normal levels of plasma prekallikrein 
and factor XII-dependent fibrinolytic activity (Pedersen et al., 1993). An- 
other study has demonstrated that generation of bradykinin was associated 
with activation of the fibrinolytic system (a positive correlation was found 
between plasmin : a2-antiplasmin complexes and cleaved HK) during acute 
attacks of angioedema in HAE patients (Cugno et al., 1993). These observa- 
tions suggest that the contact system may really be more critical for fibri- 
nolysis than for thrombosis, and that studies involving the interaction of 
contact factor with cells may be more valuable than studies of their interac- 
tions in whole plasma. 

Studies with a baboon sepsis model have also indicated that factor XI1 
and the contact system play an important role in both fibrinolysis and 
complement activation (Jansen et al., 1994). It was shown that administra- 
tion of monoclonal anti-factor XII to baboons suffering from lethal sepsis 
was accompanied by decreased activation of the complement and fibrino- 
lytic system. Another possible interaction between the kallikrein-kinin 
system and in vivo fibrinolysis is suggested by the observation that bradyki- 
nin is a potent stimulator of tissue plasminogen activator release from 
endothelial cells (Smith et al., 1985). 

VI. Interactions with Cells 

Kallikrein has been reported to interact with human leukocytes in a 
variety of ways. It is a chemotactic factor for neutrophils (Kaplan et al., 
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1972) and monocytes (Gallin and Kaplan, 1974) and has been shown to 
cause neutrophil aggregation (Schapira et nl., 1982a) and release of elastase 
(Wachtfogel et al., 1983). In a rabbit model, kallikrein stimulation of 
cheniotaxis appeared to require cleavage of C5 and release of C5a chemo- 
tactic factor (Wiggins et al., 1981). Therefore, C5 bound to the surface of 
neutrophils may be cleaved in the aforementioned reactions. However, 
antikallikrein serum was inhibitory, whereas anti-C5 serum had no effect. 
The investigators therefore concluded that the effect of kallikrein on human 
neutrophils is independent of complement. Furthermore, a degraded form 
of kallikrein (P-kallikrein), in which the heavy chain is partially digested, 
is enzymatically active on kininogeri to form kinin, but its reactivity with 
neutrophils is markedly attenuated (Colman et al., 1985). Factor XIIa has 
also been shown to stimulate neutrophils; because factor XIIf did not do 
this, a requirement for a binding site in the heavy chain was also inferred 
(Wachtfogel et al., 1986). In each instance, the active site of the enzyme 
is required so that the proenzyme or DFP-treated enzyme is inactive 
(Kaplan et nl., 1972; Schapira et al., 1982a). 

The components of the contact activation system also appear to interact 
with platelets. Apparently, plasma factor XI and factor XIa have separate 
platelet receptors (Sinha et al., 1984). Platelets also possess an intrinsic 
protein with factor XI activity, which cross-reacts with plasma factor XI 
immunologcally but differs from it in molecular weight and isoelec- 
tric point. This activity is present in patients who are deficient in plasma 
factor XI (Lipscomb and Walsh, 1969; Tuszynski et ul., 1982). Platelet- 
associated factor XI can be activated by factor XII-dependent and factor 
XII-independent mechanisms (Walsh et al., 1981). The membrane of acti- 
vated platelets may also provide a surface on which factor XI1 can be 
activated in the presence of prekallikrein and HK (Walsh and Griffin, 
1981) so that bound factor XI is then activated. HK has also been shown 
to be present within the a granules of platelets (Schmaier et al., 1983) 
that become available during platelet activation (Schmaier et al., 1986a). 
HK exhibits zinc-dependent (Gustafson et al., 1986) binding to the platelet 
surface (Greengard et al., 1984; Schmaier et al., 1983) and augments 
binding of factor XIa (Sinha et nl., 1984). 

Despite the demonstrated interactions of contact factors with platelets, 
platelets clearly are not requisite for contact activation as they are for later 
steps in coagulation. Thus, contact activation proceeds normally in platelet- 
poor plasma, and the addition of platelets provides little or no augmen- 
tation. In fact, evidence exists that platelets may actually inhibit prekalli- 
krein and factor XI1 activation by secretion of 0-thromboglobulin (Kodama 
et al., 1985; Scully et al., 1980). Nevertheless, platelet activation in periph- 
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era1 tissues due to injury or localized thrombosis may contribute to contact 
activation and local kinin formation. In some circumstances, the platelets 
may also provide a factor XI1 bypass in contact activation (Walsh, 1962). 

All the components of the contact activation cascade have been demon- 
strated to bind to endothelial cells. Schmaier et al. (1988) and van Iwaarden 
et al. (1988) first described binding of HK to human umbilical vein endothe- 
lid cells in a zinc-dependent reaction. This bindng was subsequently 
demonstrated in situ by immunochemical staining of umbilical cord seg- 
ments following incubation with HK (Nishikawa et al., 1992). The HK- 
HUVEC interaction was saturable, reversible, dependent on 15-50 p M  
zinc (normal plasma concentration is 15-25 p M ) ,  and fulfilled the charac- 
teristics of a receptor-mediated interaction. There are 1 X lofi to 1 X 10' 
binding sites (an unusually large number) with a high affinity (KO =40-S0 
nM). Binding is seen with either chain of HK (i.e., heavy or light chain), 
thus, a complex interaction with subsites within the receptor seems likely 
(Reddigari et al., 1993a). A similar complex interaction has been observed 
with platelets, although the binding site number is far less. Because prekalli- 
kreiri and factor XI circulate bound to HK, these are brought to the 
endothelial cell surface via HK (Berrettini et al., 1992). There are no 
separate receptor sites for either prekdlikrein or factor XI. When we 
examined binding of factor XI1 to endothelid cells, we found binding 
characteristics consistent with a receptor that was strikingly similar to that 
seen with HK, including a requirement for zinc (Reddigari et al., 1993a) 
(Fig. 8). We then demonstrated that HK and factor XI1 can compete for 
bindmg at a comparable molar basis suggesting that they bind to the same 
receptor (Reddigari et al., I993b) (Fig. 9). 

We also demonstrated that factor XI1 can slowly autoactivate when 
bound to endothelial cells (Reddigari et al., 1993b) (Fig. 10) and that 
addition of kallikrein can hgest bound HK to liberate bradykinin at a rate 
proportional to the kallikrein concentration and with a final bradykinin 
level dependent on the amount of bound HK. Thus, activation of the 
cascade along the endothelial cell surface is likely; bradykinin is liberated 
and then interacts with the B2 receptor to increase vascular permeability. 
Bradylcinin can also stimulate cultured endothelial cells to secrete tissue 
plasminogen activator (Smith et al., 198S), prostaglandin 12  (prostacyclin), 
and thromboxane A2 (Cnitchly et al., 1983; Hong, 1980) and can thereby 
modulate platelet function and stimulate local fibrinolysis. 

Neutrophils also bind HK via the C3b, (CR3) receptor (Wachtfogel et 
al., 1994), which is absent on endothelial cells, and all components of 
the kinin-forming cascade can interact at the cell surface (Henderson et 
al., 1994). 
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FIG. 8. Concentration-dependent binding of factor XI1 to HUVEC. HUVECs were 
incubated in triplicate with 1.0,2.0,4.0,6,0,8.0,10, 15,20,25,30, and 35 pg/ml of [''51]FXII 
in the presence (0) and absence (m) of zinc chloride for 120 min and cell-bound cpm was 
determined as described previously. (A) cpm bound per well plotted against the amount 
of radioligand added to the wells. ( B )  Scatchard plot of bound cpm. 
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FIG. 9. High-molecular-weight kininogen (HK) competes with factor XI1 for the same 
binding sites of HUVEC. (A) HUVECs were incubated with 1 @ml ['251JFXII in triplicate 
in the presence of increment concentrations of unlabeled factor XI1 (m), HK (O), or normal 
human IgG (A) for 120 min and bound ligand was determined. The percentage bound 
in the presence of a competitor is plotted against the concentration of the competitor. 
( B )  HUVECs were incubated with 1 p d i t e r  ['%I]HK in triplicate in the presence of 
increasing concentration of unlabeled factor XI1 and bound ligand was determined. 
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VIL ldenfification of gClqR as the Endothelial Cell Receptor for Factor XI1 and HK 

Our results with endothelial cells suggest interaction of both factor 
XI1 and HK with a common cell surface receptor that appear to be 
present constitutively and with a very high density. We therefore sought 
to purify and characterize this binding protein; the results were published 
recently (Joseph et d., 1996) and are summarized below. A solubilized 
endothelial cell membrane preparation was passed over an IIK affinity 
column in the presence or absence of zinc ion, eluted with glycine-HC1 
(0.1 M ,  pH 2.5), and the fractions were neutralized. An aliquot of each 
eluate fraction (with or without zinc) was spotted onto nitrocellulose 
membrane and blotted with biotinylated HK, developed with alkaline 
phosphatase-streptavidin, arid followed by reaction with nitroblue tetrazo- 
lium/S-bromo-4-chloroindolyl phosphate. The results (shown in Fig. 1 I), 
aligned to represent comparable fractions, indicate a prominent increase 
in HK binding after elution in the presence of zinc. Fractions 8-15 were 
then pooled and concentrated and analyzed by SDS-PAGE using a silver 
stain or Cooinassie brilliant blue as shown in Fig. 12. In the absence of 
zinc, weak bands are identified at 70md 45 kDa with the silver stain. 
Although these protein bands become somewhat more prominent when 
elution is done in the presence of zinc, the main feature was the appearance 
of a new prominent band at 33 kDa that was visible with Coomassie 
stain. In addition, ligand blot experiments demonstrated that whereas 
biotinylated HK bound to the 33-kDa band, no dscernible binding was 
seen to either the 70- or the 45-kDa bands. Based on this information, 
the 33-kDa protein was subjected for N-terminal amino acid sequence 
analysis and the first 13 amino acids were found to be identical to the 
known NH2 terminus of gClqR (Ghebrehiwet et al., 1994), a protein that 
binds to the globular heads of Clq  of the complement cascade. We next 
performed a Western blot using anti-gClqR monoclonal antibody 60.11 
to fiirther assess the identity of these two proteins. Monoclonal antibody 
60.1 1 was able to recognize the 33-kDa HUVEC-derived membrane bind- 
ing protein (Fig. 1'2) but not the bands at 45 or 70 kDa. 

We next determined whether factor XI1 could also bind to gClqR. 
HUVEC membrane-purified gClqR or recombinant gClq-R (rgClqR) at 

171~;. 10. Activation of prekallikrein Iy HUVEC-hound factor XIIa. HUVECs were incu- 
bated with 1 pg/ml FXII for indicated (iriset) time points in the presence (top) and absence 
(bottom) of SO pM zinc chloride.. At the end of tlie incnbation, the supernatant from zinc 
containing wells was rernoved and the cells were washed. Next, prekallikrein (1 pglml) and 
Chroinozyn-PK (0.6 inM ) were acldt.d to both sets of wells, and the change in absorl)ance 
at 405 nM was monitoretl np to 1.20 niin. 
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Frc:. 11. Elution profile of proteins obtained from an HK-3M Emphaze column. Solubi- 
lized endothelid cell membrane preparations were applied to the HK affinity column 
in the presence and absence of zinc. The bound protein was eluted with glycine-HCI 
(0.1 M ,  pH 2.5) and 0.5-ml fractions were collected into tubes containing 30 PI each of 
1 M Tris-HCI, pH 9.0. An aliquot of each fraction was spotted onto the nitrocellulose 
membrane and probed with biotinylated HK. The intensity of the color was scanned and 
the values were plotted. 

FIG. 12. SDS-PAGE analysis of proteins eluted from HK column. Fractions that reacted 
with HK were pooled and subjected to a 10% SDS-PAGE (A and B )  as well as Western 
Blotting (C) .  In A, the proteins were stained with Coomassie, whereas in B they were 
stained with silver stain. In both A and B, lane 1 is the starting endothelid membrane 
preparation, lane 2 is the eluate without zinc, and lane 3 is the eluate with zinc. (C)  Western 
blot of the zinc eluate (lane :3 in A or B )  using anti-gClq-R 60.11 under reducing (lane 1) 
and nonreducing (lane 2 )  conditions. 



1.0-2.0 pg were applied to nitrocellulose membranes and blotted with 
biotinylated HK or fictor XI1 i n  the presence or absence of FiO pM zinc. 
Sufficient o-phenanthroline was added to bind the zinc in the purified (but 
not recombinant) gClqR to allow zinc-independent binding to be assayed. 
The results, shown in Fig. 13, demonstrate binding of HK or factor XI1 to 
either purified or rgClqR in the presence of zinc and markedly diminished 
binding in its absence or when 2 mM Ca2+ or Mg2' was used instead of 
Zn2 + ( not shown). Additional controls included biotinylated IgG, which 
did not bind to gClqK, and substituting prekallikrein for gClqR to which 
biotinylated HK bound, as expected (Mandle et al., 1976). Furthermore, 
Fig. 14 shows that although excess unlabeled HK almost totally (90%) 
reverses the ability of factor XI1 to bind to gClqR as assessed by scanning, 
which suggests interaction with a common domain within the protein, 
factor XI1 only partially (46%) reverses HK binding. This difference may 
be due to relative affinity of the two ligands for the gClyR molecule. 
Nevertheless, these data completely paralleled those observed on binding 
of factor XI1 and HK to endothelial cells. 

We next attempted to demonstrate that the interaction with gClqR is 
indeed responsible for binding to the cell surface, which was addressed 
by inhibition experiments. HUVECs were incubated for 30 inin with HK 
(8.7 X M),  Clq  (108 X 1 O P  M) ,  or anti-gClqR mAbs 74.5.2 and 
60.11. Then, in the presence of SO pM zinc, ['251]HK was added and 

Fic;. 13 Dot-blot analysis of HK and factor XI1 binding to the purified endothelial 
membrane preparation and recornhinant gClqK. The proteins were spotted onto the nitro- 
cellnlose rnernbrane [recombinant protein ( 2  pg)  in lanes 1,3,5, and 7 ;  and purified protein 
(1 pg) in lanes 2,4,6, and 81 and probed with biotinylated HK ( A )  or biotinylated factor 
XI1 ( B  ) in the presence (lanes 1,2.5, and 6) or absence (lanes 3,4 ,  7, and 8) of 50 pM zinc. 
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FIG. 14. Dot-blot analysis showing competitive displacement of' HK and factor XI1 
bincling to gClqR. gClqRs (2 Pg) were spotted and probed with (A) biotinylated HK in 
the absence (lanes 1 and 2) or presence (lanes 3 and 4) of 100 M excess of unlabeled factor 
XI1 and ( B )  biotinylated factor XI1 in the absence (lanes 5 and 6) and presence (lanes 7 
and 8) of 100 M excess of unlabeled HK. Binding was done for 1 hr at rooin temperature 
in the presence of 50 1nM zinc 

incubated for 60 min at 37"C, conditions known to saturate the binding 
sites (Hasan et al., 1995). For each condition, the percentage inhibition 
of [lZ5I]HK binding was determined. The results of a representative experi- 
ment are shown in Fig. 15. Whereas a 10-mol excess of nonradiolabeled 
HK inhibited subsequent [ '"I]HK binding, a comparable concentration of 
C l q  did not, indicating that the binding sites on gClqR for C l q  and for 
HK do not overlap. Furthermore, although mAb 60.11 did not efficiently 
inhibit ['251]HK binding to HUVEC, mAb 74.5.2 did. Other mAbs recogniz- 
ing epitopes in different regions of the molecule were also tested for their 
inhibitory activity. Of these, only 25.15, which is similar to 74.5.2, was able 
to inhibit ['"IIHK binding to HUVEC. Henvald et al. et al. (1996) also 
demonstrated that gClqR is a major endothelial cell binding protein for 
HK but used a domain 5-derived peptide from the light chain rather than 
whole HK as the ligand. In aggregate these data indicate that gClqR serves 
as a zinc-dependent binding protein for factor XI1 as well as for HK, and 
that binding to HK occurs via the light chain moiety. The specific location 
within HK for binding to endothelial cells is within domain 5 (Hasan et 
al., 1995; Reddigari et al., 1993a) and this also appears to be the site of 
interaction with gClqR. It is also clear that the HK heavy chain also binds 
to endothelial cells. This that interaction has been shown to require domain 
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FIG. 15. Inhibition of ['"IIHK binding to HUVEC. HUVECs were incubated with HK 
(8.7 X lo-" M ) .  Clq (10.9 X lo-' hl ) ,  inAbs 74.5.2 and fiO.ll(l2.5 /.q,/inl), or nonimmune 
mouse IgG1 (NIMG,  12.5 p g m l  ). After 30 min. [''i'I]HK ( 1  pg/inl) was added and further 
incubated for 1 hr at 37°C. Each bar is a mean (f SD) of two experiments, each performed 
in triplicate. 

3; however, the identity of the cell surface binding protein to this region 
of HK is unknown. The possibility that the 45- or 72-kDa proteins we 
have isolated are responsible is currently being pursued. Regardless, our 
data suggest that the 45- and 72-kDa proteins may be associated with 
gClqR within the cell membrane because they copurify. There is no 
separate receptor for prekallikrein or factor XI on endothelial cells, how- 
ever, they are brought to the surface by virtue of binding to domain 6 of 
HK. Thus, all the components necessary for contact activation to proceed 
can be bound to the surface ofvascular endothelial cells (Fig. 16). Activation 
along the cell surface generates bradykinin, which then interacts with 
B2 receptors. 

Because factor XI1 is the initiating protein of the cascade and has been 
shown to autoactivate upon the cell surface, we questioned whether gC 1qR 
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FIG. 16. Dose-response inhibition of low-dose thrombin (560 m u )  activation of human 
platelets by increasing concentrations of HK (A)  but not factor XI1 ( B ) .  

is capable of catalyzing this reaction. We therefore incubated purified 
factor XI1 with a wide dose range of gClqR (0-100 /p1) for a 30-min time 
period and prepared replicate samples that were incubated in the absence 
of zinc ion. As shown in Fig. 17, the rate of prekallikrein conversion into 
kallikrein increased as the concentration of gClqR increased ( Joseph et 
al., 1996) and there is no activation if zinc is eliminated from the reaction 
mixture (Hasan et al., 1995). Purified membrane (native) gClqR yields a 
response that is indistinguishable from a recombinant protein, indicating 
that gClqR glycosylation does not affect its “surface” properties. If gClqR 
is incubated directly with prekallikrein or with prekallikrein plus HK, 
there is no conversion of prekallikrein to kallikrein, again emphasizing the 
requirement for factor XII. We believe this to be a physiologic phenomenon 
in that there is continued slow activation of the cascade along cell surfaces 
which is controlled by C1 INH and az-macroglobulin. This may be one 
source of the minute quantities of factor XIIa that escape inhibition that 
are requisite for contact activation in plasma or during pathologic processes. 
The data with cloned gClqR indicate that secretion of enzymes by endothe- 
lial cells that might cleave and activate factor XI1 to initiate the cascade 
is not the explanation, although such a contribution by whole cell prepara- 
tions is possible. 

As noted earlier, interaction of the entire intrinsic coagulatioidkinin- 
forming cascade with neutrophils has been observed and binding of all 
the requisite constituents demonstrated. There is a zinc requirement, both 
domains 3 and 5 of HK are required, and the binding moiety on the 
neutrophil surface appears to be the C3bi receptor (CDllb/CD18 or 
MAC-1) (Henderson et al., 1994; Wachtfogel et al., 1994). The separate 
interaction of factor XI1 with the cell surface has not been studied. 
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Frc. 17. Autoactivation of FXII by gClqR: 20 Pg/ml FXII, 0.6 mM S2222, a synthetic 
substrate for activated FXII, and 32 pg/ml recombinant gClqR were incubated in 4- 
arninophenyl-inethysulfonyl fluoride (APMSF)-treated HEPES-saline buffer for 180 inin 
at 25°C. Factor XIIa formation was monitored at 405 nM. 

There has been considerable work on the interaction of components of 
the contact activation cascade with platelets and these initial observations 
actually precede those involving endothelial cells. There are far fewer 
receptors, i.e., a few thousand rather than a few million, and the nature 
of the binding proteins has not yet been determined. It is clear that platelets 
bind HK, and that activated platelets do so better than native platelets, 
although it is not certain whether this difference is one of induction of 
binding sites, affinity of binding, or both. The HK interaction requires 
zinc ion, binding occurs by both domains 3 and 5 (Gustafson et aZ., 1986; 
Meloni et al., 1992) but platelets do not have sufficient MAC-1 or gClqR 
to account for these observations. Purified thrombospondin has been shown 
to bind HK (De La Cadena et aZ., 1994) and is a candidate to account for 
binding to the platelet surface, but it has not been shown to be responsible 
for cell surface binding. Preliminary data indicate that glycoprotein Ib is 
a site of zinc-dependent binding of HK and Factor XI1 (Joseph et al., 
1977). LK, which has a separate light chain from HK, interacts with platelets 
(as is true of endothelial cells) and, of necessity, does so solely via domain 
3 (Hewald et d., 1965; Jiang et d., 1992). 
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HK has enzyme-inhibiting properties that are located within domains 2 
and 3 of the heavy chain and interacts with proteases with a requisite 
cysteine for activity. For example, HK inhibits papain, Cathepsins B and 
H, as well as platelet-derived calpains (Ohkubo et al., 1984; Schmaier et 
al., 1986). It has also been shown that both HK and LK are capable of 
inhibiting thrombin-induced activation of platelets (Fig. 18a) in a dose 
dependent fashion ( Jiang et al., 1992; Meloni et al., 1991; Pun et al., 1991) 
if low dose thrombin is utilized. HK does not, however, inhibit thrombin, 
thus, it appears to interact with the cell surface to inhibit the action of 
thrombin. This would implicate the thrombin receptor (Schmidt et al., 
1996b; Vu et al., 1991), which mediates platelet aggregation, or binding 
to an associated protein that would interfere with receptor function. The 
HK site responsible for inhibitory activity is within domain 3, but the 
specific amino acid sequence that appears to inhibit thrombin action does 
not appear to be the same as the sequence that, when radiolabeled, accounts 
for HK binding to the platelet surface (Jiang et al., 1992). Thus, there 
appears to be two functional areas within domain 3 that interact with 
platelet with somewhat different, but perhaps complementary, functions. 
Factor XI1 does not inhibit thrombin activation of platelets (Fig. 18b); 
thus, although both bind to platelets in a zinc-dependent reaction, this 
site of reactivity within HK domain 3 has no corresponding one within 
factor XII. 

VIII. Clinical Considerations 

A. KININ FORMATION IN HEREDITARY ANGIOEDEMA 

The pathogenesis of HAE suggests liberation of a kinin that has variously 
been considered to be a product of the second component of complement 
or produced by contact activation. As shown in Fig. 5,  if C1 INH is either 
absent (type I HAE) or dysfunctional (type I1 HAE), there is insufficient 
inhibition of all the activated forms of factor XII, kallikrein, or activated 
C1 (specifically Cl r  and Cls, each of which is inhibited by C l  INH). The 
production of bradykinin is markedly augmented under these conditions 
and it has been shown that addition of dextran sulfate at concentrations 
insufficient to activate normal plasma leads to complete digestion of HK in 
HAE plasma within a few minutes (Cameron et al., 1989). Thus, seemingly 
insignificant trauma or infections may be sufficient to initiate an attack in 
such patients. 

Soon after C1 INH deficiency was shown to be the cause of HAE, 
evidence was presented to suggest that cleavage of C2 (Donaldson, 1968) 
or C2b (Donaldson et al., 1977) would generate a kinin that was responsible 
for the symptoms. Attempts to produce this kinin by cleavage of C2 or 
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FIG. 18. Diagrammatic representation of thc zinc-dependent interaction of both factor 
XI1 and HK with gClqR at the endothefial cell surface leading to activation of factor XII, 
conversion ofprekallikrein (PK) to kallikrein (K) ,  and digestion of HK to generate bradykinin 
(BK) and leave cleaved kininogen (HK"). BK can then react with the bradyldnin Bz receptor 
to activate endothelial cells and to cause vasodilation and increased vascular permeability. 
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C2b have, in general, been negative (Fields et al., 1983), nor has such a 
kinin been shown to circulate in patients during an attack. On the other 
hand, synthesis of overlapping peptides within the C2b portion of the 
molecule revealed a sequence that possessed kinin-like peptides (Strang 
et nl., 1988). However, enzymatic cleavage of the protein to release this 
peptide has not yet been achieved. 

Activated kallikrein has been shown to be present in markedly augmented 
amounts in blister fluids derived from patients and bradykinin has been 
reported to be the major kinin found when HAE plasma is activated (Curd 
et nl., 1980). The bulk of evidence favors a major role for bradykinin in 
causing the symptoms of HAE (Fields et al., 1983). However, the presence 
of an additional kinin-like fragment derived from C2 by a mechanism that 
is not yet understood is possible. If so, synergy between the two kinins 
might occur. Use of Be receptor antagonists in such patients, once they 
are available for human use, should help settle the question. 

Complement is nevertheless clearly activated in HAE and this may be 
due to the autoactivation of Cl r  when C1 INH is absent. C4 levels are 
diminished, presumably due to consumption by CIS in HAE patients even 
when they are asymptomatic; with attacks of swelling, C4 levels approach 
zero and C2 levels diminish. As seen in Fig. 5, this process may be aug- 
mented by factor XIIf (HFf), which has been shown to enzymatically cleave 
and activate Cl r  and, to a lesser degree, CIS (Ghebrehiwet et al., 1983). Use 
of androgenic therapeutic agents (Danazol and Stanozolol) may increase 
synthesis of C1 INH sufficiently to prevent swelling. Levels of C4 and C1 
INH increase, however, the magnitude may not parallel the clinical effect. 
Use of agents that inhibit plasminogen activation (e-amino caproic acid 
and tranexamic acid) are also effective therapeutic agents that prevent 
formation of plasmin; they may also have direct inhibitory effects on C1 
activation (Soter et al., 1975). Plasmin is also an enzymatic activator of 
factor XI1 (Kaplan and Austen, 1971) and might thereby contribute to HF, 
production and bradykinin formation, or plasmin might digest C2b to yield 
a kinin-like fragment (Strang et nl., 1988). 

B. CONTACT ACTIVATION I N  ALLERGIC DISEASES 

By analogy with observations using dextran sulfate, naturally occurring 
glycosaminoglycans or proteoglycans may be able to induce contact activa- 
tion. We have tested heparin proteoglycan from the Furth murine mastocy- 
toma for its ability to activate a mixture of factor XI1 and prekallikrein. 
There is progressive conversion of prekallikrein to kallikrein as the concen- 
tration of mast cell heparin is increased. The potency of heparin proteogly- 
can equals that of dextran sulfate and its activity is inhibited by heparinase 
I or 11, but not by heparitinase or chondroitinase ABC. Of the glycosamino- 
glycans we have tested, heparin, dermatan sulfate, keratin polysulfate, and 
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chondroitin sulfate C are positive in the assay (in that order), whereas 
heparan sulfate and chondroitin sulfate A are negative. Collagen types I, 
111, IV, and V, laminin, fibronectin, and vitronectin are also negative. 
Activation can then occur by release of heparin and/or other mucopolysac- 
charides secreted by mast cells and basophils upon exposure to plasma 
proteins or via interaction of these proteins with exposed connective tissue 
proteoglycans during tissue injury. The proteins of the kinin-forming system 
have been shown to be present in interstitial fluid of rabbit skin; thus, the 
source may not solely be dependent on exudation and activation of plasma. 

Any aspect of inflammation that leads to dilution of plasma constituents 
or exclusion of inhibitors will augment contact activation because inhibitory 
functions are very dependent on concentration. Thus, the activitability of 
plasma can be shown to be related directly to dilution. Once levels of C1 
INH are less than 25% of normal (i.e., a 1 : 4 dilution), patients with HAE 
are prone to attacks of swelling. 

Activation of the plasma and tissue kinin-forming systems have been 
observed in allergic reactions in the nose, lungs, and skin, and include 
the immediate reaction as well as the late phase reaction, although the 
contributions of the plasma and tissue kallikrein pathways to each aspect 
of allergic inflammation are likely quite different. Antigen challenge of the 
nose followed by nasal lavage revealed an increase in TAME esterase 
activity, which is largely attributable to kallikrein(s) (Proud et al., 1983). 
The activation was seen during the immediate response as well as the late 
phase reaction (Creticos et nl., 1984). Both LK and HK were shown to be 
present in nasal lavage fluid (Baumgarten et al., 198Fj), and fractionation 
of nasal washings demonstrated evidence of both tissue kallikrein (Bauni- 
garten et nl., 1986a) and plasma kallikrein (Baumgarten et al., 1986b). 
Tissue kallikrein can be secreted by glandular tissue as well as by infiltrating 
cells, such as neutrophils, and will cleave LK to yield kallidin. Plasma 
kallikrein will digest HK to yield bradykinin directly. HPLC analysis of 
ktnins in nasal washings revealed both kallidin and bradykinin. The latter 
can be formed from kallidin by aminopeptidase action, however, a portion 
of the bradykinin is also likely the direct result of plasma kallikrein activity. 

Studies of the allergen-induced late phase reactions in the skin (Atkins 
et a[., 1987) have demonstrated the presence of kallikrein-C1 INH and 
activated factor XII-C 1 INH complexes in induced blisters observed during 
an 8-hr period. Elevated levels of these complexes were seen between 3 
and 6 hr coincident with the late phase response and were specific for the 
antigen to which the patient was sensitive. 

IX. Other Disorders 

Endotoxic shock is associated with depletion of contact activation pro- 
teins (Hirsh et al., 1974; Mason et d., 1970; O’Donnell et d., 1976; Robin- 
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son et al., 1975), and serial HK levels have prognostic value because a 
drop to near zero usually indicates a fatal outcome as do lower prekallikrein 
levels (O’Donnell et al., 1976). A monoclonal antibody to factor XI1 mark- 
edly diminished the mortality by 50% in a baboon model of endotoxic 
shock (Pixley et al., 1992, 1993) largely due to effects on hypotension and 
its sequelae. Parameters of disseminated intravascular coagulation (DIC) 
were unaffected and likely mediated via tissue thromboplastin, although 
DIC due to endothelial cell injury and/or endotoxemia is associated with 
diminished levels of factor XII, prekallikrein, and kallikrein inhibiting ac- 
tivity. 

The synovial fluid of patients with rheumatoid arthritis has been shown 
to contain plasma kallikrein, which can activate stromelysin and convert 
procollagenase to collagenase (Nagase et al., 1982). Uric acid and pyrophos- 
phate crystals can act as surfaces for contact activation (Ginsberg et al., 
1980; Kellermeyer and Breckenridge, 1965) and may contribute to the 
inflammation seen in gout or pseudogout. However, at least one case 
of gout (Londino and Luparello, 1984) and one of rheumatoid arthritis 
(Dolovich and Litle, 1972) have been reported in factor XII-deficient sub- 
jects. 

Pancreatitis, particularly acute hemorrhagic pancreatitis, is associated 
with release of large quantities of tissue kallikrein, thus, kallidin and/or 
bradykinin may contribute to the pooling of fluid within the abdominal 
cavity and hypotension that can result. 

The causes of Alzheimer’s disease are not known, although it is associated 
with deposition of amyloid protein in the form of plaques as well as T 
fibril proteins within neurofibrillary tangles and paired helical filaments. 
A rare hereditary form of Alzheimer’s disease has been associated with a 
mutation of the amyloid precursor protein. We have demonstrated that, 
when P-amyloid monomer aggregates as it does within plaques, it is a 
potent initiator of the plasma kinin-forming cascade. It does so by binding 
factor XI1 and HK (Shibayama et al., 1997) and in so doing activates the 
cascade in a zinc-dependent reaction. Furthermore, the aggregation of P 
amyloid has been shown to be zinc dependent (Bush et al., 1994). In this 
fashion, P-amyloid resembles the binding we see to cell membranes, and 
to gC 1qR specifically, becauase the latter protein also activates the cascade. 
However, activation by aggregated P-amyloid is more rapid than that seen 
with gClqR and may have features that are reminiscent of both negatively 
charged surfaces (which are ion independent) and cell surface initiators. 
Whether any of the functional disturbances of neurons or glial cells seen 
in Alzheimer’s disease are attributable to the generation of bradykinin 
remains to be established. 
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1. Introduction 

Since the discovery of human immunodeficiency virus type 1 (HIV-1) 
as the major causative agent of acquired immunodeficiency syndrome 
(AIDS) (1, 2) the relative contributions of viral and host factors in disease 
pathogenesis have remained controversial. Acute infection is marked by 
high levels of viremia and often symptomatic illness with depressed CD4+ 
lymphocyte counts (3-6), but in most individuals a period of clinical latency 
ensues (7) .  During this period, CD4+ lymphocyte counts normalize, and 
viremia is held in relative check. At later stages, viremia rises, with dropping 
CD4' lymphocyte counts and clinical disease progression. Immunologic 
factors have been proposed to play a role in establishing and maintaining 
the clinically asymptomatic state, but the precise correlates of immune 
protection have remained unclear (8). 

Evidence for the potential role of CD8+ lymphocytes in the immunopa- 
thogenesis of HIV-1 infection was first reported in 1986 (9) with the 
observation that peripheral blood mononuclear cells (PBMCs) from asymp- 
tomatic infected individuals produced virus upon removal of CD8+ cells. 
Furthermore, repletion experiments demonstrated that these CD8' cells 
suppressed HIV- 1 replication in a dose-dependent manner. Because this 
inhibition could be mediated by soluble factors derived from CD8+ cells 
and the effect did not appear to be major histocompatibility complex 
(MHC) restricted, it was concluded that the effector cells were not cytotoxic 
T lymphocytes (CTLs). These initial experiments demonstrated the poten- 
tial role of the cellular immune response in HIV-1 infection and have been 
the cornerstone of functional investigations of the inhibitory activity of 
CD8+ lymphocytes from infected indwiduals. 

Another major focus in the study of CD8+ cells in HIV-1 immunopatho- 
genesis has been virus-specific CTLs. In 1987, it was demonstrated that 
some infected individuals have extremely high levels of in vivo activated 
HIV-1-specific CTLs (10, 11). The magnitude of the response in some 
HIV-1-infected persons was unprecedented, in that antiviral cytolytic activ- 
ity could be detected in freshly isolated PBMC without the need for 
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in vitro stimulation and expansion (11, 12). Numerous laboratories have 
contributed to detailed studies regarding the frequencies and specificities 
of CD8+ cytolytic cells directed against HIV-1, and emerging data indicate 
a role for these cells as an antiviral host defense. 

The study of CD8' lymphocytes in HIV-1 infection has continued along 
these two major lines of investigation. The relationship of the functional 
antiviral properties and lytic abilities of these cells continues to be an area 
of controversy, as does their role in HIV-1 pathogenesis. New studies 
suggest that these two effector functions are at least in part mediated by 
the same population of CD8' cells, and that they may play a pivotal role 
in the pathogenesis of IIIV-1 infection. This review will focus on recent 
advances in our understanding of both cytolytic and noncytolytic activities 
of CD8+ cells from infected persons, and will discuss the areas in particular 
need of further investigation. 

II. Evidence for an Antiviral Effect by CD8+ Lymphocytes in 
HIV- 1 -Infected Individuals 

Since the initial observations that CD8+ lymphocytes are capable of 
inhibiting viral replication (9) and lysing target cells expressing HIV-1 
antigens (11,13), a large body of knowledge has been generated concerning 
the presence of these activities in HIV-l-infected individuals. The role of 
these cells in the immunopathogenesis of HIV-1 infection has become 
increasingly evident. 

A. ANTIVIHAL ACTIVITY OF CD8' CELLS FHOM 

HIV-~-INFECTED INDIVIDUALS 

Numerous laboratories have confirmed the initial findings of C. Walker 
and J. Levy that CD8+ cells from infected persons are able to suppress 
HIV-1 replication. Although assay systems vary, most studies have been 
performed by coculturing CD8+ cells with infected CD4' cells and moni- 
toring viral replication by supernatant reverse transcriptase (RT) activity 
or HIV-1 p24 antigen concentration [reviewed in Refs. (14) and (15)]. A 
decrease in viral replication of at least 90% is often defined as a positive 
suppressive response in these coculture experiments. Assays have been 
performed either with acutely infected CD4+ cells from seronegative indi- 
viduals or from endogenously infected CD4' cells from infected individu- 
als. Acutely infected CD4' cells from seronegative persons have been 
more commonly employed as target cells because the viral input inoculum 
can be readily controlled. Other studies have employed CD8' cell-depleted 
PBMC from HIV-l-infected individuals, to which autologous CD8+ cells 
are added. Although the latter system has the advantage of being entirely 
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autologous and assessing inhibition of autologous virus, low CD4' cell 
yield in advanced disease often limits its use (14). Suppressive effects of 
CD8' cells have also been demonstrated in SIV-infected rhesus monkeys 
(16), SIV-infected African green monkeys (198), and HIV-infected chim- 
panzees (199, 200). Recently, studies of viral suppression by these cells 
have been extended to an in vitro model designed to mimic the cellular 
interactions occurring in the lymphoid microenvironment, with the use of 
dendritic cell-CD4' cell cocultures (17). 

A number of features of CD8' cell-mediated HIV-1 suppression have 
now been confirmed. Although the inhibitory effect can be mediated by 
a soluble factor produced by CD8' cells, cell-cell contact is required for 
optimal activity (18). Ratios of added polyclonal CD8' cells to CD4' cells 
as low as 0.05: 1 can mediate viral suppression, depending on the assay 
conditions and the cells used (19-21). The observed antiviral effect is 
inversely correlated to disease status (18, 20). In healthy asymptomatic 
individuals, low ratios of added CD8' cells (often 0.25 per CD4+ cell) 
inhibit viral replication, as opposed to individuals with AIDS, in which 
ratios as high as 2 or more are often required. Furthermore, this antiviral 
response has been found to decrease in infected individuals followed over 
time, correlating to the development of disease (22). Infected individuals 
with a long term nonprogressing course appear to have preserved CD8+ 
cell antiviral activity, suggesting a role for these cells in maintaining clinical 
latency (23). The relationship between changes in CD8' cell-mediated 
inhibitory activity and other changes in immune parameters with disease 
progression is less clear. 

Additional studies have also demonstrated the antiviral effects of these 
cells. In acutely infected individuals, the ability of CD8+ cells to mediate 
antiviral inhibition develops prior to the development of virus-specific 
neutralizing antibodies and is temporally correlated to the decline of vire- 
mia (24). In addition, certain cohorts of highly exposed yet uninfected 
individuals have also been identified to have CD8' cells which inhibit HIV- 
1 replication (19, 25). One study has suggested that uninfected children of 
seropositive mothers may have detectable antiviral CD8' cell-mediated 
activity (25). Interpretation of these results, however, is tempered by the 
fact that CD8' cells from seronegative individuals in general may have 
this HIV-1 suppressive activity under some assay conditions (17, 26, 27). 

B HIV-~-SPECIFIC LYTIC ACTIVITY OF CD8' CELLS FROM 

INFECTED INDIVIDUALS 

A second focus of the investigation of CD8+ cells in HIV-l-infected 
individuals has been the virus-specific direct cytolytic activity of these cells. 
Both inurine and human studies of various viral infections indicate a role 
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for virus-specific CTLs in containing virus replication (28-34). CTLs are 
a subset of CD8+ cells that specifically lyse target cells presenting a viral 
peptide epitope (typically 6-12 amino acids) in the context of a restricting 
class I HLA antigen (35-38). Viral proteins expressed by infected cells 
are processed intracytoplasmically by the proteosome complex and trans- 
ported to the endoplasmic reticulum where they bind nascent class I MHC 
molecules for recognition by CTLs [reviewed in Ref. (39)]. Typically, each 
MHC molecule can bind only epitopes containing limited amino acids at 
particular anchor positions (usually the second and ninth positions of the 
peptide, which bind to the B and F pockets of the class I molecule). Such 
constraints have led to the identification of specific motifs for class I 
molecules, which can be used to predict CTL epitopes (35). Recognition 
of target cells by CTLs is therefore a specific process restricted by the 
epitope and MHC molecule. This specificity is conferred by interactions 
of the CTL T cell receptor (TCR) with the complex of epitopelMHCIP2- 
microglobulin on the infected cell surface (40, 41). 

HIV-1-specific, CD8' CTLs have been investigated in great detail in 
the decade since they were first described [reviewed in Refs. (42)-(44)]. 
Many asymptomatic infected individuals have been shown to have vigorous 
and broadly directed antiviral cytolytic activity. Most of the data have been 
obtained by examining the ability of cells from infected individuals to lyse 
autologous immortalized B lymphoblastoid target cell lines that express 
HIV-1 proteins. These cell lines are chromium labeled, allowing an indirect 
measure of cytolysis by measuring chromium release after incubation with 
PBMC or CTL clones. Using recombinant vaccinia viruses containing 
structural and regulatory HIV-1 proteins, bulk PBMCs from many infected 
individuals have been found to recognize a variety of viral proteins including 
Gag, Pol, Env, Nef, Vif, Tat, and Rev (42, 44). 

A number of studies have examined the ability of freshly isolated PBMCs 
from infected persons to lyse target cells expressing HIV-1 proteins. De- 
grees of lysis approaching 80% have been detected in some asymptomatic 
persons, without the need for in vitro stimulation (45,46). Such high levels 
of lysis suggest very high frequencies of activated CTLs in PBMC. In 
addition to the in v i m  activated cells, CTL precursors (CTLp) are also 
often detected with high frequency (47, 48). Analysis of these protein- 
specific responses has suggested that cytolytic activity is most commonly 
directed at epitopes in Gag, followed by Env and RT epitopes (49, 50). 

Further characterization of the cytolytic response has been accomplished 
by cloning CTLs at limiting dilution [reviewed in Refs. (42), (43), 51), and 
(52)]. The use of synthetic peptides to sensitize target cells for lysis has 
led to the precise mapping of optimal CTL epitopes and their restricting 
class I alleles. More than 80 such epitopes have been described thus far, 
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which are found in both structural and nonstructural proteins. A compila- 
tion of such epitopes and restricting alleles [adapted from Ref. (51)] is 
shown in Table I. Some individuals have been noted to have extremely 
vigorous and broadly directed antiviral responses, with up to 14 separate 
epitopes recognized by a single person (53). In studies of chronically 
infected persons in which CTLp frequencies to defined epitopes have been 
evaluated, frequencies of up to 1 in 500 CD8' cells have been observed 
(46,54). Healthy individuals may have virus-specific CTL clones recogniz- 
ing single epitopes at frequencies of up to 5% of all circulating CD8+ cells, 
as determined by TCR sequence analysis of bulk PBMCs (55; S. Kalams 
and B. Walker, unpublished observations). 

As with the HIV-1 suppressive activity of polyclonal CD8' cells from 
infected individuals, several clinical correlations have been identified re- 
garding HIV-l-specific CTL function. Antiviral CTL activity is more readily 
detectable in asymptomatic individuals than in those with advanced disease 
and declines with disease progression, as determined by quantitative analy- 
sis of functional antiviral CTL precursors (56, 57). Persons with long- 
term nonprogressing infection appear to have more vigorous and broadly 
directed CTL responses than progressing patients (58-61), although stud- 
ies in some cohorts have not identified such a correlation (62) and a 
mathematical model of CTLs in HIV-1 infection has suggested that a 
narrowly directed response may be optimal (63). Studies in laboratory 
workers infected with HIV-1 IIIB suggest a broadening of the CTL re- 
sponse over time (64). However, studies examining the precise relationship 
between the magnitude and breadth of the CTL response with the magni- 
tude of the viral load are still lacking. 

The immunoprotective role of CTLs is suggested by studies of acute 
HIV-1 infection and in exposed but uninfected individuals. The develop- 
ment of the antiviral cytolytic response in primary infection precedes the 
production of neutralizing antibodies and correlates to the decline of vire- 
mia (65, 66). In elegant studies in a person with primary infection, a 
narrowly directed CTL response was shown to be associated with the 
rapid development of nonrecognized sequences within the targeted CTL 
epitope, providing further evidence for an antiviral role of CTLs (67). 
Other studies have used Vp repertoire analysis during primary infection 
to infer that a more broadly directed initial CTL response correlates to a 
better clinical outcome (68, 69). HIV-l-specific CTL activity has also been 
identified in various uninfected individuals including health care workers 
with percutaneous exposures (70), seronegative sexual partners of infected 
individuals (71), and commercial sex workers in epidemic areas (72). 
Whether these CTL responses in exposed uninfected persons represent 
abortive infection or exposure to noninfectious virus remains controversial. 
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TABLE I 
BEST DEFINED HIV CTL EPITOPIIY 

HLA Protein AA Sequence Reference 

HLA-A2 

HLA-A3.I 

HLA-A11 

HLA-A19 
HLA-A24 

HLA-A25 

HLA-A26 

HLA-A28 

HLA-A29 
HLA-A31 
HLA-A32 

HLA-B7 

P17 
RT 
RT 
gp4 1 
Nef 

Nef 

Nef 

P17 
P17 

1’17 
RT 

gp120 
a 4 1  

P17 
P24 

Nef 

RT 

RT 
Nef 
Nef 
RT 
P17 
gp120 
@41 
P24 
P24 
p24 
RT 
RT 
RT 
PkP0 
a341 

gp120 
P24 
P24 
gp120 
a 4 1  

RT 

77-85 SLYNTVATL 
346-354 VIYQYMDDL, 
476-484 ILKEPVHGV 
818-827 SLLNATDIAV 
136-145 PLTFGWCYKL 

180-189 VLEWRFDSRL 

190- 198 AFHHVAREL 

18-26 KIRLRPGGK 
20-28 RLRPGGKK 

20-29 RLRPGGKKKY 
325-333 AIFQSSMTK 

37-46 TVYYGVPVWK 
775-785 RLRDLLLIVTR 
73-82 QWLRPMTYK 
84-92 TLYCVHORI 

45, 170, 171 
172 
173, 174 
175 
176; U. Maier and B. 

Autran (PC) 
176; U. Maier and B. 

Autran (PC) 
176; U. Maier and B. 

Autran (PC) 
59 
B. Culmann, D. 

Lewinsohn, 
S. Riddell (PC) 

B. Wilkes, D. Ruhl (PC) 
Threlkeld (submitted for 

178 
179 
108, 180 
E. Harrer (PC) 

publication) 

349-359 ACOGVGCPGGHK 181 

508-517 IYQEPFKNLK 
73-82 PLRPMTYK 
84-92 AVDLSHFLK 
71-79 ITLWQRPLV 
28-36 KYKLKHIW 
53-62 LFCASDAKAY 

591-598 YLKDQQLL 
145-155 QAISPRTLNAW 
203-212 ETINEEAAEW 
167-175 EVIPMFSAL 
593-603 ETFWDGAANR 

71-79 ITLWQRPLV 
85-93 DTVLEEMNL 

376-384 FNCGGEFFY 
775-785 RLRDLLLIVTR 
559-568 PIQKETWETW 
419-427 RIKQIINMW 
148-156 SPRTLNAWV 
179- 187 ATPQDLNTM 
303-312 RPNNNTRKSI 
843-851 IPRRIROGL 

182, 183; S. Threlkeld 
(submitted for 
publication) 

B. Culman (PC) 
180 
180 
S. Rowland-Jones (PC) 
D. Lewinsohn (PC) 
184, 185 
145 
I. Kurane, K. West (PC) 
186, 187 
P. Goulder (in press) 
B. Wilkes, D. Ruhl (PC) 
S. Rowland-Jones (PC) 
S. Rowland-Jones (PC) 
C. Wilson (in press) 
157, 188 
59 
59 
D. Lewinsohn (PC) 
B. Wilkes, R. Ruhl (PC) 
J. Safrit, R. Koup (PC) 
J. Wilkes (PC) 

(continues) 
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TABLE I-Continued 

H LA Protein AA Sequence Reference 

HLA-B8 

HLA-B14 

HLA-B1S 

HLA-B27 
HLA-B18 

H LA -2705 

HLA-B35 

HLA-B37 
HLA-B39 
HLA-B42 

HLA-B45 
H LA-BS 1 

Nef 

Nef 

P17 
P17 

a 1 2 0  
gP41 
Nef 

Nef 

P24 
P24 
gP41 
gpl20 

P17 
P17 
P24 
FP41 
gP41 

Nef 

Nef 
Nef 

Nef 
Gag 

P17 

P17 
P24 
P24 
RT 
R T  
RT 
gpl20 

a 4 1  
Nef 

Nef 
Gdg 

$4 

P17 

P24 

RT 
RT 

68-77 FPVTPQWLR 

128-137 TPGPGVRYPL 

24-31 GGKKKYKL 
74-82 ELRSLYNTV 

2-10 RVKEKYQHL 
591 -598 YLKDQQLL 

13-20 WPTVRERM 

90-97 FLKEKGGL 
183-191 DLNTMLNTV 

589-597 ERYLKDQQL 

135-143 YPLTFGWCY 

19-27 IRLRPGGKK 

590-597 RYLKDQQL 

298-306 DRFYKTLRA 

375-383 SFNCGGEFF 

18-27 KIRLRPGGKK 

263-272 KRWIILGLNK 

791-799 GRRGWEALKY 
73-82 QVPLRPMTYK 

105-114 RRQDILDLWI 

134-141 RYPLTFCW 
260-269 RRWIQLGLQK 

36-44 WASRELERF 

124-132 NSSKVSQNY 
254-262 PPIPVGDIY 
262-270 TVLDVGDAY 
273-282 VPLDEDFRKY 
328-336 NPDIVIYQY 
342-350 HPDIVIYQY 

42-52 VPVWKEAlTTL 
611-619 TAVPWNASW 

74-81 VPLRPMTY 
245-253 NPWVGNIY 

193-201 GHQAAMQML 
20-29 RLRPGGKKKY 

591-600 GAETFYVDGA 
325-333 NANPDCKTI 

120-128 YFPDWQNYT 

438-446 YPGIKVRQL 

176; U .  Maier and B. 

176, 189; U. Maier and 

190 
P. Goulder (submitted for 

181 
146, 185 
P. Goulder (submitted for 

189; P. Coulder (PC) 
146, 191 
59 
146 
192 
180, 189 
D. Lewinsohn (PC) 
D. Lewinsohn (PC) 
49, 193 
185 
184; J. Lieberman (PC) 
B. Culmann (PC) 
P. Goulder (submitted for 

publication) 
B. Culmann (PC) 
S. Rowland-Jones (PC) 
P. Goulder (submitted for 

72 
72 
B. Wilkes. D. Ruhl (PC) 
181, 194 
181, 194 
190 
B. Wilkes, D. Ruhl (PC) 
178 
180, 189 
190 
180 
I. Kurane, K. West (PC) 
B. Wilkes, D. Ruhl (PC) 
B. Wilkes, D. Ruhl (PC) 
B. Wilkes, D. Ruhl (PC) 
B. Wilkes, D. Ruhl (PC) 

Autran (PC) 

B. Autrdn (PC) 

publication) 

publication) 

publication) 

(continues) 
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TABLE I-Continued 

HLA Protein AA Sequence Reference 

HLA-B52 
HLA-B53 
HLA-B55 
HLA-B57 

HLA-B58 
HLA-Bw62 

HLA-CwOl.02 

HLA-Cw4 

RT 295-302 TAFTIPSI 
557-565 RAIEAQQHL 
275-282 RMYSPTSI 

Q41 
P24 

Pg120 
P24 
P24 
P24 
P24 
P24 
P24 
P24 

P24 
P17 
P24 

HIV-2 Gag 173-181 TPYDINQML 
42-51 VPVWKEATlT 

147-155 ISPRTLNAW 

162-172 KAFSPEVIPMF 

311-319 QASQEVKNW 
311-319 QASQDVKNW 
116-125 HTQGYFPDWQ 

140-149 TSTLQEQIGW 

240-249 TSTLQEQIGW 

120-128 YFPDWQNYT Nef 
Nef 

140-149 TSTLQEQIGW 

268-277 LGLNKIVRMY 
20-29 RLRPGGKKKY 

RT 415-426 LVGKLNWASQIY 
RT 476-485 ILKEPVHGW 
Nef 84-91 AVDLSHFL 

P24 168-175 VIPMFSAL 
Nef 117-127 TQGYFPDWQNY 

~ 1 2 0  380-388 SFNCGGEFF 

181 
181 
B. Wilkes, D. Ruhl (PC) 
195 
185 
45, 201 
201 
201 
201 
201 
20 1 
180 
180 

20 1 
20 1 
45; B. Wilkes, D. 

Ruhl (PC) 
R. Johnson (PC) 
45; R. Johnson (PC) 
189 
B. Culmann (PC) 
P. Goulder (suhmitted for 

publication) 
192, 196 

Note. PC, personal communication. 

111. Mechanisms of Viral Inhibition by CD8' Cells 

Despite the growing body of data regarding HIV-l-specific cytolysis 
and the viral suppression by CD8+ cells from infected individuals, the 
relationship of these two activities remains controversial. The first report 
to document viral inhibition by CD8' cells (9) also described the ability 
of these cells to exert inhibition across a semipermeable membrane and 
proposed that viral suppression did not involve cytolysis. However, similar 
studies in rhesus macaques and humans indicated that CD8+ cells inhibited 
AIDS virus replication in autologous cells better than in allogeneic cells 
and had phenotypic characteristics of CTLs (16, 73, 74). Although some 
soluble inhibitory factors and their mechanisms of action have been well 
characterized, the role of cytolysis in CD8' cell-mediated suppression is 
becoming increasingly clear. The recent demonstration that HIV-l-specific 
CTLs produce soluble antiviral factors (75) has revealed the probable 
overlap of these two effector mechanisms. 



CDN* CELLS IN HlV PATHOGENESIS 281 

A SOLUBLE SUPPRESSIVE FACTORS 

The ability of CD8’ cells from infected persons to inhibit HIV-1 replica- 
tion across a semipermeable membrane suggests that these cells can act 
independently of contact with the infected target cells (18). Although HIV- 
l-specific CTLs produce a variety of cytolunes, including TNF-a, TNF- 
/3, IFNy, and GM-CSF (76, 77), antibody blocking studies indicate that 
these do not account for the observed inhibitory activities of these cells 
(78). Three major classes of soluble inhibitory factors have been proposed 
to be important. Chemokines, a subclass of cytokines with chemotactic 
properties, have arisen as the best defined inhibitory substances and act 
to block viral entry [reviewed in Ref. (79)]. CD8’ cell-derived antiviral 
factor (termed “CAF”), a yet undefined substance or group of substances 
that inhibit HIV-1 replication at the level of viral transcription [reviewed 
in Ref. (14) and lS)], has been identified by a number of investigators but 
still eludes precise characterization. Additionally, IL- 16 has been suggested 
to have antiviral activity via yet undefined mechanisms (80). Several of 
these factors have been functionally divided by means of their activity in 
different experimental systems. 

1. Chemokines 

The antiviral effect of chemokines was first demonstrated by studying 
HTLV I-transformed CD8t cells that produced soluble substances inhibi- 
tory for HIV-1 replication (81). More detailed analysis of supernatant fluids 
from these cells revealed the presence of the p chemokines MIP-la, MIP- 
lp, and RANTES, which suppressed replication of monocytotropic (M-  
tropic) isolates but not laboratory-adapted strains. Neutralizing antibodies 
against all three chemokines were required to block the inhibitory activity 
of supernatant from these CD8’ cells. It is now known that these chemo- 
kines block viral entry by interacting with the chemokine receptor CCR- 
5 (82-86). This receptor has been demonstrated to be a necessary corecep- 
tor with CD4 for the binding and entry of M-tropic strains of HIV-1 but 
not T lymphotropic (T-tropic), laboratory-adapted strains. MIP-la, MIP- 
Ip, and RANTES appear to block CCR-5 and prevent its function as a 
viral coreceptor via binding to the V3 loop of the viral envelope (83, 87, 
88). The postreceptor effects of chemokine binding to CCRS, which are 
mediated by G proteins, do not seem to play a role in this inhibitory effect, 
indicating that these chemokines act by competing directly for receptor 
binding (89). 

T-tropic strains of HIV-1 do not utilize CCR-5 as a coreceptor and are 
therefore insensitive to the MIP/RANTES chemokines (82,84). The ability 
of CD8+ cell-derived soluble factors to inhibit T-tropic strains of HIV-1 
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(14,75,90-92) has suggested the existence of other suppressive substances. 
The coreceptor used by T-tropic strains has now been identified, but 
whether CD8' cell-derived factors can block this coreceptor is less clear. 
The receptor for T cell tropic viruses is CXCR-4 (93), a 7-span transmem- 
brane receptor formerly known as the orphan chemokine receptor-like 
molecule LESTR. This coreceptor has been shown to be necessary for the 
entry of several laboratory-adapted, T-tropic strains of HIV-1 and has been 
subsequently identified as an a-chemokine receptor. Recent work has 
suggested that stroma-derived factor (SDF-la and SDF-1P) may be a 
ligand for CXCR-4 and block entry of T-tropic viral strains (94, 95) analo- 
gous to the ability of MIP/RANTES P-chemokines to block entry of 
M-tropic strains via g-CCR-5. Higher concentrations of SDF (up to 
1000 ng/ml as opposed to less than 100 ng/ml for MIP/RANTES) are 
necessary to achieve inhibition and CXCR-4 receptor-mediated calcium 
flux (94, 95) raising the possibility that other ligands may exist. It will be 
important to define the antiviral role of these ligands as they become iden- 
tified. 

It is likely that HIV-1 may be able to utilize other coreceptors as well, 
and that the ligands of these receptors may also serve as inhibitory factors. 
At least one viral strain, 89.6, has been shown to utilize not only CCR-5 
and CXCR-4 but also CCR-2b and CCR-3 as coreceptors for cellular entry 
(85). Furthermore, the CD4' cell line PM1, which expresses both CXCR- 
4 and CCR-5 (84, 96), does not support replication of all viral isolates that 
can be grown in PBMCs (81), suggesting that the coreceptor requirements 
for different isolates may be quite different. 

2. CD8+ Cell-Derived Antiviral Factor 

Another reported class of CDS+ cell-derived inhibitory factor(s) is CAF 
[reviewed in Refs. (14) and (15)]. The antiviral activity of this substance 
has been investigated in supernatant fluids from mitogen-stimulated CD8+ 
cells of HIV-l-infected individuals (19, 26), but the precise identity of 
CAF remains undefined. Factors from these cells have been shown to 
have variable inhibitory activity across a wide spectrum of M-tropic and 
T-tropic HIV-1 strains as well as HIV-2 (21,26,97), suggesting the possible 
existence of a factor that is independent of antigen or coreceptor specificity 
(14). A novel mechanism has been proposed for the activity of CAF. 
Molecular studies of acutely infected CD4' cells inhibited by supernatant 
fluids from CD8+ cells have demonstrated that these target cells appear 
to have reduced levels of viral RNA and proteins, suggesting that CAF 
acts by downregulating viral expression in infected cells (98, 99). Further 
studies utilizing chloramphenicol acetyl transferase or luciferase reporter 
genes linked to the HIV-1 long terminal repeat (LTR) have confirmed this 



finding and suggest that CAF acts by suppressing LTR-driven exprewion 
of viral proteins (98-101). 

The precise identity of CAF has remained elusive, however. Analysis of 
CD8' cell supernatants for known cytokines has failed to yield any single 
candidate for CAF, and blocking antibodies to various cytokines have failed 
to neutralize the activity of this factor (78, 90). CAF does appear to have 
some defining physical and chemical properties, such as stability at pH as 
low as 2, relative resistance to trypsin, and stability at temperatures as high 
as 56°C for 30 inin or 100°C for 10 rnin (14). Size exclusion studies have 
demonstrated that CAF may be a protein on the order of 30 kDa in size 
(14). Bulk CD8' cells and CD8' cell clones appear to produce similar 
concentrations of CAF on a per cell basis (19, 97); in general, a 1 : 4 
dilution is the lowest concentration of cell-free supernatant fluid that yields 
detectable antiviral activity (at least 50% inhibition of HIV-1 replication). 
This has limited the ability to purify and identify the factor or factors 
responsible for CAF activity. 

3 Interleukin-16 

Another factor suggested to mediate antiviral activity is interleukin-16 
(IL-16) (SO). This cytokine was originally described as a substance which 
can downregulate transcription of the CD4 molecule (102). One group 
has reported that IL-16 appears to suppress HIV-1 and SIV replication in 
vitro by an as yet undetermined mechanism (SO), but this result remains 
unconfirmed and has not been reproducible in another system (103). The 
role of IL-16 as a possible mediator of antiviral suppression awaits further 
documentation. 

B HIV-1-SPECIFIC CY-~OLYSIS 

In addition to mediating antiviral effects via release of soluble mediators, 
such as interferons and chemokines, CDS+ cells from HIV-infected per- 
sons are known to exert direct lysis of cells expressing HIV-1 proteins. 
This lytic activity has long been considered to be mediated by a population 
of cells that are distinct from those mediating the soluble inhibition. The 
lytic potential of CD8' cells has been well documented using autologons 
EBV-transformed B cells expressing recombinant viral proteins, which 
have demonstrated the existence of a class I-restricted CTL response (42, 
43,52). Data concerning the interaction of these CTLs with infected cells, 
however, have been relatively lacking. Studies of bulk CD8' cell-mediated 
inhibitory activity have found that viral suppression across a semipermeable 
membrane or by cell-free supernatants is less efficient than when contact 
with target infected cells is allowed (l8),  raising the question of a role for 
cytolysis. Furthermore, studies of CD8' cell activity in SIV infection sug- 
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gest that inhibition is class I restricted and involves cells with phenotypic 
characteristics of CTLs (16,74). Recent studies have begun to address the 
functional aspects of CTLs and their abilities to lyse infected cells and 
suppress HIV-1 replication. 

1. Kinetics of Lysis of Acutely Infected CD4' Cells Versus 
Viral Replication 

The ability of HIV-l-specific CTLs to lyse infected celIs has been investi- 
gated with highly HIV-l-permissive CD4+ transformed cell lines (104). 
The use of these cell lines, which can be synchronously infected by HIV- 
1, has allowed a detailed comparison of the kinetics of viral replication 
versus the kinetics of susceptibility to cytolysis by CTL clones of differing 
specificities. The infected cells, which attain >98% intracellular p24 anti- 
gen positivity within 4 days, are recognized and lysed by virus-specific 
CTLs as soon as the cells demonstrate intracellular p24 antigen production. 
The lytic ability of these CTLs is highly efficient; the Gag- and Env-specific 
clones reach peak-level lysis comparable to that of epitope peptide-labeled 
positive controls. The RT-specific CTLs, however, are not as efficient, 
reaching a peak approximately 50% that of controls. This finding is consis- 
tent with a prior study that suggested that the RT epitope studied here is 
presented at far lower levels than a Gag epitope on infected cell surfaces 
(approximately 14 versus 200 copies per cell, respectively) (105), such that 
epitope density may be a limiting factor. 

Analysis of virion production by the infected cell culture in the absence 
of CTLs suggests that the kinetics of viral replication lags behind the 
kinetics of susceptibility to lysis by about 12-24 hr. This suggests that 
HIV-l-specific CTLs may lyse acutely infected cells early in the virion 
life cycle, potentially before the production of infectious virions. This 
phenomenon has been demonstrated for other viruses as well (106, 107). 
Furthermore, these data indicate the possibility that CTLs of different 
specificities may vary in their ability to recognize infected cells. Additional 
study is required to determine whether recognition by CTLs specific for 
other proteins such as Nef, which is presumed to be an early viral protein 
(108), might be kinetically different from CTLs of other specificities. 

2. HZV-1 Suppressive Activities and Cytolysis 

As discussed previously, functional data regarding the specific antiviral 
potential of class I-restricted HIV-l-specific CTLs have been relatively 
lacking, despite the vast body of literature regarding the antiviral activity 
of CD8+ cells in general. A dual function for CD8' cells in mediating both 
cytolysis and soluble inhibition has been suggested in some studies (103, 
log), but the potential relationship between CTLs and CD8' cell-mediated 
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suppression has remained controversial. Recently, however, the role of 
HIV-l-specific CTLs in viral suppression has been defined in experiments 
analogous to the functional assays previously used to study viral suppression 
by bulk CD8' cells (75). HIV-1 replication in CD4' cells transfected with 
the appropriate restricting MHC class I molecule is heavily suppressed in 
the presence of virus-specific CTLs, whereas nontransfected CD4' cells 
are not inhibited (Fig. 1). Under certain experimental conditions, CTL 
clones are able to clear all detectable infectious virus, representing greater 
than lO'-fold inhibition. HLA-restricted and epitope-specific triggering of 
CTLs results in antiviral suppression by two mechanisms: cytolytic and 
noncytolytic (75, 104). Analysis of supernatants from specifically stimulated 
CTLs revealed production of MIPIRANTES chemokines as well as other 
soluble inhibitory factors, the latter of which could not be neutralized 
completely by anti-MIP/RANTES antibodies. These inhibitory factors are 
released in an antigen-specific, HLA-restricted manner and act without 
HLA restriction once secreted. 

The dominant role for cytolysis in CTL-mediated antiviral suppression 
has been demonstrated by mixing infected HLA-mismatched cells with a 

10" - 
3 5 7 9 1 1  3 5 I 9 1 1  

day postinfection day postinfection 

FIG. 1. The role of HLA class I antigen expression in CD8' cell-mediated antiviral 
activity. (A).  H9 cells, which do not express HLA B14, were acutely infected with HIV-1 IIIB 
and incubated in the presence or absence of an HIV-l-specific, HLA B14-restricted CTL 
clone. Viral replication, as assessed by serial p24 antigen measurements, was similar in both 
cultures. (B). H9 cells transfected with HLA B14 (H9-Bl4) were infected and cultured as 
in A with or without the B14-restricted CTL clone. The clone suppressed viral replication 
by severd orders of magnitude in the HLA-matched cells. 0, without B14-restricted CTL 
clone: A, with B14-restricted CTL clone. 
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CTL clone, Under these conditions, one sees minimal inhibition of HIV- 
1 replication because there is no triggering of cytolysis or production of 
soluble factors. However, the further addition of infected HLA-matched 
cells to these cultures results in triggering of release of soluble inhibitory 
factors by the CTLs (see Section IV). Under such conditions, viral produc- 
tion by the HLA-mismatched cells is reduced by less than 100-fold, indicat- 
ing that the soluble factors released by the clone in contact with the HLA- 
matched cells were less than 100-fold inhibitory on the HLA-mismatched 
cells. In contrast, the HLA-matched cells alone are completely suppressed 
by the clone (by greater than io5-fold), indicating the greater potency of 
inhibition in the presence of the cytolytic mechanism. Further evidence 
for the role of cytolysis includes the observation that Env- and Gag-specific 
CTLs are more efficient inhibitors of replication than RT-specific clones, 
in agreement with the data on lysis of infected cells (104). 

C. FUNCTIONAL CATEGORIZATION OF CD8+ 

A number of studies have begun to define further the CD8' effector 
cells and the conditions under which suppression is mediated, although 
most of these studies have not simultaneously examined the HIV-l-specific 
cytolytic function of these cells. Definition of the antiviral activities of 
CD8' cells is determined in two types of assays: those utilizing target 
CD4' cells that have been acutely infected with virus or cocultured with 
dendritic cells (DC) acutely pulsed with virus (acute assay) versus those 
utilizing CD4+ cells that have been endogenously infected or cocultured 
with endogenously virus-laden DC (endogenous assay) (14, 15, 17). These 
approaches have yielded data suggesting that CD8' cells have at least two 
separate mechanisms of antiviral activity. CD8+ cells from most HIV-1- 
infected individuals in all stages of disease have been found to have activity 
in the acute assay, whereas cells from seronegative individuals do not 
suppress viral replication in this system even at ratios as high as eight 
CD8+ cells per CD4' cell (17, 19). This mechanism appears to be ablated 
by preexposure of the effector cells to gamma radiation (30 Gy), suggesting 
that it involves cellular activation (17). In contrast, CD8' cells from both 
infected and uninfected individuals are inhibitory in the endogenous assay 
(17,19), and this activity is not sensitive to irradiation (17). Viral suppression 
by this mechanism appears to be more efficient in asymptomatic infected 
individuals than in those with later disease, and higher ratios of cells may 
be necessary to see the activity with CD8+ cells from uninfected individuals 
(17, 19). These data have been the basis for the assertion that there 
exist at least two classes of inhibitory activity: one found only in infected 
individuals (acting in both acute and endogenous assay) and another found 

CELL-MEDIATED ANTIVIRAL EFFECTS 
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in  both infected and uriinfected individuals (acting only in the endoge- 
nous assay). 

The implications of these observations remain unclear. Both mechanisms 
have been presumed to involve soluble inhibitory factors because inhibition 
across a semipermeable membrane has been demonstrated in both assays 
(17, 19). Unstimulated CD8' cells have been shown to act across a mem- 
brane in the endogenous system, whereas stimulated but not unstimulated 
cells have transmembrane activity in the acute system (19, 103). These 
data do not exclude a role for HIV-l-specific CTLs which have recently 
been shown to produce antiviral soluble factors [see Section IV; Ref. (75)].  
In addition, these studies do not address the triggering events required 
for elaboration of the irihibitory factors. This is a particularly important 
issue because CD8' cells from seronegative persons, upon nonspecific 
stimulation, can elaborate soluble inhibitory factors (17, 26, 27). Although 
inhibitory activity has been noted for various combinations of autologous 
and allogeneic cells in these assays, factors such as HLA matching have 
not been addressed, and it is therefore difficult to evaluate the effects of 
viral antigen-specific CTLs or alloreactive lymphocytes in these cocul- 
ture systems. 

IV. Roles of Lysis and Soluble Factors in Viral Suppression by CD8' Cells 

Despite recent data linking CTLs and viral suppression by CD8' cells, 
the roles of the previously mentioned mechanisms have remained contro- 
versial. Studies of the inhibitory activity of bulk CD8' cells demonstrating 
their ability to act without cell contact or HLA restriction have led many 
investigators to conclude that the predominant mechanism is non-cytolytic 
and that the important effector cells are not HIV-l-specific CTLs. This 
finding is consistent with adoptive transfer of CTLs in a SCID animal 
model (110). Some have held that CTLs may be in fact deleterious due 
to their ability to kill CD4' lymphocytes (111, 112), and that factors such 
as CAF may play a dual role in directly reducing viral replication and 
protecting CD4' cells from CTLs by downregulating viral expression in 
infected cells (14). Firm evidence for this viewpoint remains lacking, how- 
ever. The similarities of clinical correlations of CD8' cell antiviral activity 
and HIV-l-specific cytolytic activity (Sections II,A and II,B) in fact suggest 
that both sets of activities may be mediated by CTLs. Several points 
have been addressed in the debate concerning the relative importance of 
cytolytic- and soluble factor-mediated inhibition. 

The phenotype of CD8' cells that can inhibit viral replication in cocul- 
tures has been examined in detail. Studies of bulk CD8' cells cultured in 
IL-2, IL-4, and IL-10 suggest that T helper 1 (Thl) cytokines (IL-2) 



288 OTTO 0. YANG AND BRUCE D. WALKER 

enhance the inhibitory properties of these cells, whereas T helper 2 (Th2) 
cytokines (IL-4 and IL-10) appear to repress the suppressive effect (113). 
This is in keepingwith the hypothesis that a shift from Thl  to Th2 cytokines 
in infected individuals is related to clinical disease progression (114). The 
surface phenotype of inhibitory CD8+ cells has also been addressed. The 
cells mediating antiviral activity appear to be activated, as demonstrated 
by surface expression of class I1 MHC antigens (14, 15), which are present 
on a high percentage of CD8' cells in infected individuals (115-117). It 
has also been suggested that the CD8+CD28+ cells appear be a subset of 
CD8+ cells with the most antiviral activity, and that this subset of CD8+ 
cells declines with disease progression (22). In contrast, other studies have 
shown that the CD8+CD28- subset displays HIV-l-specific CTL activity 
in direct assays, but that in vitro stimulation of CD8+CD28+ cells (similar 
to the methods employed in assessing viral suppression by CD8+ cells) 
results in expansion of HIV-l-specific CTL effector cells (118). These 
phenotypic data do not define the mechanisms involved in viral inhibition 
but do suggest that HIV-l-infected individuals have relatively high concen- 
trations of activated circulating CD8+ cells that mediate antiviral activities. 

The role of cytolysis in the inhibitory activity of bulk CD8+ cells has 
been controversial. Several points have been made disputing the role of 
HIV-l-specific CTLs. The data supporting this viewpoint have been largely 
indirect, and the experiments addressing this issue have been mostly con- 
ducted using bulk, polyclonal PBMCs, precluding tight control of factors 
such as MHC matching, mixed lymphocyte reactions, and analysis of the 
triggering requirements for viral inhibition. 

It has been proposed that the antiviral effects of CD8' cells from infected 
individuals do not require cell-cell contact with target CD4' cells (14, 
15). The production of soluble inhibitory factors by these cells has been 
demonstrated in many experiments, documenting their ability to act across 
a semipermeable membrane as well as through cell free supernatants. This 
ability to act via soluble factors does not preclude cytolysis as a mechanism, 
however, and it is known that CTLs produce numerous cytohnes upon 
antigen-specific stimulation (75-77). Precedent exists for lymphocytes in- 
hibiting other viruses by means of cytokines released upon activation, 
including inhibition of HBV by IFN-y and TNF-a released from CTLs 
(119), as well as inhibition of measles virus by IFN-y released from CD4+ 
cells (120). Furthermore, HIV-1 inhibition by CD8' cells is clearly more 
efficient when there is direct contact with the target infected cells as 
compared to transmembrane or supernatant-mediated inhibition (18). 

Another key point in the controversy concerning the role of cytolysis 
has been the assertion that viral suppression by CD8' cells is not MHC 
restricted. CD8' cells from infected individuals have been shown to inhibit 
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viral replication in MHC-mismatched allogeneic target cells (26, 121). 
Studies Concerning this issue, however, have utilized acutely mitogen- 
stimulated cells, which would be activated to produce soluble inhibitory 
factors nonspecifically, or included CD3 cross-linking beads directly in the 
cocultures of the CD8+ cells and the target cells. CD3 cross-linking would 
also provide a strong nonspecific stimulatory signal for CD8+ cells, includ- 
ing CTLs, to produce secreted factors. In addition, viral suppression in 
coculture experiments has sometimes been noted to be more potent in 
autologous than allogenic target cells, as was noted in the original report 
by C. Walker et aE. (9). Interpretation of most experiments addressing 
these issues is complicated by the use of polyclonal effector and target 
cells, in which alloreactive triggering of inhibitory factor production cannot 
be excluded. The observed soluble factor-mediated antiviral activity in 
these experiments therefore does not exclude the role for cytolysis. 

The presumed reversibility of inhibition has been another issue in the 
debate concerning the relative roles of soluble inhibitory factors and cytoly- 
sis. In experiments in which PBMCs from infected individuals have been 
CD8' cell depleted and then repleted to demonstrate dose-dependent 
inhibition, removal of CD8' cells from the cocultures has been demon- 
strated to allow continued viral replication (9, 21). The mechanism of 
inhibition therefore has been suggested to be reversible and thus noncyto- 
lytic. The CD4 : CD8 ratios appear to remain constant in these coculture 
experiments, which has been interpreted to reflect a lack of lysis of CD4+ 
cells. These data are not definitive, however. The inability to demonstrate 
irreversibility of inhibition does not rule out an irreversible component of 
inhibition that is incomplete in the experimental system. Furthermore, 
infected individuals from whose PBMC virus could not be recovered after 
CD8' cell depletion, i.e., who had the most efficient control of viral replica- 
tion, were necessarily excluded from the CD8+ depletiodrepletion experi- 
ments. The preservation of CD4' : CD8' ratios in these experiments is 
also insufficient to rule out cytolysis; elimination of the low percentage of 
infected cells might not change the ratios significantly. These data again 
do not exclude a role for cytolysis in viral suppression in MHC-matched 
target cells. 

The mechanism by which CD8+ cells are triggered to release soluble 
factors has not been addressed in most published studies. The elucidation 
of this issue has been difficult because studies of soluble factor production 
have generally utilized mitogen activation of the cells (by PHA or anti- 
CD3) or use of bulk polyclonal effector cells in coculture with allogeneic 
target cells, with inability to exclude alloreactivity as an activating signal. 
Some investigators have proposed that the CD8' cellular antiviral response 
is not antigen specific based on findings that these cells have been found 
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to suppress many different strains of HIV-1, HIV-2, and SIV (14). The 
broad antiviral activity of CD8' cells does not exclude antigen-specific 
activity, however, because significant antigenic cross-reactivity exists be- 
tween these viruses (51, 202). Furthermore, several groups have noted 
that the majority of infected individuals have cytolytic activity directed 
against HIV-1 proteins [reviewed in Refs. (42), (43), (Sl), and (52)]. 

Recent data have more clearly delineated a central role for antigen- 
specific cytolysis in HIV-1 suppreskion (75). CTL clones have been found 
to inhibit viral replication by up to 10fi-fold, with clearance of detectable 
virus even after removal of CTLs from the cocultures. This efficiency is 
almost unprecedented in the study of bulk CD8+ cell-mediated inhibition 
in which 90% inhibition is considered a positive response in cocultures 
(14). CTLs are specifically triggered to lyse infected cells and produce 
soluble antiviral factors including P-chemokines in an antigen-specific, 
MHC-restricted fashion (75). The soluble factors then act without MHC 
restriction. Inhibition of M HC-matched infected cells is several orders of 
magnitude more efficient than MHC-mismatched cells by CTLs in the 
same coculture, suggesting that lysis plays a dominant role in viral inhibition 
(75, 77). Furthermore, in some cases CD8+ cells have been shown to 
suppress viral replication in the absence of detectable soluble inhibitory 
factors (14). Precursor frequency analysis of particular CTL clones by 
means of T cell receptor sequencing in the PBMCs from infected persons 
indicates that individual clones can approach 5% of circulating CD8+ cells 
(55), a ratio at which CTL clones have been found to readily inhibit viral 
replication in vitro (75). Thus, it is becoming increasingly clear that HIV- 
l-specific CTLs are a subset of CD8' cells that are present in sufficient 
concentrations to suppress viral replication and produce soluble inhibitory 
factors when triggered by viral antigens. 

The ability of CTLs to suppress HIV-1 replication by cytolytic and 
noncytolytic mechanisms is consistent with observed antiviral effects of 
bulk CD8+ cells. It is unclear whether they account for all suppressive 
activity and whether a noncytolytic subset of antiviral CD8' cells plays a 
significant role. Soluble antiviral factors in supernatant fluids of bulk and 
clonal CD8+ cells are not reproducibly detectable at dilutions greater than 
1 : 4 (14), suggesting that a large percentage of these cells produce these 
factors at modest concentrations. HIV-l-specific CTLs have been shown 
to produce comparable amounts of soluble factors (75), and CTLs of other 
specificities appear to produce these substances as well (75), suggesting 
that these factors are not novel to HIV-1 infection. 

V. Mechanisms of HIV-1 Persistence 

Despite the vigorous cytolytic and noncytolytic mechanisms of CD8' 
cells to inhibit HIV- 1 replication, most infected individuals continue to 
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have progressive disease. During the clinically asymptomatic phase of 
infection, viremia generally is detectable in most individuals, at a stable 
level with a very gradual rise over time (122). During this time, a quasi- 
semistate of viremia is established, reflecting a remarkably active balance 
of viral replication and clearance (123-125). Virion production is rapid, 
estimated to approach 10" particles per day. The minimum duration of 
the HIV-1 life cycle is approximately 1.2 days, and the average time from 
release of one virion until it infects a new cell and goes on to release a 
subsequent generation of virus particles is 2.6 days (124). The level of 
viremia during this asymptomatic period is predictive of the rate of clinical 
progression (126). With increased understanding of how CD8+ cells sup- 
press virion production, several potential factors may explain the ultimate 
failure of immune control and progression to AIDS. 

The rapidity of viral replication by infected cells has been cited as a 
potential factor that may render the immune response ineffectual (127). 
A mathematical model of primary infection has suggested that the initial 
decline in viremia could be simply due to consumption of the available 
CD4+ cells that support viral replication and entirely independent of any 
antiviral immune response (128). This model does not explain the correla- 
tions of immune responses to exposure without infection and clinical dis- 
ease progression, and it may fail to consider the rapid expansion of CD4+ 
cells during primary infection. Another argument that the immune re- 
sponse is ineffectual has centered on the cytopathicity of HIV-1 (111,127). 
Because this virus is generally considered to be cytopathic, it has been 
proposed that immune clearance of infected CD4+ cells might not provide 
any significant advantage because these cells would be cleared due to viral 
infection even in the absence of an immune response. However, recent 
data suggest that HIV-l-specific CTLs may in fact lyse infected cells before 
virion production and are capable of clearing detectable virus in vitro (75) 
(see Section IV). 

A ESCAPE FROM CONTROL BY SOLUBLE INHIBITORY FACTORS 

The ability of HIV-1 to escape soluble factors is poorly understood. The 
demonstration that soluble factors can inhibit diverse strains of HIV-1, 
HIV-2, and SIV suggests immune escape may not be significant against 
this antiviral mechanism (21). Soluble antiviral activity by the CD8' cells 
of infected individuals has been shown to decline with disease progression 
(22), indicating that a decrease in production of these factors may have a 
role. Rapid clinical disease progression has been correlated to a switch 
from non-syncytia-inducing (NSI )  to syncytia-inducing (SI) viral isolates 
in vivo (129,130), and the relevance of this change to immune suppression 
is unclear. Most NSI strains of virus are M-tropic viruses which utilize the 
coreceptor CCR-5, whereas SI strains generally are believed to be T- 
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tropic viruses that utilize CXCR-4 (79). The chemokine ligands for these 
coreceptors are different, and this switch in viral phenotype could result in 
an altered control by soluble factors that competitively antagonize cellular 
infection. Alternatively, this could reflect differences in immune clearance 
of infected cells; most individuals have NSI strains of HIV-1 even if initially 
exposed to an SI variant (131). Another possibility could involve the core- 
ceptors present in infected individuals. A subset of highly exposed but 
uninfected individuals has been found to be homozygous for deletion 
mutants of CCR-5 (132), and one study suggests that heterozygotes for 
defective CCR-5 might have a slower clinical course than normal individu- 
als (133). The difference was slight, and further studies, including studies 
that address the relative expression of CCR-5 and CXCR-4, will be neces- 
sary to confirm this finding. 

B. ESCAPE FROM CTLs 

The elucidation of mechanisms of CTL activity against infected cells 
suggests the potential for several means of escape. Clearance of infected 
cells requires several conditions. A virus-specific immune response must 
be generated and maintained, with immunologic help. The infected cells 
must be accessible to CTLs and express viral antigens and surface molecules 
that are required for binding and lysis. Perturbation of any step in this 
process may lead to nonrecognition of infected cells and escape from cell- 
mediated immune control of viral replication. 

The.HIV-l-specific cytolytic response is initially established during acute 
infection, during which CTLs and virus-specific CD4' helper cells respond 
to the initial viremia (65,66). In most individuals, the CD8+ CTL response 
is maintained during the clinically asymptomatic phase of infection and 
declines late in disease with increasing viremia (56, 57). The reason for 
this loss of antiviral cytolytic activity is unclear. HIV-l-specific CD4+ helper 
cells are absent in most infected individuals as measured by antigen- 
induced proliferation assays, in contrast to preserved responses against 
other antigens such as tetanus (134). The virus-specific helper response is 
presumably severely attenuated or lost early during primary infection due 
to the increased susceptibility of activated CD4' lymphocytes to infection. 
Thus, helper cells responding to HIV-1 antigens would be expected to be 
preferentially infected. This lack of HIV-l-specific help for CTLs may have 
a role in the decline of virus-specific cytolysis over time. Small numbers of 
patients with long-term nonprogressing HIV-1 infection and undetectable 
viral loads have been found to have vigorous virus-specific helper cell 
activity (E. Rosenberg and B. Walker, unpublished data), further support- 
ing this possibility. In addition, cooperativity between helper and cytotoxic 
lymphocytes has been shown to be important in murine viral infection 
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( 135), and virus-specific helper cell function has been shown to be necessary 
for maintenance of CTLs in chronic viral infections (136). Another potential 
mechanism of CTL depletion is clonal exhaustion. Continual viral replica- 
tion and CTL activation may eventually lead to depletion of HIV-l-specific 
CTLs. This concept has precedent in the murine lymphocytic choriomenin- 
gitis infection model (137), and recent studies of telomer length in CD8' 
cells suggest rapid turnover leading to premature senescence of these 
cells (138). 

Another possible means of escape from CTL recognition is sequestration 
of virus at immune privileged sites or in cells not subject to cytolysis. 
Precedent exists for sites inaccessible to CTLs. In a murine model of herpes 
simplex virus infection, fas-mediated apoptosis has been demonstrated as 
a mechanism of preventing CTL infiltration in the anterior chamber of 
the eye (139), presumably as a mechanism to avoid inflammation in critical 
areas, and a similar mechanism of immune privilege has been identified 
in the testis (203). Sensitive areas such as the central nervous system may 
therefore be potential reservoirs of viral replication. Follicular dendritic 
cells ( FDCs) in lymph nodes, in which active viral replication occurs during 
all stages of disease, have also been implicated as sites where HIV-1 may 
avoid immune recognition (140). FDCs have been suggested to trap viable 
virions in their extracellular matrix for prolonged periods, and the trapped 
virions have been demonstrated to resist the effects of neutralizing antibod- 
ies. Another proposed mechanism is the downregulation of CD4' cell 
surface molecules required for recognition by CTLs. Class I MHC mole- 
cule expression by CD4' cells has been reported to decrease after infection 
with HIV-1 (135, 141-143, 197), and one study further suggests that this 
effect may be mediated by Nef-induced pinocytosis (143). The degree and 
kinetics of class I MHC downregulation have been inconsistent between 
various studies, however, and a study of HIV-l-specific CTL recognition 
of infected immortalized cell lines found a decrease of only approximately 
50% with no detectable functional significance (104). It is thus unclear to 
what extent class I downregulation plays a role in viral escape from CTL 
detection, and further studies employing primary HIV-1 isolates as well 
as primary PBMCs will be needed to further define the potential role of 
viral immunomodulatory molecules in HIV-1 pathogenesis. 

Viral sequence variation is another likely means of avoiding the cellular 
immune response. Lack of proofreading by HIV-1 reverse transcriptase 
allows a high mutation rate during viral replication (144). The resultant 
viral variation leads to rapid emergence of viruses that are resistant to 
antiviral drugs and has been postulated to lead to escape from CTL recogni- 
tion as well. Several means of escape due to this variation have been 
demonstrated in vitro using CTL clones of known specificities. Lysis of 
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target cells by CTL clones can be ablated by single amino acid changes 
within the target epitopes (145-148). This occurs due to lack of TCR 
binding to the mutant epitope-MHC complex or because alteration of an 
anchor residue in the epitope prevents binding and presentation by the 
MHC molecule (149). One group has further documented that the pres- 
ence of certain epitope mutations found in vivo may be antagonistic to 
recognition of the index sequences by CTLs, (150,151), but the frequency 
with which this occurs and the effect on viral load in vivo remains unde- 
fined. Sequence variation may also interfere with epitope processing, lead- 
ing to nonrecognition by CTLs. Mutations in the flanking sequences of 
epitopes can lead to lack of recognition by CTLs, despite the lack of 
variation in the epitopes themselves (152, 153). In addition, sequence 
variation within epitopes can result in alterations in protein processing, 
such that the epitopes are no longer presented (154). A recent study 
suggests that Nef may also interfere with antigen processing/presentation 
as another potential means to escape cytolysis (204). 

The relevance of sequence variation in escape from CTL recognition 
and in disease progression has been controversial. Although studies of 
potent reverse transcriptase inhibitors have shown rapid evolution of resis- 
tant virus arising due to drug selection pressure, CTL pressure leading to 
immune escape has not been demonstrated as readily. Numerous studies 
have found evidence of immune escape (63,145-149,155), whereas others 
in both human and macaque models have failed to demonstrate that effect 
(156). Most studies have examined cellular proviral DNA rather than 
plasma viral RNA, the latter of which is reflective of the actively proliferat- 
ing viral pool. Furthermore, most studies have analyzed recognition of 
laboratory strains of virus and have not examined autologous virus. 

The ability of CTLs to exert immune pressure in uivo has been demon- 
strated by a recent detailed study of primary HIV infection (67) .  In the 
patient studied, the initial detectable CTL response was entirely directed 
against an epitope in gp120, with rapid subsequent evolutions of sequence 
variation exclusively limited to the targeted epitope. This variation led to 
lack of recognition by the initial CTL response, with kinetics similar to 
those observed for emergence of resistant viruses under drug selection 
pressure. The analysis of plasma RNA rather than proviral DNA in this 
study represents a significant difference compared to other published 
studies and offers the first clear evidence of in vivo biologic significance 
for the HIV-specific CTL response but still does not define the role of 
CTLs in overall disease pathogenesis. In fact, another study of HIV-1- 
specific CTLs derived during acute infection failed to show evidence of 
sequence variation within the targeted epitopes during the first 15 weeks 
of follow-up (157). 
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VI. Potential Targets for Therapy 

Although the correlates of immune protection in HIV infection remain 
undefined, the data suggest that CD8' cells exert antiviral effects through 
both cytolytic and noncytolytic mechanisms. There is thus emerging inter- 
est in strategies designed to augment such responses as a means to prevent 
infection or alter the disease course in infected persons. A number of 
approaches are being pursued based on increasing understanding of CD8' 
cell functions. 

The mechanisms and actions of P chemokines are becoming increasingly 
clear and present a potential target for therapy. Although these substances 
play a role in allergy and inflammation [reviewed in Ref (158)], large doses 
of administered chemokines appear to be safe in animals, raising the 
possibility that administration of exogenous chemokines may be clinically 
feasible. MIP and RANTES are potent suppressors of viral replication in 
vitro (159), and study is needed to determine whether these chemokines 
may be useful when administered in uivo. Because their mechanism of 
action is by competitive blocking of coreceptors for viral entry, it may be 
possible to create analogs or modified chemolunes that bind the coreceptors 
to prevent viral entry but that do not trigger the proinflammatory postrecep- 
tor effects. The amino terminus of the chemokines appears to be crucial 
for receptor activation but not for receptor binding, and a report has 
demonstrated that a N-terminus truncated RANTES appears to be capable 
of blocking HIV-1 cellular infection without triggering CCR-S (160). The 
clinical utility of this class of substances remains to be determined. 

Many approaches to immune reconstitution involve efforts to augment 
HIV-l-specific CTL responses. Ex vivo expression of HIV-l-specific CTL 
clones with subsequent autoinflusion has been disappointing ( 161) in part 
due to rapid in vivo elimination of the CTL clones, which were transduced 
with a foreign protein and eliminated by de novo CTL responses. Autolo- 
gous fibroblasts expressing retrovirus-encoded HIV antigens have been 
used to augment CTL responses in infected persons with little apparent 
success thus far ( 162). Although virus-specific CTLs decline with disease 
progression, this approach may not correct this defect, particularly if lack 
of control is related to viral variation and emergence of immune escape. 
Lack of CD4+ cell help or factors such as IL-2 production in vivo may 
also need to be addressed. Additionally, studies of CD8' cells have demon- 
strated that cells from individuals later in disease appear to be more prone 
to apoptosis (163), and thus the reinfused cells may be abnormal from the 
outset. It is also unclear whether CD8+ cells expanded ex vivo distribute 
and traffic normally when reinfused. 

Broadening of the cytolytic response is another immunotherapeutic strat- 
egy that has been considered. Infected individuals do not recognize all the 
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epitopes that are predicted to be possible based on their HLA alleles (42, 
43,51,52). Of the three most commonly recognized A2-restricted epitopes 
in Gag and RT, for example, the majority of HLA A2+ individuals have 
responses to an epitope in Gag, but the other two epitopes in RT are 
recognized in a minority (164). Peptide-based vaccines targeting nonrecog- 
nized epitopes or augmenting responses to targeted epitopes have been 
suggested as a means of broadening the antiviral cytolytic response. The 
utility of such an approach is limited by the large number of HLA types, 
although this difficulty may be partially overcome by choosing epitopes 
that are broadly cross-reactive among members of HLA superfamilies. 

Another prospective method to broaden the cytolytic response is the 
use of novel T cell receptors. “Universal T cell receptors” (UR) are chimeric 
receptors containing the effector region of the TCR (6 chain) fused to an 
HIV-1 envelope binding moiety: either the human CD4 molecule or the 
variable regions of a human immunoglobulin molecule that bind HIV-1 
gp41 (165). Transduction of a UR gene into bulk CD8+ cells from unin- 
fected individuals has been shown to confer HIV-1 specificity in the lysis 
of infected cells (165, 166) and inhibition of viral replication (166). The 
kinetics of lysis and efficiency of inhibition appear to be similar to those 
of naturally occurring CTL clones (166). Because binding of the UR is 
not dependent on specific antigen processing and presentation, this ap- 
proach may circumvent the issues of HLA restriction and escape. 

The loss of HIV-l-specific CD4’ cell help may play a key role in the 
eventual decline of antiviral cytolysis in infected individuals, and reconstitu- 
tion of this function may be necessary as a primary means of augmenting 
the immune response or as an adjunct to CD8’ cell-based strateges. 
Clinical administration of IL-2 has been studied as a means of boosting 
in vivo helper function (167). Patients who received IL-2 had substantial 
increases in CD4’ cell counts, although the precise mechanism for this 
rise was unclear. The significance of this finding has yet to be determined; 
at least one patient developed a serious opportunistic infection after his 
CD4+ cell count rose to near normal levels (167), raising questions as to 
whether the increase in counts was a true rise in cell mass or a redistribution 
of existing cells and whether the cells are functional. CD4+ cell reconstitu- 
tion may be important to provide specific helper function in infected 
individuals. CD4+ cells from infected individuals can be grown to large 
numbers in vitro and, in the presence of antiretroviral drugs, purged of 
virus (168). Another reported strategy for expanding virus-free CD4’ cells 
in vitro involves expansion of the cells with CD28 cross-linking beads 
(169). Through CCR-5 downmodulation (205) or other yet undetermined 
mechanisms, these cells appear to be resistant to infection by HIV-1. CD4+ 
cells generated by either of these methods potentially could be reinfused 
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to replace the depleted CD4+ cells in individuals with later stages of 
disease, although it is not known whether important specificities may have 
been clonally deleted and therefore missing from the expanded cells. A 
possible means to counteract this possibility involves the transduction of 
bulk CD4' cells from infected individuals with a UR T cell receptor, which 
might confer upon these cells virus-specific helper cell function. Analogous 
to transduced CD8' cells, these chimeric TCR-bearing cells would be 
directed to have functional specificity against HIV-1. 

Because HIV-1-specific helper cell function appears to be lost early in 
primary infection, a strategy to prevent this process is early treatment 
of infected individuals with combination antiretroviral therapy. Use of 
aggressive combination therapies, which have been shown to decrease 
viremia to undetectable levels in many individuals, may in theory prevent 
infection of the activated HIV-1-specific CD4+ cells. If the virus-specific 
helper cells are preserved, this potentially could prevent a major perturba- 
tion in the antiviral cytolytic response. Clinical trials are currently under 
way to evaluate the utility of this approach. 

VII. Conclusions 

A large body of evidence indicates that CD8+ cells play a key role as a 
protective immune response against HIV-1. Although these cells have been 
shown to inhibit viral replication by means of soluble factors, increasing 
data suggest that virus-specific cytolysis is an important function of CD8' 
cells, and that CTLs are potent inhibitors of viral replication via cytolytic 
and rioncytolytic mechanisms. Both functions are triggered in an antigen- 
specific manner, and the cytolytic mechanism of CTLs is necessary for 
efficient control of viral replication. The antiviral effects of CD8+ cells 
decline with disease progression, and factors such as the lack of CD4+ 
HIV-1-specific helper cells, viral escape mutations and inadequate CTL 
responses in the tissues may be central in this process. Rational design of 
immunotherapies for HIV-1 infection will depend on a better understand- 
ing of these mechanisms in the immunopathogenesis of infection and the 
reasons for the failure of the immune response to eradicate HIV infection 
under in vivo conditions. 
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