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Preface

This book is about passive microwave diagnostics of the ocean environ-
ment. The aim is to demonstrate the capabilities of passive microwave tech-
niques for enhanced observations of ocean features, including detection of
(sub)surface events and/or disturbances. This book outlines the benefits and
limitations of these methods and also establishes and maintains a better
knowledge of physical principles of passive microwave diagnostics. It is an
important milestone for successful and correct geophysical application of
ocean microwave data. It is also important for advanced developments.

Between 1980 and 2010, dramatic progress in microwave technology and
computer science was achieved, allowing specialists and scientists to pro-
vide systematic remote sensing observations of Earth’s environment. Today,
there are a number of microwave radiometric systems designed by many
countries and under the leadership of international communities from the
United States, Canada, Europe, Japan, South Korea, China, India, and Russia.
These remote sensing systems operate at millimeter and centimeter ranges
of electromagnetic wavelengths providing regular space-based observations
of atmospheric parameters, precipitation, and ocean—atmosphere interac-
tions, including tracking and prediction of hazard events (storm surges and
hurricanes).

Owing to objective limitations in the satellite technology industry and
operational cost, most space-based passive microwave radiometers/imagers
have low pixel resolution, which is approximately 30-100 km depending on
microwave frequency and orbital parameters. It is assumed by many people
that such a spatial resolution is enough for global seasonal change mapping
of Earth’s geophysical parameters as well as for meteorological and climate
purposes. But it does not seem to be enough for the registration of ocean
dynamic features and localized events.

Indeed, current passive microwave radiometer missions are not capable
of conducting valuable observations of complex nonlinear wave processes
occurring in the ocean, although some possibilities for the technical
modernization or renovation of microwave remote sensing instrumentation
exist and might be considered and realized in the near future.

Meanwhile, the application of high-resolution passive microwave methods
for advanced ocean studies is the technological frontier involving new scien-
tific ideas, theoretical and experimental studies, and great results that may
change the situation cardinally. In particular, there is a good chance to reveal
a number of localized oceanic phenomena and/or hydrodynamic processes
through high-resolution multiband passive microwave imagery and digital
enhancement of the registered radiometric signatures.

xxiii
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In fact, sophisticated microwave radiometers with resolution from
a hundred meters to a couple of kilometers will be capable of providing
relatively low-cost complementary maritime surveillance and operational
control over restricted ocean areas, including the detection of (sub)surface
events as well. To achieve this goal, however, innovative techniques, proper
understanding of the problem, and correct intelligent methods of data
analysis and interpretation are required. These issues are very important
for many remote sensing applications; they are a key focus and a major sub-
ject of our multiyear scientific research, which are partially summarized in
this book.

In the book Passive Microwave Remote Sensing of Oceans (Wiley, Chichester,
UK, 1998, 195p.) by LV. Cherny and VY. Raizer, which has been out-of-print
for some time, we performed theoretical-experimental analysis of the main
ocean microwave characteristics and observable by radiometer/scatterometer
effects. Microwave contributions from surface waves and roughness, break-
ing waves, foam/spray/bubble disperse media, and impacts of thermohaline
variations, oil spills, rain, hazard events, and other factors on ocean emissiv-
ity have been explored and explained in detail. These data and results still
have fundamental meaning in ocean microwave radiometry, polarimetry,
and spectroscopy.

However, for the efficient implementation of high-resolution ocean
observations, more accurate techniques and models are required. As a matter
of fact, we deal with a highly dynamical, stochastic, multiscale, noisy, and as a
whole, unpredictable natural object, which is the real-world ocean environ-
ment. This circumstance eventually leads to a great variability and complex-
ity of the collected microwave remotely sensed data, even to the uncertainty
of their physics-based interpretation. Therefore, novel studies and efforts are
necessary in order to achieve considerable practical progress in the field of
ocean remote sensing.

In this book, I continue the analysis of remote sensing methods, models,
and techniques. The book focuses on a high-resolution multiband imaging
observation concept. This advanced approach provides a new level of geophys-
ical information and data acquisition. Experiences show that the measure-
ment of localized hydrodynamic phenomena and/or events is difficult to
provide using just one- or two-frequency low-resolution microwave sensor—
imaging radiometer or radar. The reason is natural causes such as scaling,
variability, and nonstationary. Microwave responses and relevant signatures
are usually frequency-band dependable and have space-time characteris-
tics. In other words, the stochastic nature of the ocean surface affects the
microwave measurements dissimilarly at different observation conditions,
different electromagnetic bands, and different spatial and temporal scales.

Problems of adequate modeling, correct analysis, and interpretation of
multivariable data become critical in remote sensing and always represent
a challenging task for serious researchers. In this connection, this book has
been significantly updated and rewritten, although the structure of the text
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remains the same as in the previous one. Note that this book does not replace
fully the old one. I believe that our novel ideas and materials will encourage
the readers to take the next step in the right direction.

This book is divided into seven chapters. Chapter 1 is an introduction
to the subject, including a historical survey, basic elements of microwave
theory, technological aspects, and methods of data processing and
interpretation.

Chapter 2 outlines the main oceanic phenomena and hydrodynamic pro-
cesses that can be potentially observed and/or detected using multiband pas-
sive microwave radiometry and imagery. This chapter provides a primary
knowledge in ocean physics and hydrodynamics needed for a better under-
standing of remote sensing methods.

In Chapter 3, experimental and theoretical data concerning microwave
emission of the ocean surface are overviewed. Impacts of surface waves,
roughness, turbulence, foam, whitecap, spray, bubbles, and oil pollutions on
the ocean emissivity are analyzed in more detail. The microwave models
and numerical examples selected and presented in the chapter demonstrate
the current status of research in this field.

Chapter 4 establishes novel composition principles of microwave remote
sensing (and diagnostics) of oceans. This chapter provides a basis for more
accurate physics-based modeling and simulations of microwave radiomet-
ric data—signals, images, signatures, their properties, and time and space
characteristics. New results are generated using stochastic and deterministic
multifactor electromagnetic-hydrodynamic models and numerical meth-
ods. I believe that a flexible multifactor approach is more adequate and, per-
haps, more realistic for purposes of microwave diagnostics and detection of
ocean variables.

Chapter 5 provides the essential concept of high-resolution multiband pas-
sive microwave observations. This material covers a number of theoretical,
methodological, and technical issues. In particular, I present several model
and real experimental examples in order to demonstrate the capabilities of
high-resolution microwave imagery in ocean studies. One of the greatest
concerns and simultaneously significant advances in remote sensing is the
assessment of ocean microwave signatures associated with different envi-
ronmental processes and events.

Chapter 6 focuses on the potential possibilities to observe sophisticated
oceanic events using passive microwave techniques. A number of hypotheti-
cal (but realistic) microwave scenarios are considered. I decided to include
this particular material because it could offer some guidance for conducting
future studies and complex experiments.

The summary and several important problems are presented and dis-
cussed in Chapter 7. The concluding paragraphs briefly point out the benefits
and advantages of passive microwave observations of the ocean.

The scope of this book includes several interdisciplinary topics related to
oceanography, hydrodynamics, microwave technology, physics, numerical
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modeling, digital data processing, and interpretation. This book represents
a motivated introduction and complete-at-the-moment informative descrip-
tion of passive microwave remote sensing of the ocean. The problems
outlined may provide readers an opportunity to improve their expertise
on this particular subject. The bibliography provides an overview of the
experimental and theoretical data collected worldwide. References may help
many researchers, students, or simply enthusiasts who wish to take the next
step and contribute to the development of the subject.

As a whole, statements, recommendations, and some accomplishments
presented in this book are useful for many specialists who work in various
geophysical and remote sensing fields.
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Introduction

This chapter provides a sketch of problems and techniques concerning
remote sensing of the ocean. Instrument performance and data processing,
and possibilities of modeling and interpretation are considered in a meth-
odological manner. A history of ocean exploration from space and other
platforms using passive microwave radiometers is briefly outlined. The
objectives are formulated as an integrative research program. The bibliog-
raphy at the end of this chapter provides the reader with additional compre-
hensive knowledge about each specific topic discussed in this chapter.

1.1 Basic Definition

Remote sensing has been defined in many different ways. One of them is
the following: “The science of remote sensing consists of the analysis and
interpretation of measurements of electromagnetic radiation (EMR) that is
reflected from or emitted by a target and observed or recorded from a van-
tage point by an observer or instrument that is not in contact with the target”
(Mather and Koch 2011). Microwave remote sensing methods “provide a dif-
ferent and unique view that offers new information about Earth’s environ-
ment that often can be obtained in no other way” (Ulaby and Long 2013).

Both definitions are correct and acceptable in the context of this book but
they do not clarify how to get this new information from remote sensing
measurements? Here, we come to interdisciplinary scientific research pro-
gram, which is usually divided into several independent topics, but it is
considered sometimes separate from the main problem, depending on indi-
vidual experiences and skills.

In fact, unlike other environments, oceans that cover more than two-
thirds of Earth’s surface represent the most complicated geophysical object
for exploration. A majority of global dynamic processes at the ocean-
atmosphere interface is difficult to control using traditional in situ meth-
ods. Among these are multiscale wind-generated waves, stormy situations,
frontal zones and currents, turbulent flows, thermohaline (temperature—
salinity) circulations, and some synoptic events. These and other large-
scale processes occurring at the marine—atmospheric boundary layer can
be discovered from satellites using different remote sensing instruments
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and techniques, including passive microwave radiometry. However, remote
sensing and detection of the ocean dynamic features demands the applica-
tion of an integrated scientific approach, including the understanding and
comprehensive knowledge of both hydrodynamic and electromagnetic
aspects of the problem.

1.2 Instrument Performance

There are two categories of microwave remote sensing instruments: active
(radar, scatterometer, interferometer, altimeter, and global position system
[GPS] tracker) and passive (radiometer, sounder, spectrometer). The active
sensor transmits electromagnetic waves at a certain frequency and then mea-
sures the scattering or reflected signal from the investigated object, medium,
or surface. In this case, we usually obtain selective information about spa-
tially statistical (geometrical) characteristics of the object.

The passive sensor does not transmit any electromagnetic signal but it
measures the thermal radiation emitted by the medium, object, or body itself
at the selected (and fixed) microwave band. As a result, we obtain integrated
information about the thermodynamic, structural, and physical properties of
the medium plus its surrounding environment.

Radar methods are well developed; they are widely used in satellite ocean-
ography for observations of ocean surface features, internal waves, ship
wakes, oil pollutions, boundary layer convective mixing processes, mapping
of ocean floor and sea level (topography), and Arctic and Antarctic sea ice
coverage.

Microwave radiometry, however, is implemented less frequently; this tech-
nique is used mostly for the global monitoring of atmospheric parameters
and cloudiness, sea surface temperature and (recently) salinity, the near-
surface wind vector, and sea ice, and sometimes for the local control of oil
pollutions in the sea.

It has been assumed in the past years that possibilities of passive micro-
wave radiometry and imagery for studying submesascale (~1-10 km) and even
mesascale (~10-100 km) ocean dynamic processes and events are limited.
There are two main reasons for that: the first is poor instrument resolution
and low signal-to-noise ratio, and the second is difficulties to convert noisy
radiometric signals (raw data) into relevant geophysical picture without sig-
nificant errors.

To solve the first problem and achieve high spatial resolution of micro-
wave radiometer data, a very large antenna (at least ~10-30 m at space-based
observations) is required. The second problem is solved using accurate cal-
ibration and technical validation of the radiometer system. In both cases,
it is necessary to create and apply a special algorithm for the retrieval of
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geophysical information from raw radiometric data in accordance with the
instrument specification and an observation process.

The most important step is the evaluation of the so-called signatures of
the interest. An efficient thematic retrieval algorithm should operate with
advanced data/image processing and computer vision techniques and also
invoke theoretical or (semi-)empirical models or multiparameter approxima-
tions. The creation of such a combined algorithm is a complicated scientific
task, especially in the case of high-resolution microwave measurements.

Today, only one remote sensing method remains for the quantitative
direct observation of ocean surface features: fine-resolution (few meters and
better) airspace optical imagery. Unlike radar or radiometer data, the high
visual image quality of satellite optical systems provides detailed informa-
tion about surface wave processes and their spatial characteristics. However,
such optical data are not always readily available for the public.

Nevertheless, a combination of high-resolution active/passive microwave
and optical techniques (including infrared bands as well) is the most effi-
cient observation strategy at the moment. Multisensor systems can provide
systematic operational control of the world’s oceans, embracing scale mea-
surements from a dozen centimeters to several kilometers.

1.3 Data Processing, Analysis, and Interpretation

Data processing, analysis, and interpretation are important subdivisions in
remote sensing. There is a large number of literature resources on this sub-
ject. Because we are focusing on high-resolution microwave observations,
the application of enhanced image/data processing is required in order to
select and extract the relevant information.

In the case of radiometry and imagery, the processing provides a represen-
tation of raw (imaging) data in usable and information (mapping) formats
that is necessary for conducting geophysical research. A follow-up analysis
reveals and specifies the properties and content of the collected data sets;
interpretation provides physics-based insights into data mining with the
goal to investigate possible effects and/or signatures. For example, geophysi-
cal representation and specification of the ocean microwave imaging data
can be performed digitally using computer vision algorithms. This gives us
realizations in the form of the so-called radiometric portrait.

Data processing is divided into two parts: preprocessing and actual or
thematic processing. Preprocessing is used for initial formatting, correction,
noise reduction, restoration, normalization, sorting, storing, and visualiza-
tion of remotely sensing data.

In ocean remote sensing, thematic processing is applied for the selection,
specification, and evaluation of the signatures of interest related to certain
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phenomena/events. Indeed, thematic processing of ocean microwave data is
a part of the geophysical information system (GIS).

Ocean GIS consists of three parts: (1) input data collection, (2) data stor-
ing and management, and (3) output product (visual realizations, maps, and
materials). Ocean GIS can be organized using available data/image process-
ing algorithms which should be adapted to the specific (low-contrast and
noisy) dynamic radiometric signals and measurements.

In our case, it is convenient to consider two categories of digital image
processing: statistical (global) and structural (local). The first includes spec-
tral, correlation, cluster, fractal, texture, and fusion methods. The second is
intended for more detailed specification and characterization of the selected
image regions, features, or elements. An enhancement, segmentation, bina-
rization, texturization, morphological (feature’s shape, size, orientation)
measurements, spatial and color filtering, and some algorithms of computer
vision can be applied as well.

Interpretation is based on extended knowledge of several disciplines: the
observation technology, applied physics, methods of numerical modeling,
simulation, and classification of microwave data. Quantitative interpre-
tation of ocean microwave data is a complicated repetitive process that is
not uniquely determined; it involves many computer science and software
products. At the same time, we believe that such a combined theoretical—-
experimental (data assimilation) approach is the most comprehensive option
to achieve our goals and objectives.

1.4 Theoretical Aspect

A large number of theoretical (analytical) studies and model calculations of
the sea surface microwave propagation characteristics, scattering and emis-
sion, has been performed by many authors during the past several decades.
In most works, microwave radiation from the ocean and atmosphere is esti-
mated at selected electromagnetic frequencies and fixed view angles that is
motivated by observation missions and instrument specifications.
Meanwhile, theoretical hydrodynamic and electromagnetic models of the
ocean—atmosphere interface play a key role in data interpretation and appli-
cation. One part of the electromagnetic wave theory considers scattering and
emission from a rough random ocean-like surface with different statistical
properties. The most well-known is the so-called two-scale model describing
the contributions from both small-scale and large-scale surface irregularities
independently. The other part of the theory explains the effects of microwave
emission from nonuniform ocean disperse media such as foam, whitecap,
bubbles, spray, and dense aerosol. This theory operates with dielectric mix-
ing models, wave propagation models, and/or radiative transfer equation.
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We investigate both parts separately and integrate them into a composite sta-
tistical multifactor microwave model. A composite model allows us to provide
flexible analysis of spectral and polarization characteristics of ocean emis-
sivity at variable conditions and in a wide range of electromagnetic wave-
lengths from 0.3 to 30 cm.

Modeling and simulations of complex microwave radiometric data (sig-
nals, images, signatures) is also an important part of advanced research. This
new approach provides prediction and investigation of ocean microwave
signatures through computer experiments. A number of realistic scenes and
scenarios related to different oceanic processes, phenomena, or events can be
investigated numerically.

Electromagnetic models of microwave emission and scattering from the
sea surface are constantly updated and improved. An ultimate method or
tool suitable for theoretical analysis of ocean microwave data has not yet
been found (unlike, for example, Earth’s land microwave observations).
The parameters of the existing models and approximations are usually
adjusted in order to complete the best fit for the given experimental data
set. Actually, such a “modeling volatility” or kind of nonrobust connec-
tion between theory and experiment just demonstrate quite objectively
the overall difficulties and challenges of ocean exploration using passive
microwave methods.

1.5 Historical Chronology

The first microwave radiometer-receiver was introduced by the American
physicist Robert H. Dicke in 1946 in the Radiation Laboratory of
Massachusetts Institute of Technology. This radiometer operated at a wave-
length of 1.25 cm and was intended to measure the temperature of envi-
ronmental microwave radiation. Later, in the 1950s and 1960s, numerous
microwave radiometers were designed and employed in radio astronomy,
atmospheric and terrestrial studies, and also in planetary mission (Mariner
2 Venus Flyby, 1962).

The first launch of a passive microwave radiometer for Earth observation
was accomplished by the U.S.S.R. Cosmos 243 satellite in 1968. This four-
channel microwave radiometer at wavelengths of 0.8, 1.35, 34, and 8.5 cm
with horn antenna and spatial resolution about 20 km provided global obser-
vations of the ocean, atmosphere, and sea ice. Then, in 1970, the Cosmos 384
satellite with the same set of microwave radiometers was launched with the
same purposes.

Below is a short list of the past and current spacecraft missions operated
with passive microwave radiometers and imagers and dedicated to the
monitoring of ocean and atmosphere:
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NASA Nimbus-5/ESMR (1972); Skylab/S 193 (1973); Nimbus-6/ESMR
(1975); DMSP/SSM/T (1978); NOAA TIROS-N/MSU (1978); SEASAT
1/SMMR (1978); Nimbus 7/SSM/R (1978); Cosmos 1076 and 1151 (1979);
Salyut-6/KRT-10 (1979); NOAA-7/AVHRR/2 (1981); Kosmos-1500 (1983);
DMSP/SSM/1 (1987); ADEOS/NSCAT (1996); NASA/JAXA TRIMM TMI
(1997); Mir-Priroda/IKAR (1997); DMSP/AMSU-A/B (1998); METEOR-1/
MIMR (1998); NOAA-15/AVHRR/3 (1998); ADEOS II/AMSR (1999);
EOS-PM/MIMR (2000); Meteor-3M-1/MTVZA (2001); Aqua/AMSR-E
(2001); Coriolis/WindSat (2003); ESA SMOS (2009); Meteor-M No.1/
MTVZA-GY (2009); NASA Aquarius (2011); Meteor-M No.2/MTVZA-GY
(2014); NASA/SMAP (2015).

Additionally, since the 1970s, passive microwave radiometers were used at
different aircraft laboratory platforms: NASA Convair 990; Soviet Ilyushin
II-18 and II-14; Antonov An-2, An-12, and An-30; Tupolev Tu-134 SKh;
NASA P-3 and NRL P-3 Orion; NASA DC-8; C-130 Hercules; NOAA WP-3D;
Convair-580; Dornier 228; Short Skyvan.

Radiometric measurements were conducted around the globe from ship
platforms in the 1980s. In 1992, a multifrequency set of microwave radiome-
ters and scatterometers has been installed and operated at the gyrostabilized
platform of the research vessel Akademik Ioffe during the Joint U.S./Russia
Remote Sensing Experiment JUSREX 1992 (Atlantic Ocean).

Detailed field radiometric experiments were conducted from the station-
ary sea platforms (WISE 2000 and 2001 Mediterranean Sea; CAPMOS 2005
Black Sea) and from the blimp (COPE 1995). Many test experiments and pre-
cise microwave radiometric measurements were performed in open air labo-
ratory water tanks and also in natural research pool (Krylov State Research
Centre, Saint Petersburg, in the 1980s).

All these programs, data, and results bring unique and remarkable expe-
riences providing great insight into the problem. The material collected by
many authors over the years allows us to realize much better the potential
and benefits of passive microwave observation technology. In particular,
our remote sensing experiments (1997-2004) and collected data have shown
excellent capabilities of high-resolution multiband microwave imagery for
observations of ocean surface features. This mission has been the most sig-
nificant innovation in our studies.

1.6 Objectives of This Book

This book addresses the fundamentals of passive microwave remote sensing
of ocean environment. The attention is focusing on detailed description of the
physical principles, methodology, theory, and practice of ocean microwave
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observations. This book also offers a first look at microwave detection capa-
bilities. In order to realize the problem as a whole, we emphasize a number
of important scientific topics and results related to hydrodynamics, electro-
dynamics, physics-based modeling, data analyses, and interpretation.

This book has the following objectives:

* Develop and update general science, technology, and information
knowledge to provide advanced remote sensing studies of ocean
environment

¢ Provide insight into the research and specification of hydrodynamic
and electromagnetic effects, contributions, and signatures poten-
tially observable by passive microwave radiometric sensors

¢ Investigate and demonstrate the capabilities and advantages of high-
resolution multiband passive radiometry and imagery for the detec-
tion of ocean variables and dynamic features

The material presented in this book is the radiometric part of a multisensor
synergy observation concept. This concept includes a combined simultaneous
use of active/passive microwave and optical techniques for advanced remote
sensing of the ocean. It is created on the basis of our multiyear experiences,
an experimental effort, and analysis of existing data, materials, publications,
reports, and documents available from various literature sources.

As aresult of the past and recent studies in which the author was involved con-
tinuously (1975-2015), a scientifically applied topic named Radio-Hydro-Physics
(this terminology was used in the early 1980s by Professor V. Etkin, 1931-1995)
got a fresh start in the late 1990s. One part of the scientific research has been sep-
arated under the name Electrodynamics of the Ocean—Atmosphere Interface (1998).
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Ocean Phenomena

2.1 Introduction

Today, there is considerable interest in achieving better performance of ocean
observations using active/passive microwave remote sensing techniques. In
order to extract the geophysical information from the collected microwave
data, it is necessary not only to understand the mechanisms of electromag-
netic wave propagation—scattering and emission from the ocean surface, but
also to learn geophysical processes and phenomena occurring at the air-sea
interface. Several great books (Lamb 1932; Kitaigorodskii 1973; Phillips 1980;
Craik 1985; Apel 1987; Kraus and Businger 1994; Miropol’'sky 2001; Janssen
2009) provide comprehensive and needed information on physical oceanog-
raphy and hydrodynamics.

The goal of this chapter is to give the reader an initial knowledge base
about the main oceanic phenomena and hydrodynamic factors, which are
responsible for the formation and variations of microwave remotely sensed
data. The emphasis is to specify processes and events that are potentially
observable by passive (and active) microwave sensors. The selected material
presented below is also intended for researchers and specialists who are
interested in developing and/or conducting complex hydrodynamic studies
involving microwave and other remote sensing measurements.

2.2 Structure of the Ocean-Atmosphere Interface

Figure 2.1, initially created in the Woods Hole Oceanographic Institution,
California and updated here in more detail, demonstrates a number of phe-
nomena in the ocean that are important for microwave diagnostics. Upon
considering this picture, it becomes clear that the complete description of
the real-world ocean environment is an extremely challenging task, which,
perhaps, may not be solved using conventional theories and/or analytic
approaches.



10 Advances in Passive Microwave Remote Sensing of Oceans

(

Heat and mass transfer / \ i - ;
" Sea spray and foam/whitecap Evaporation
3 wave breaking
Energy-active
| | “B¥  Generation of surface instabilities and RSTA =

2 Wind impact ) iy Atmospheric effects

synergetic zone Bubble . Wave-currents interactions
production |

\ Convective and
double-diffusive processes

W

— - 1
Langmuir circulations ol Warm salty
h circulations

Thermohaline
fine structure

FIGURE 2.1

Ocean environment in a view of microwave remote sensing. (Based on illustration by Jayne
Doucette, Woods Hole Oceanographic Institution, California.) Pictures: Left upper corner—
Satellite NASA Aquarius. Right upper corner—Satellite ESA SMOS.

Briefly, the structure of the ocean—atmosphere interface can be divided
into three categories: the near-surface upper ocean layer, the interface itself,
and atmospheric boundary layer. The upper ocean layer is characterized by
thermohaline finestructure, double-diffusive convection, circulations, inter-
nal wave motions, and turbulence. The near-surface atmospheric boundary
layer (with thickness ~10 m above the surface) is characterized by turbulent
fluxes, stratification, and stability.

Because most remote sensing observations provide statistical and averaged
data, satellite scientists-oceanographers usually operate with semiempiri-
cal models and approximations in order to investigate large-scale dynam-
ics of the ocean surface, wind-generated waves, fluxes, and boundary-layer
parameters.

In addition to such a global geophysical interpretation, the author proceeds
from the assumption that the microwave response from the ocean surface
is defined by many individual structural and dynamic factors and local-
ized processes. Therefore, from our point of view, the ocean—atmosphere
interface should be described as a stochastic multiscale dynamic system
with a large number of distributed hydro-physical parameters and multiple
interconnections.

The borderline between ocean and atmosphere, which is shown graphically
in Figure 2.1, has much more complicated and ambiguous internal content.
This interface includes microlayers of organic and nonorganic surfactants,
turbulent mixing macrolayers, as well as multiscale geometrical and volume
nonuniformities, which are, eventually, surface waves and foam/whitecap
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coverage. Both these geometrical and volume nonuniformities produce sig-
nificant impacts on microwave radiometric measurements.

More understandable “remote sensing” definition of the ocean—atmosphere
interface can be formulated in terms of electrodynamically stratified transi-
tion layer of variable structure, configuration, and thickness. An adequate
and accurate microwave analysis of such a composition interface layer
will require more detailed investigation and knowledge of distinguished
parameters of individual components of overall system rather than its
statistical-based averaged characteristics. Moreover, in order to build an effi-
cient microwave observation (detection) technology, we also have to explore
comprehensively the “behavior” of the ocean surface (background) at dif-
ferent conditions. Below, we consider the main hydrodynamic factors and
processes related to this problem.

2.3 Classification of Surface Waves

Ocean surface waves are strongly diversified by geometrical form and space—
time scales. For this reason, two approaches are used to describe them. The
first, deterministic, is based on the application of the fundamental hydrody-
namic theory. It describes the configuration profile (shape) of a regular linear
or nonlinear wave on deep or shallow water. The second, statistical, operates
with the probabilistic laws of distribution of energy between different wave
components. In this case, it is presumed that the surface elevation fluctuates
randomly in space and time and can be described as a statistical ensemble of
a large number of surface harmonics.

More adequate methods that unite both approaches are connected with
numerical solutions of hydrodynamic and energy balance equations. The
most important result of numerical methods is the definition of numerical
profiles of two-dimensional and even three-dimensional nonlinear sur-
face waves and the modeling of their evolution in space and time up to the
moment of breaking. It is also possible to investigate the phenomenon of the
bifurcation of gravity waves due to their interactions and establish the crite-
ria of instability.

In hydrodynamics, steady- and nonsteady-state surface waves are distin-
guished. Steady-state waves do not change their properties in space and time.
Otherwise the waves are named nonsteady-state waves. In addition, periodical
linear and nonlinear steady surface waves are separated (Table 2.1).

An important type is the surface gravity waves of finite amplitude (Stokes
waves). These waves are unsteady with respect to small periodic distur-
bances (Benjamin-Feir modulation instability). The effects of instability
and evolution and bifurcations of one-dimensional and two-dimensional
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TABLE 2.1

Classification of Steady-State Surface Waves (by Theory)

Type of Surface Waves Author

1. Linear periodical Nekrassov (1951)

2. Trochoidal Gerstner (1802)

3. Nonlinear periodical of finite amplitude Stokes (1847)

4. Gravity solitary (soliton) Boussinesq (1890)

5. Capillary linear periodical Sekerzh-Zenkovich (1972)
6. Capillary nonlinear periodic Crapper (1957)

7. Capillary solitary (soliton) Monin (1986)

Source: Cherny I. V. and Raizer V. Yu. Passive Microwave Remote Sensing of
Oceans. 195 p. 1998. Copyright Wiley-VCH Verlag GmbH & Co.
KGaA. Reproduced with permission.

surface nonlinear gravity waves in deep water have been investigated in
detail (Zakharov 1968; Yuen and Lake 1982; Craik 1985; Su 1987; Su and
Green 1984).

Flat weakly nonlinear waves are described by the Korteweg-de Vries
equation (1895). The solutions of this equation can be as periodical as soli-
tary waves (solitons). The existence of gravity—capillary solitons in shallow
water was proved theoretically on the basis of the nonlinear Kadomtsev—
Petviashvilli and Schrédinger equations.

Capillary waves or ripples are essentially nonlinear. The theoretical profile
of capillary waves has a complex and ambiguous geometrical form. Short
capillary waves in the ocean are strongly unsteady. Although they are not
regular waves in the classical hydrodynamic sense, they can be represented
by a random field of surface impulse-type perturbations of high steepness.

Finally, we include a category named “turbulent roughness” or microscale
surface turbulence. This category represents a nonsteady field of small-scale,
randomly distributed on the surface fluctuating disturbances. Such distur-
bances occur under the influence of boundary-layer turbulent flows, micro-
breaking processes, local variations of the near-surface winds, strong (sub)
surface currents, or as result of interaction of water droplets (from spray or
rain) with the ocean surface. The contribution of turbulent roughness to
ocean microwave emission cannot be neglected at observations concerning
the nature of surface-active films, local variations of sea surface temperature
and salinity, or turbulent wakes.

2.4 Generation and Statistics of Wind Waves

An ensemble of wind-generated surface waves is the main environmen-
tal factor in remote sensing, which should be carefully investigated. Wind
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waves represent multiscale dynamic geometric disturbances, generated
mostly stochastically through multiple cascade processes. Sometimes, we
may separate environmental wind waves and other possible (induced) sur-
face disturbances because there are some differences in their generating
mechanisms and geometrical properties. But it is quite difficult to distin-
guish them properly by spectral and statistical characteristics. Therefore,
adequate hydrodynamic description and modeling of an overall system of
ocean surface waves, their scales, evolution, and dynamics are still of great
interest in many applications.

2.4.1 Generation Mechanisms

The well-known surface wave generation mechanisms are the following:

¢ Surface wind stress
¢ Kelvin—-Helmholtz instability due to local wind shear

¢ Miles shear instability due to the influence of a matching layer with
wind profile
® Resonance mechanism due to nonlinear interactions of gravity

waves when the speeds of wave propagation and wind are the same
(Phillips 1980)

* Weak turbulence theory (Zakharov and Zaslavskii 1982) due to the
locality of wave-wave interaction in the case of a wind-driven sea

In past years, the approach of slow dispersion and nonlinearity of deter-
ministic surface gravity—capillary waves has been developed. Using this the-
ory, new solutions of the Korteweg—de Vries equation concerning dynamics
of solitons and their interactions were investigated (Craik 1985).

Another mechanism of surface wave generation deals with nonlinear
wave—wave interaction. The dynamics of the interaction are described by
the kinematic theory for statistical ensemble of surface waves (Hasselman
1962). This theory also describes the formation of wave number spectrum
in the oceans. An important application of the theory is the consideration
of surface wave—current interactions. In particular, the effects of blocking
gravity—capillary waves by surface currents induced by internal waves have
been manifested (Section 2.4.7). As a result, the strong transformation of the
surface wave number spectrum in the interval of decimeter surface wave-
lengths occurs (Basovich and Talanov 1977).

In the case of linear theory, the amplitude of surface waves decrease when
they are propagated along the current, but the amplitude increases when
waves are propagated against the current. It is possible to register both an
increase and decrease of the wave energy’s spectral density using radar
observations. An example is the propagation of surface waves on horizon-
tally nonuniform current in the field of oceanic internal waves. The theory
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explains the effects of the occurrence of anomalous roughness such as
surface smoothing, slicks, and “rip currents.”

2.4.2 Statistical Description and Wave Number Spectrum

The statistical description is based on integral information about the change
of averaging spectral density of wave energy, only due to slow varia-
tions of wind speed and interaction between air flow and ocean surface.
Moreover, the wave field in the ocean is a multiple-scale nonlinear dynamic
system, which is characterized by a large degree of freedom. Resonance and
nonresonance groups of waves exist in such a system.

As it follows from a general theory, wave—wave interactions provide a sta-
ble spatial evolution of the system. But resonance wave-wave interactions
under certain conditions lead to the generation of different hydrodynamic
instabilities, which with time lead to chaotic surface motions. In order to
predict and model the behavior of such a dynamic wave system in space and
time, spectral-based mathematical formalism is used.

The exact universal all-purpose formula, which describes two-dimensional
wave number spectra of ocean surface waves in the wide range of spatial
frequencies, does not exist. There are empirical and theoretical approxima-
tions of surface wave spectra (Phillips 1980; Pierson and Moskowitz 1964;
Mitsuyasu and Honda 1974; Leikin and Rosenberg 1980; Mitsuyasu and
Honda 1982; Keller et al. 1985; Merzi and Graft 1985; Phillips and Hasselmann
1986; Donelan and Pierson 1987; Komen et al. 1996; Engelbrecht 1997, Young
1999; Mitsuyasu 2002; Lavrenov 2003; Janssen 2009; Kinsman 2012) that are
used in remote sensing. According to these and other data, the energetic part
of full wave number spectrum can be separated on the following five regions:

1. Region of large energy-carrier quasi-linear gravity waves (the
Pierson-Moskowitz spectrum):

F(K)=4.05-10"K*exp {[\;?('Z%)iz]} 2.1)

for interval 0 <K < K; =K, u?, /u?

V is the wind speed at an altitude of 19.5 m (m/s)

u. =+/C,V? is the friction velocity (cm/s)

C,=04-10*V +1.09) - 10 is the aerodynamic coefficient of drag
U, =12 cm/s

2. Region of nonlinear short gravity waves:
E(K)=4.05-107K, *K™? 2.2)

for equilibrium interval K; < K <K, = 0.359 cm™.
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3. Transfer region of dynamical equilibrium:

Fy(K) = 4.05-10° D(u.)K3PK ™,

p =log[u...D(u.)/u]/log(K;/Ky),
K, <K<K;=0942 cm™,

where

D(u.) = (1.247 +0.0268u. +6.03-10°u?)>

(the Pierson and Stacy approximation); or

D(u.)=1.0-10"u?*

(the Mitsuyasu and Honda approximation).
Another form is

q
Fy(K) = F4(K3)(II<<) ,

3

K, <K<K, ~0942 cm™,

_log[E:(K,)/Fy(K5)]
T log(Ky/Ks)

where F, (K;) corresponds to Equation 2.7.

15

(2.3)

24

2.5)

2.6)

4. The equilibrium range of the Phillips’ spectrum of limiting gravity—

capillary waves:

F,(K)=4.05-10"D(u.)K>, K;<K<K,,

K, =0.5756u’*[D(u.)]* Ky,

1/2
K, = (png =3.63cm™,
Yo

2.7)

where g is gravity, p,, is density of the water, and v, is the surface

tension coefficient.
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Another form is

g +3gK?/13.1769

— 1-1
F4(K) = 0.875(2m)° (K + gK*13.1769)" @ (2.8)
K; <K<K,
p;=5.0-logu,
where K, is defined from equation
Fy(Ky) = B5(Ky). 29)
5. Region of capillary waves and weak turbulence:
F(K)=1.479-10*u’K4 K™, (2.10)

K, <K<oo

Full wave number spectrum F(K)V) calculated using Equations 2.1
through 2.10 is shown in Figure 2.2. The spectrum is parameterized by wind

speed (V).

There are a few more spectral models and approximations related to wind-
generated surface waves in wide frequency intervals (Huang et al. 1981;

107
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FIGURE 2.2
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Wave number spectra at variable conditions. Five spectral intervals are combined all together
according to Equations 2.1 through 2.10. Wind speed value is marked from 7 to 20 m/s.
(Cherny I. V. and Raizer V. Yu. Passive Microwave Remote Sensing of Oceans. 195 p. 1998. Copyright
Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.)
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FIGURE 2.3

Self-similar wave spectra based on the Zakharov’s theory. Nondimensional energy spectral
density versus nondimensional frequency. Temporal evolution of the spectrum during several
hours is shown by the arrow. Exponential asymptotes: (dash) “~4” and (dotted) “~11/3”. Wind
speed: (a) 10 m/s and (b) 20 m/s. (Adapted from Badulin, S. L et al. 2005. Nonlinear Processes in
Geophysics, 12:891-945.)

Glasman 1991a,b; Apel 1994; Romeiser et al. 1997; Kudryavtsev et al. 1999;
Hwang et al. 2000a,b; Plant 2015). Many researchers refer to the spectral
model (Elfouhaily et al. 1997), which is supposed to be a best-fit spectrum
for polarimetric radar observations. The Elfouhaily spectrum is based on
hydrodynamic properties of the sea surface and describes wind dependen-
cies reproduced from the Cox-Munk slope distributions (Cox and Munk
1954).

We also refer to Figure 2.3 which illustrates computed self-similar wave
spectra based on Zakharov’s theory (Badulin et al. 2005). This spectrum is
defined numerically from the solution of the energy balance equation. It
seems to be the most suitable physics-based theoretical model of dynamic
wave spectrum needed for advanced remote sensing studies.

2.4.3 Surface Dynamics: Elements of Theory

The fundamental description of atmosphere and ocean dynamics is based on
the Navier—Stokes equations:

WV, V.v)V=—lvp 24T
ot +(V-V)V= ptVP+VOV V+F, 2.11)
V-V=0,

where V is the velocity vector and P is the pressure vector at each point ¥
and instant t; p, is the fluid density; v, is the kinematic viscosity; and F is the
forces term (gravity, stirring). Usually, the solid boundaries or free surface
and fluid boundaries are considered. Therefore, in the common case, both
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nonlinear kinematic and dynamical boundary conditions may introduce
together with Equation 2.11.

Investigations of the nonlinear Equation 2.11 show that two principal
types of solutions can be found—stable and unstable. This means that in the
classic understanding, “real motions must not only satisfy the equations of
hydrodynamics, but must be stable in the sense that the perturbations which
inevitably arise under actual conditions must die out with time” (Monin and
Yaglom 2007). It is clear that such a suggestion imposes stringent limits on a
relation of an initial medium parameter and nonlinearity degree of the equa-
tions. Usually, the Reynolds number Re = U,L/v, (wWhere U, is the character-
istic velocity, L is the characteristic scale, and v, is the kinematic viscosity) is
applied as the main criterion of the stability. The stable or unstable regimes
of motion are determined by the value of the critical Reynolds number Re..
If Re < Re,, the regime is stable; if Re > Re,, the regime can be unstable. Also,
this criterion is used to estimate the ratio of the nonlinear terms to the dis-
sipative terms in the Navier-Stokes equation.

In the common case of wave-wave and wave—current interaction, the
evolution of the spectral density of wave energy is described by the kinetic
equation (Hasselman 1962):

871? +(U+C,)VN =T, + Ly +1, 2.12)

where N(K r,t)= Py / | K |S(K r,t) is the action spectral den51ty, C is the
local group velocity, U is the current velocity vector, and S(K, 7, t) is the two-
dimensional wave number spectrum.

The processes, which modify the action spectral density, are described by
the net source function I, = I;, + I, + I, on the right side of the equation. The
source function is represented as the sum of the three terms: the energy flux
from the wind to wave I, ; the energy flux due to nonlinear resonance wave—
wave interactions I,;; and the energy loss due to wave breaking and other
dissipative processes I;,. In the case of the nonuniform surface current field,
induced, for example, by internal wave packets, the dispersion relation for
the surface waves may be written as

(K, 7,t)=0,(K,7)+KU, (2.13)

where M,(K,T) is the dispersion relation for initial (nondisturbed) surface
waves.

The spectral function of perturbation associated with any hydrodynamic
process (for example, internal waves or surface currents) may be written as

S¢(K,7,t)—S(K)

f(K,7,t)= S

, (2.14)
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where S(K) is the initial (nondisturbed) wave number spectrum.

On a base of Equations 2.11 through 2.14, in principle, it is possible to calcu-
late the perturbation spectrum S¢(K, 1, t) and use it as an input parameter in
the ocean microwave models and applications. This way was used for quan-
titative analysis of radar signatures of surface waves and internal waves in
the field experiments JOWIP and SARSEX (Gasparovic et al. 1988; Thompson
et al. 1988). Obviously, similar description may also apply for the interpreta-
tion of radiometric microwave signatures, associated with the influence of
surface roughness disturbances.

Analysis of the action balance equation was carried out by many authors
(Phillips 1980; Zakharov and Zaslavskii 1982; Zaslavskiy 1996). In particular,
problems of surface modulation and surface wave—current interaction in the
field of internal waves were investigated. However, only simple approaches,
when the source function in (2.12) equaled I, =0, or, I, =1, or I, =1, were
considered in detail. Moreover, the universal character of full dynamic non-
linear Equation 2.11, and Equation 2.12, permit modeling different oceanic
scenes and scenarios numerically, including the generation of dynamic sur-
face structures and instabilities.

2.4.4 Surface Wave—Wave Interactions and Manifestations

Nonlinear wave-wave interactions can be separated into two types: weak
and strong. The first type of synchronous interactions are first-order nonlin-
ear effects for surface waves of finite amplitude with relatively small slope.
Nonlinearity causes a slow change of wave characteristics in the space and
time and provides small perturbations. This process is characterized by a
long duration of interactions. The second type is characterized by small time
and small spatial scales of interactions. In this case, different types of insta-
bilities are advanced. The strong interactions cause, for example, the wave
breaking phenomena.

For second-order resonance interactions among a triad of surface waves,
the following conditions of synchronism must be satisfied simultaneously:

Kl = KZ + Kg, W =W +w®3, ®O= (gK)l/z, (215)

where K and o are the wave number and wave frequency. There are no
nontrivial solutions of Equation 2.15. But resonance cannot occur at this
order, and only the effect of the perturbation of the wave profile can be seen
(Phillips 1980).

The interaction of the three wave components (Kl,Kz, K3) at the quadratic
and cubic orders generate the components with the numbers (K1 + K, £Kj3).
For resonance among a tetrad of wave components, the conditions of syn-
chronism must be or near satisfied,

Kl iKz iK3 iK4 :0, @]i@)zi@)3im4 :0, 0)=(gK)1/2 (216)
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The nontrivial solution of Equation 2.16 exists for four-wave interactions:
K] + Kz = Kg, + f(4, MW +W;=W3+0y, O= (gK)l/z. (217)

This scheme describes the four-wave interactions of weakly nonlin-
ear surface gravity waves in deep water (Zakharov 1968). This interaction
mechanism causes energy transfer in the space—time spectrum, and effects
its broadening at wind-waves-generating conditions (Hasselman 1962).

There is an important and particular case of a four-wave interaction model
when two of the primary wave numbers are coincident (K5 =K,). The reso-
nance conditions (2.17) change as

Kl + Kz = 2K3, 0+ = 2(03. (218)

These conditions were tested and investigated experimentally in a labo-
ratory when wave number vectors K; and K, were perpendicular (Phillips
1980). But under open ocean conditions, strict satisfaction of the resonance
for several systems of surface waves is impossible. The phenomenon of quasi-
synchronism due to nonstationary and noncoherent interaction between
weakly nonlinear gravity waves was investigated, using satellite, airborne
radar, and optical remote sensing data (Beal et al. 1983; Grushin et al. 1986;
Volyak et al. 1987; Raizer et al. 1990; Raizer 1994; Voliak 2002).

In the ocean, it is possible to observe quasi-resonance wave components
which satisfy the conditions:

K1+K2 =f<3 +K4—AK,
or
Kl + f<2 = 2K3 —AK, or 2K1 —Kz = K3 +AK, (219)

where AK is the phase mismatch. The value of the phase mismatch charac-
terizes the group structure of interacting waves and depends on the extent of
nonstationary or nonuniformity of the investigated wave-generating system.

Earlier remote sensing investigations of large-scale wave-wave interactions
in the ocean surface were conducted in 1976-1978, using the airborne side-
looking radar “Toros” operated at 2.25 cm wavelength. Since 1981, methods
of radar imagery and aerial photography have been applied simultaneously
to study the wave group structures of wind-generated gravity waves and the
dynamics of surface nonlinear wave-wave interactions (Grushin et al. 1986;
Raizer et al. 1990; Voliak 2002).

Standard harmonic two-dimensional analysis of the radar and optical
images in a coherent or digital processor provides information on spatial
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spectra and angular distributions of the wave’s components. The spatial fre-
quencies (or wave number vectors) in the regions close to spectral maximum
are separated with a high degree of accuracy using digital Fourier trans-
forms. Thus, different orientations of the vectors can be tested. For example,
if synchronism between any wave components exist, then it is possible to
identify the result as a nonlinear wave-wave interaction. However, the strict
satisfaction of synchronism as a rule is not observed because interacted sur-
face waves are not monochromatic.

From the radar images and aerial photography, it was clear that there
were several surface wave systems oriented at different angles. The digital
two-dimensional Fourier analysis was made for an exact measurement of
the wave number vectors. Also, methods of low-frequency filtration and
spatial averaging were applied for the accurate determination of large-
scale wave components.

Figure 2.4 illustrates an example of very first manifestation of wave-wave
interactions registered in the airborne radar images after their spectral
analysis (Volyak et al. 1985, 1987). Three-wave systems are manifested: two
basic wave systems and a third additional wave system oriented at an angle
of about 30°. The diagram of the wave number vectors Ky, (the additional

FIGURE 2.4

Experimental radar-based wave number vector diagram corresponding to four-wave interac-
tion scheme. Dotted line arrows: data from direct analysis; solid line arrows: corrected val-
ues. The dot and dash lines complete the spatial synchronism parallelogram K = 2K;—K,—Ks,.
(Adapted from Volyak, K. L. et al. 1985. Atmospheric and Oceanic Physics, 21(11):895-901 (trans-
lated from Russian); Volyak, K. I, Lyakhov, G. A., and Shugan, 1. V. 1987. In Oceanic Remote
Sensing. Nova Science Publishers, pp. 107-145 (translated from Russian); Cherny I. V. and Raizer
V. Yu. Passive Microwave Remote Sensing of Oceans. 195 p. 1998. Copyright Wiley-VCH Verlag
GmbH & Co. KGaA. Reproduced with permission.)
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system), K, and Ks, (two basic systems) illustrates their spatial distribu-
tions. A simple test shows that four-wave interaction scheme is satisfied:

Kol + | Kol = 24| Kuol- (2.20)

The following values of the wave numbers (or wavelengths) and angles were
obtained: |K;o|=0.033 m’1 (A =190 m), 0. =33% |Ky|=0.045m™" (A =140 m),
o= 62 | Kso| = 0.025 m™ (A =250 m), 0. = — 29°% the modulus of the wave vec-
tors mismatch is equal to |[K| = 0.013 m™. In this case, “quasi-synchronous,”
the cubic interaction of randomly modulated surface waves was manifested.

Another example deals with experimental data obtained from SEASAT
synthetic aperture radar (SAR) images (Beal et al. 1983). Although the radar
images have been with a clear speckle structure that masks the wave sys-
tems, a number of original image spectra was calculated and used for test-
ing the wave-wave interactions. It was confirmed, in particular by Volyak
et al. (1987), that the “spatial synchronism geometry” of the surface wave
structures satisfy four-wave interaction schemes (2.19) for different combi-
nations of wave number vectors and modules. The distribution of the wave
vectors in space depends on ocean surface conditions. This fact has a funda-
mental importance for detection purposes in context with active/passive and
optical observations of the ocean surface.

Nonlinear wave-wave interactions can also be investigated using a high-
resolution optical (in the visible range) imagery of the ocean surface. In par-
ticular, our airborne optical data (obtained during the period 1985-1992)
allowed us to develop different schemes of four-wave interactions according
to Equation 2.19 at nonstationary ocean surface conditions. For example, at
the strong wind fetch, an evolution of spatial spectrum is accompanied by
redistribution of the wave components with the wavelengths A =20-40 m.
A more detailed digital analysis of a large set of high-resolution optical data
shows that wave—wave interactions can be measured in the region of short
gravity waves (A = 3-5 m) as well.

Finally, combined radar/optical remote sensing observations due to dif-
ferent spatial resolutions and swaps yield unique information about dynam-
ics of two- and even three-dimensional wave systems and perturbations
induced by nonlinear interactions. Large-scale modulations of gravity waves
can also be identified by combined radar/optical remotely sensed data with
a good accuracy.

2.4.5 Weak Turbulence Theory

Understanding of ocean turbulence and its surface manifestations is critical
for the development of advanced remote sensing techniques and nonacoustic
methods of detection. The phenomenon is extremely complex and has been
studied by many researchers over the years. Theoretical and experimental
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data can be found in several books and the corresponding reference sections,
for example, Monin and Ozmidov (1985) and Thorpe (2005). Some elements
of turbulence theory are also important for the assortment of the so-called
turbulent wake and its interaction with wind waves (Benilov 1973, 1991).

Two types of ocean surface turbulence are distinguished: weak and strong
turbulence. Weak turbulence is usually associated with dynamics of gravity
surface waves in deep water, whereas strong turbulence occurs due to wave
breaking activity. Both weak and strong turbulence may appear under the
influence of nonlinear wave—-wave interactions, strong currents, modulation
instabilities, and/or localized hydrodynamic disturbances.

The weak turbulence theory is based on the solution of the kinetic equation
for a spatial wave spectrum or the spectral density of the wave action. This
equation accounts for four-wave resonance interactions if the dispersion law
is of nondecay type, such as surface gravity waves, and three-wave interac-
tions for the decay type laws like capillary waves. If a wave field is statistical
isotropic, these equations have exact stationary solutions in the form of the
power law known as the Kolmogorov spectrum (Monin and Yaglom 2007).

For surface gravity waves, two solutions exist in terms of the spectral den-
sity of wave energy. The first solution is

F(K)=0qg™*q"*K™"?, (2.21)

where q is the energy flux down the spectrum and o is the nondimensional
constant. The second solution is

F(K) — Ocqpl/BKflO/sl (222)

where p is the action flux up the spectrum. These spectra have been tested
many times using oceanographic (in situ) measurements and some remote
sensing data.

In the case of capillary waves, there are only wave-wave resonance trip-
lets. The corresponding Kolmogorov spectrum is

F(K) =3 00q" 6" K, (2.23)

where ¢ is the surface tension coefficient. Note that the magnitude of the
exponent in Equations 2.21 through 2.23 is smaller than value “4” (corre-
sponding to the Phillips equilibrium spectrum).

It is important to note that the weak turbulence theory in the simplest form
cannot explain the narrow angular distribution of wave energy for station-
ary ocean surface conditions. In this connection, the interaction of a wave
field and a nonpotential mean surface current was investigated theoretically.
It was found that induced spatial “scattering” of surface waves on the shear
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current gives a narrow angular spectrum of gravity waves. But mechanisms
of formation of the angular wave spectra in the ocean are not fully studied
and require additional investigations.

2.4.6 Hydrodynamic Instabilities in the Ocean

Recent progress in the theory of wave motions in fluid flows has been dra-
matic in the understanding of nonlinear wave dynamics. In particular, the
role of multiple wave—wave interactions, secondary modulational insta-
bilities, and amplification’s mechanisms in the processes of generation of
coherent hydrodynamic structures causing the fully developed turbulence
and intermittency, has been studied and described (Moiseev and Sagdeev
1986, Moiseev et al. 1999; Charru 2011). One exclusive real-world environ-
mental example of strong surface instabilities is the so-called suloy (which
is a Russian word) or in English terminology—rip currents (Barenblatt et al.
1985, 1986a,b; Fedorov and Ginsburg 1992).

Instabilities play an important role in ocean boundary-layer dynamics
causing the transition of wave motions to turbulence accomplishing by
the change of surface wave spectrum. Owing to surface instabilities, the
redistribution of wave energy occurs as spontaneously as through multi-
ple cascades that can lead to the excitation or suppression of certain wave
components. Theoretically, it means that the corresponding electromag-
netic (microwave) response should vary as well. Although it is difficult to
register narrowband short-term transformations in the wave number spec-
trum using passive microwave radiometers, however, the averaged devia-
tion of microwave signal can be detected and recognized in some specific
situations.

Hydrodynamic instabilities have been studied extensively (Faber 1995;
Grue et al. 1996; Riahi 1996; Drazin 2002; Manneville 2010; Charru 2011;
Yaglom and Frisch 2012). In fluid dynamics, the following classification of
instabilities is used: (1) primary instability becomes possible if basic flow state
changed to another flow state under the influence of its critical instabil-
ity parameters; (2) secondary instability occurs when the flow state has been
changed already due to primary instability and it is changed again due to
the influence of critical instability parameters; and (3) fertiary instability is a
result of the consecutive actions of preliminary and secondary instabilities.

At the same time, there is a number of well-known types of hydrodynamic
instabilities (Faber 1995) observed in the real world, which are

¢ Kelvin-Helmholtz instability at the interface between two fluids
moving with different velocities

* Rayleigh-Taylor instability at the interface between two fluids of
different densities

® Benjamin—Feir instability or modulation instability for nonlinear
Stokes waves on the water surface
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¢ Taylor—Couette instability related to convection rolls, vortexes, and/or
spiraling eddies
® Benard instability for many varieties of ocean—atmosphere convection

¢ Baroclinic instability in stratified shear flows

The analysis of secondary unstable processes forming the nonlinear
pumping of energy from small to large scale is of practical interest in
plasma and hydrodynamics (Moiseev et al. 1999; Rahman 2005). In this
situation, there occurs self-similarity at the transition of hydrodynamic
systems (for example, shear flow) from one state to other state. It is well
known from the theory and experiments that the secondary instability as a
possible wave generation mechanism can trigger and amplify certain har-
monics in the surface wave spectrum (Craik 1985). During nonlinear inter-
actions in the multiparameter and nonequilibrium dynamic system such as
stratified turbulent flow in the ocean upper layer, self-similar growth pro-
cesses and/or anomalous motions may occur and evolutionalize in space
and time. Surface manifestations of self-similar hydrodynamic structures
can be detected by microwave radiometers if fractal-based processing of
the collected data is applied.

Extremely interesting phenomena occur at the stability threshold (or near
it) for a system in which the secondary instability does not develop sponta-
neously. Such a state is quite typical, for example, for the regions of ocean
with intense flows, several gradients of physical parameters, strong current
shear, and other “critical” motions. The primary instability gets saturated as
a result of nonlinear evolution. But background flows and gradients of physi-
cal parameters usually do not disappear; they only are changed if the motion
falls below the stability threshold. It turns out that if certain outer action or
perturbation enters into such an unstable system, its energy may increase
significantly.

In recent years, a large interest has developed in the investigation of the
resonance interaction of “burst”-type surface waves in stratified shear flows
with discontinuous profile (Craik 1985). Such “burst”-type instability may
explain the formation of turbulent spots in the ocean in the presence of strat-
ified mean flows. The point of maximum interest lies in the processes with
minimum “burst” time. The possibility of the existence of such rapidly grow-
ing “burst” solutions for turbulent shear flows is not obvious a priori but the
predictions have been made from numerical studies using the Navier-Stokes
equations (Knobloch and Moehlis 2000; Jiménez 2015).

In theory, the motion of two semi-infinite layers of ideal incompressible
fluids of different densities is considered. The density of the lower liquid is
higher than that of the upper, and surface tension is acting at the interface.
In this case, the dispersion equation for infinitely small periodic perturba-
tions is divided into two regions: a region of growth and a region of neutrally
stable perturbations.
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An important feature of the one-dimensional consideration is that the
“boundary” modes are actually zero energy waves. There are two boundary
modes with wave numbers K, and K,. There is also a synchronism between
them, K, = 2K;. A resonance interaction occurs between these two modes.
The case of three-dimensional geometry (two-dimensional interaction in the
plane of the interface with mode structure along the vertical coordinate) has
different features.

An important characteristic of boundary modes with zero energy waves is
the time change of wave interactions. It is shown that nonlinear equations for
slow-changed wave’s amplitude describe wave—wave interaction in spatially
homogeneous case, and yield self-similar solutions of “burst” type. In the
solutions, the wave’s amplitudes grow proportional to A ~ (t — ;)2 where
t, is the time of “burst.” It is significant that in the case of near-threshold
bursts, the “burst” time is inversely proportional to the square root of the
small parameter (and not to the first power as in the case of ordinary bursts).
The resonance interaction of internal waves in a stratified shear flow with
discontinuous velocity and density profiles (in the case when these waves
are boundary modes) has the same characteristics as the interaction of the
boundary modes in a flow with discontinuous velocity and density profiles
discussed above. This is the behavior of regular signals of finite amplitude
interacting with the medium at the stability threshold. These are cases of
signal amplification under the assumption that there is no well-developed
turbulence.

It is well known, however, that turbulence can amplify large-scale motions.
Therefore, the analysis of large-scale internal wave instability, a shear flow
with parameters close to threshold for onset of turbulence, is an important
case. Turbulent wave instability due to turbulent fluxes of momentum and
buoyancy is seen. With the increase in wave energy, the corresponding vari-
able component of the turbulent energy density also increases. A further
analysis shows that the instability condition is very moderate: in essence,
the only requirement is that the characteristic lengths of variation of the
wave perturbation along the direction of stratification and those perpen-
dicular to it be comparable. The process has a threshold character and sets
in for A > A, where A depends on the local Richardson number and mode
structure of the internal wave. The characteristic time of development of the
instability is T > 1/Q, where Q = K(C; — U), K is the wave number of the per-
turbation perpendicular to the stratification, C; is the phase velocity, and U
is the unperturbed flow velocity. Because of the effect of turbulent fluxes on
the wave, a small change in its amplitude over time occurs. The growth time
of turbulent wave instability cannot be very close to 1/€.

Another type of instability, called secondary dissipative instabil-
ity (Moiseev and Sagdeev 1986; Herbert 1988), is an interesting possible
mechanism of direct generation of low-frequency hydrodynamic instabili-
ties. Secondary unstable processes lead to spontaneous breakdown of the
symmetry in dynamical systems. For example, the secondary instability
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“transfers” the initial one-dimensional process to two-dimensional process.
Thus, the initial stage of the convective process in the ocean—atmosphere
interface leads to the generation of cells with comparable vertical and hori-
zontal dimensions and to simple topological structure. However, the field
of turbulent fluctuations (generated by the convection itself or existing
for some other reason) becomes gyrotropic. When such turbulence in the
ocean—atmosphere interface is taken into consideration, a second stage of the
convective process appears—the generation of large-scale structures with
a horizontal scale considerably larger than the vertical, and with special
stream lines.

The paper by Moiseev and Sagdeev (1986) attempts to briefly illustrate that
“spontaneous regular behavior in a complex system, unrelated to the effect
of external organizing fields, is the result of the development of a certain
type of instabilities in this system.” Characteristic features of chaos forma-
tion and structures depend significantly on the uniqueness of the secondary
instabilities. Thus, owing to nonlinear interactions between wind waves and
highly dynamic and localized turbulent flow environment (which could be
a wake), there may occur two-dimensional coherent-like structures in the
field of ocean surface roughness. This complex hydrodynamic event can
be detected by high-resolution passive microwave radiometer-imager as
distinct signatures of variable geometry (Chapter 6).

As a whole, instability-induced amplification mechanism may trigger
multiple excitation of the wave number spectrum at high-frequency spatial
intervals. The possible causes are associated with the following processes:

¢ Kinematics of long-short surface waves and wave-wave resonance
interactions

e Surface wave—current interactions

* Oscillations of ocean boundary-layer parameters (wind speed, drag
coefficient, roughness coefficient)

® Acoustics action and/or underwater sound effects (“parametric
excitation”)

Surface manifestations of these phenomena or joint effects can also be
registered by a sensitive microwave radiometer.

2.4.7 Interaction between Surface and Internal
Waves and Manifestations

The manifestation of the interaction between surface and internal waves is
an important task of remote sensing investigations. Pioneer works (Hughes
and Grant 1978; Hughes 1978) describe modulations of the surface wave by
currents induced by internal waves. Usually, a special case of interaction
between high-frequency surface waves and low-frequency internal waves
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(the surface waves are shorter than internal waves) is considered. This inter-
action appears strongest in the region of triple-wave resonance (Miropol’sky
2001), leading to the generation of intense surface waves (Phillips 1980),
and to the surface wave “blocking” effect in the presence of internal waves
(Basovich and Talanov 1977; Basovich 1979; Bakhanov and Ostrovsky 2002).
Four-wave interactions come into effect in parameter regions where triple-
wave processes are prohibited. They lead first to a modulation instability of
surface waves due to their self-effect (Zakharov 1968), and to an additional
modulation instability produced by the interaction between surface waves
and an internal wave. This modulation instability has been considered for
the case of a two-layer model of stratified fluid (Petrov 1979a,b), where the
internal wave occurs at the interface between heavy and light fluids. Thus, in
the case of discrete stratification, the internal wave turns out to be a potential
one in contrast to the case of a continuously stratified medium, in which the
internal wave has a vortical character.

The important step in the development of the hydrodynamic theory is the
experimental testing of different schemes of surface—internal wave interac-
tions. Well known radar signatures of coastal internal waves (Gasparovic at
al. 1988) and models describing modulations of the surface wave by currents
induced by internal wave (Hughes 1978).

For the first time, the effect of five-wave interactions between surface and
internal waves was manifested and investigated experimentally using both
radar and optical data (Mityagina et al. 1991). The airborne observations were
conducted on a shelf of the Kamchatka Peninsula in the 1980s. Brightness
modulations in the radar and optical images clearly reflect the presence of an
intensive packet of internal waves. The conditions in the test area were: wind
speed of 7 m/s and thermocline depth of about 27 m.

The primary analysis of the images shows that a three-wave interaction
between two surface (s) and one internal (i) waves at low-frequency interval
is observed:

Ksl - KSZ = Ki/ ('O(Ksl) - ('O(IZSZ) = m(Kl) (224)

(Four-wave resonance interaction involving three surface waves and one
internal wave is prohibited by theory.)

To investigate surface—internal wave interactions in more detail, a digital
Fourier processing of radar and optical data selected for the same ocean area
was applied. As a result, an interpretation of the imaging data was made
using the following resonance scheme of five-wave interaction:

ZKSO = (ng + Ksl) + (KSO + f(sz) + Ki/

20(Kqp) = (K +Kq) + 0(Kgo + Kep) + (K5 ). (2.25)
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In this case, four surface wave (s) and one internal wave (i) components
are considered: two components with identical vectors Ky, corresponding
to the central maximum of wave number spectrum; two side components
w1th vectors Ky + K, and K, +K,,, and one internal wave with the vector

K;. Conditions (2.27) were represented as A2 = AJA;, where A, is the wave-
length of the internal wave, A, is the wavelength of the surface modulation,
and A, is the wavelength of the initial surface wave (A; =400 m; A, =42 m;
A, =130 m). A more detailed hydrodynamic theory, which describes a five-
wave interaction and gives the values of coefficients of interaction, charac-
teristics of modulation instability, and increments of surface waves, has not
been developed.

It is important to note that the objective was to obtain the “ideal” oceanic
conditions when a single packet of quasi-linear stationary internal waves was
generated during a long period of time, and the wind speed was not changed.
Another situation can be observed in the case of an intensive nonlinear inter-
nal wave interaction in a nonstationary wind field, or strong stratification of
ocean—atmosphere boundary layer. The radar signatures of internal waves
under these conditions have a complex spatial-nonuniform structure, and
identification of any wave-wave synchronism on the images is difficult.

Important data were obtained during the 1992 Joint U.S./Russia Internal
Wave Remote Sensing Experiment (Section 5.5.2). Strong interactions
between gravity surface waves and packets of internal waves were investi-
gated using airborne radar and optical techniques. After digital analysis of
a large set of optical and radar data, it was found that the Fourier spectrum
of the optical images has a clear multimode structure, that is, a multitude
of separated spectral component (Etkin et al. 1995). The region of measured
wave numbers corresponds to surface wind waves with wavelengths of
A,=5-30m, with a dominant wave component of A, =11-13 m. Distinct
spectral features manifested can be associated with strong nonlinear multi-
wave interactions, which rise due to complex modulations induced by the
nonuniformity of surface currents.

In the ideal case of resonance multiple wave interactions, synchronism
between n-wave components must satisfy the conditions:

2|f<n|=o or Z(|f<n|—|Af<n|):0, 20)(|f<n|):0, (2.26)

where | AK,| is the wave number mismatch for the interacting spectral com-
ponents. However, it seems unlikely that a theory of multiple interactions
(if any) will be suitable for the description of real-world wave phenomena.
Deterministichydrodynamicequations donot predict the behavior of dynamic
systems with a large number of resonance interaction modes. Meanwhile, the
analytic theory (Krasitskii and Kozhelupova 1995) defines weakly nonlinear
resonance interactions between five trains of surface gravity waves.
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We believe that multiple nonlinear quasi-resonance wave interaction pro-
cesses can be described statistically. For example, the valuable wave vec-
tor components extracted from ocean optical or radar data should satisfy
to certain spatial rules associated with a number of relevant physics-based
interaction diagrams. Their statistical characterization can be made using
multiplicative (or multifractal) cascade models, which may fit experimen-
tal diagrams. If it is possible at all, the main type of the interaction process
could be specified and investigated. This research can be made using remote
sensing observations only.

2.4.8 The Model of an Arbitrarily Stratified Ocean

The model of the interaction between surface and internal waves in a continu-
ously stratified ocean of finite depth, with a triple-wave interaction process
was suggested in the work (Rutkevich et al. 1989). Using the Euler equation of
motion of incompressible fluid in a gravity force field, the basic evolutionary
parabolic equation was obtained. The effect of the internal wave in this case
occurs in the third-order of the perturbation method. The new dispersion rela-
tion for surface perturbations was deduced when the effect of modulation of a
high-frequency surface wave by an internal wave was taken into account. The
greatest contribution to this type of interaction is given by an internal wave,
whose frequency is in resonance with the frequency of modulation of the sur-
face wave. The dispersion relation was obtained from a parabolic nonlinear
equation, which corresponds to the four-wave interaction process (one inter-
nal wave, two surface waves, and its envelope). Thus, the decay instabilities
and modulation instabilities appear. These instabilities were also investigated,
and different criteria were found. In the case of deep water, the instability
has the most clearly defined drift character; in the case of shallow water, the
instability has the largest increment, but it is realized in a narrow region of
frequencies. The modulation instability due to wave-wave resonance inter-
action takes place in the narrow region of the angles between directions of
propagation of the surface wave and its envelope. The modulation instability
is absolute and gives rise to the generation of short wave packets. It can also
stimulate the appearance of wave collapse or stationary surface soliton with
the same frequency as that of the internal wave (Moiseev et al. 1999).

2.4.9 Model of Two-Layer Stratification and Interactions

The model (Petrov 1979a) describes the features of nonlinear interaction
between surface and internal waves when the wavelength of surface waves
is less than the wavelength of internal waves. The model of two-layer liquid,
which is treated as a stratification model of the ocean with a sharply pro-
nounced pycnocline, is considered. Unlike the model of arbitrary stratified
ocean, this model gives different types of high-frequency surface nonlin-
ear solitons, which are “blocked” by orbital currents due to internal waves.
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This phenomenon is an example of self-action where the internal wave field
has an external source. Thus, the effect “self-blocked” is apparent. To inves-
tigate nonlinear wave-wave interactions, the Hamiltonian variable princi-
ple is applied. The wave interaction Hamiltonian is presented in the form
H=H, + H, + H,,, where H, is the Hamiltonian of the interactions of the sur-
face waves with one another (four-wave interaction); H; is the Hamiltonian
of the interaction of the internal waves with one another, and H;, is the
Hamiltonian of the interaction between the surface and internal waves (three-
wave interaction). As a result, analytic expressions are derived for the basic
characteristics of solitary surface waves. The change of frequency of a short
surface wave in the field of internal waves occurs due to two mechanisms:
frequency variation due to modulation of the parameters of the medium and
a Doppler frequency shift due to entrainment of the short wave by the mov-
ing medium. A concrete feature of the interaction studied in the model is the
dominance of the Doppler mechanism changing the frequency of the surface
waves by the moving fluid flow induced by the long internal wave near the
free surface. Here, the parametric effect of frequency correction associated
with the deformation of the free surface is found to be negligibly small.

The results of the theory are applied to investigate the behavior of surface—
wave “envelope solitons,” when they arise due to an interaction between
surface waves and the pycnocline oscillations. In this case, the effect of
modulation instability when the modulation grows due to nonlinearity of
the surface wave and nonlinear oscillations of the interface is manifested.
The length of the envelope solitons depends on a speed propagation of
waves. Numerical estimations yield the values: L =400 m and A=1-10 cm,
where L and A are the length and amplitude of the envelop solitons. Such
an envelop can propagate over long distances (up to 10 km). Laboratory and
numerical investigations (Slunyaev et al. 2013) show that group wave packets
(or solitary groups) forming the surface envelop are relatively stable and sig-
nificantly faster than the linear waves and even the nonlinear Stokes waves.

The effect of nonlinear damping of long surface waves due to the influ-
ence of an internal wave was also analyzed (Petrov 1979b). Surface—internal
wave interaction is considered in the random phase approximation for the
case of a two-layer ocean model. The damping decrement of long coherent
surface waves, propagating in the field of isotropic and anisotropic random
internal waves, is found. Some numerical estimations show that for natural
ocean conditions, in both cases, the value of the damping decrement is about
10-* second.

This damping does not depend on the length of surface waves, and the
result applies to perturbations of arbitrary form. It is important that the
damping of long surface waves due to their interaction with random inter-
nal waves can reach the limiting maximum values for the theory of a weak
nonlinear interaction. In this case, the surface wave will be damped by a
factor of e over a distance of ~1000 km from the moment it starts the surface—
internal wave interaction.
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Summarizing, we list the following aspects of wave hydrodynamic theory
that present a great interest for remote sensing studies:

¢ Nonlinear interactions of multiscale surface waves
¢ Generation of 2D and 3D surface wave structures
* Modulation of short surface waves by long surface waves

* Generation and evolution of the surface waves induced by nonuni-
form current field

¢ Damping of surface waves due to turbulence

® Development of surface wave instabilities and effects of wave
number spectrum excitation

* Nonlinear dynamics and spatiotemporal reorganization of subsurface
hydrodynamic fields, including shear flows

* Development of thermohaline convective processes in subsurface
ocean layer (Section 2.6)

A sketch of presented theories demonstrate an important role of large-scale
surface hydrodynamic processes (disturbances) generated by nonlinear wave—
wave interactions in stratified ocean. These results have a principle value in
ocean microwave remote sensing and advanced applications.

2.5 Wave Breaking and Disperse Media

Wave breaking is one of the most abundant nonlinear phenomena in the ocean.
As a result of wave breaking and intensive mixing of air and water, various
types of two-phase disperse media—bubbles, foam, whitecap, spray, aerosol,
and their aggregations—occur at the ocean—atmosphere interface. This phase
transition leads to considerable changes in microwave emission characteristics.

In this chapter, we discuss these fascinating events in context with micro-
wave remote sensing. Several books (Bortkovskii 1987; Kraus and Businger
1994; Massel 2007; Sharkov 2007; Steele et al. 2010; Toba and Mitsuyasu 2010;
Babanin 2011; Soloviev and Lukas 2014) provide more detailed information
concerning oceanographic observations and analysis of wave breaking fields.

2.5.1 Wave Breaking Mechanisms

The criteria for individual wave breaking event in deep water have been for-
mulated first by Stokes in 1847 and later by Michell (1893). They are the fol-
lowing (Massel 2007):

* The particle velocity of fluid at the wave crest equals the phase
velocity
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* The crest of the wave attains a sharp point with an angle of 120°
¢ The ratio of wave height to wavelength is approximately 1/7
¢ Particle acceleration at the crest of the wave equals 0.5 g

In real-world wave breaking process is conditioned by a disruption of the
equilibrium between the redistribution of energy into the wave spectrum
on the one hand, and by atmospheric excitation (pumping) of wind waves
in the range of the spectral maximum on the other hand. As a result of this
redistribution, which occurs very slowly, wind-generated waves become
unstable and break. There is a number of dynamic models and numeri-
cal simulations of wave breaking process (Hasselman 1974; Melville 1994;
Terray et al. 1996; Chen et al. 1997; Makin and Kudryavtsev 1999; Banner and
Morison 2010; Irisov and Voronovich 2011; Chalikov and Babanin 2012). Most
of them are based on the statement that the wave spectrum is changed in
low-frequency interval, causing considerable dissipation of wave energy. The
spectrum variations are described by the balance kinetic Equation 2.12. In
principle, spectral-based models and solutions become applicable for micro-
wave remote sensing in the case when the impact of wave breaking on radar
backscatter or emissivity is considered at large averaging.

For statistical characterization of wave breaking, Phillips (1985) introduced
the so-called multiscale breaking rate A(c)dc, which is the averaged length of
the breaking crest per unit area traveling at velocities in the range (c,c + Ac).
Phillips’s theoretical concept is used for estimating the total energy dissipa-
tion rate due to wave breaking

E= bpg‘ljc5A(c)dc, (2.27)
and the momentum flux from the waves to currents

M =bpg™ | c*Ac)dc, (2.28)

and also active whitecap fraction
W, = Tphilch(c)dc, (2.29)

where g is gravity, p is the density of water, and b is a numerical constant or
“breaking parameter”; T, is an average bubble persistence time introduced
by Phillips (1985).

Remote sensing measurements (Phillips et al. 2001; Melville and Matusov
2002; Thomson and Jessup 2009; Callaghan et al. 2012; Gemmrich et al.

2013) demonstrate robust relationship between A(c), E, and M and wave
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breaking statistics. In particular, Melville and Matusov (2002) found that
the momentum flux from the waves to currents and wave dissipation are
proportional to wind speed M,E ~ V3 and dominated by intermediate scale
waves. The Phillips’s A(c)-based model is developed for remote sensing
applications as well (Reul and Chapron 2003; Irisov 2014; Irisov and Plant
2016). As a whole, single-parameter whitecap coverage models have cer-
tain limitations (Guan et al. 2007) because they do not describe a variety of
foam/whitecap properties.

Another mechanism affecting the process involves the effects of fluc-
tuations of air flow over the ocean surface. The intensity of wave breaking
depends on the presence of the surface wind drift and swell (Phillips and
Banner 1974). In this model, the limiting wave height is less, and is estimated
to be approximately 1/3 from the Stokes wave limiting configuration.

In the open ocean, the wave breaking process begins earlier than is sug-
gested by both theories. In nature, the influence of surface current and
wind speed fluctuations are significant. As a result, conditions of large- and
small-scale surface wave-wave interactions are changed, and the limiting
wave configurations are determined by dynamical parameters of the ocean
boundary layer (Kitaigorodskii 1984).

The geometry, structure, and evolution of breaking wave profiles is illus-
trated schematically in Figure 2.5 (Bunner and Peregrine 1993). In the wave
breaking zone, two-phase turbulent flow is formed analogously to the flow
on a downhill surface. Although hydrodynamic theory of wave breaking is
not developed fully, some theoretical estimates give good agreement with
laboratory measurements at the early stages of the wave breaking process
(Longuet-Higgins and Turner 1974; Rapp and Melville 1990).

In nature, the following types of wave breaking are distinguished:

¢ Spilling breakers—wave crests spill forward, creating foam and
turbulent water flow

FIGURE 2.5

Temporary evolution of wave profile (a) and dynamical zones of wave breaking (b). (1) Speed
of water particles is more than phase speed of a surface wave; (2) acceleration of water par-
ticles is more than the acceleration of the gravity g; (3) acceleration of the water particles is
less then g/3. (Adapted from Bunner, M. L. and Peregrine, D. H. 1993. Annual Review of Fluid
Mechanics, 25:373-397; Cherny L. V. and Raizer V. Yu. Passive Microwave Remote Sensing of Oceans.
195 p. 1998. Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.)
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¢ Plunging breakers—wave crests form spectacular open curl; crests
fall forward with considerable force

¢ Collapsing breakers—wave fronts form steep faces that collapse as
waves move forward

* Surging breakers—long, relatively low waves whose front faces and
crests remain relatively unbroken as waves slide up and down

The most adequate quantitative study of wave breaking is based on the
numerical Navier-Stokes simulations (Lin and Liu 1998; Chen et al. 1999;
Iafrati 2009; Ma 2010; Higuera et al. 2013; Lubin and Glockner 2015). For this
goal, methods and algorithms of computational fluid dynamics are used.
Numerical experiments yield impressive and probably the most valuable
results concerning generation, propagation, interaction, and evolution of
one-, two-, and even three-dimensional nonlinear surface waves, including
wave breaking shape configurations and patterns. However, the applications
of Navier—Stokes solutions and simulations for real-world ocean environ-
ment is still a difficult task due to stochastic and multiscale nature of wave
motions.

Wave breaking is the main process causing the phase transition in the
ocean—atmosphere system. As a result, two-phase disperse media—bubbles,
spray, foam, and whitecap—are generated on the ocean surface that is impor-
tantin air—sea interactions and mass transfer (Bortkovskii 1987; Melville 1996).

The classification of oceanic disperse media are shown in Table 2.2. Their
microstructure varies dramatically; it is difficult to predict the behavior
parameters using conventional hydrodynamic theory except a common-
sense statement that it is a heterogeneous mixture of air and water. A more

TABLE 2.2
Classification and Parameters of Ocean Disperse Media
Whitecap Foam Subsurface
Main Properties (Plume) Streaks Spray Aerosol Bubbles
Area coverage (m)  0.5-10 3-30 10-20 >1000 >1000
(local clouds)
Averaged 0.01-1.0 0.01-0.01 02-15>15 0.5-10 0.01-0.05
thickness of multiple monolayer
layer (m)
Volume water 20-50 <5-10 0.01-0.1 <0.01 0.5-1.0
concentration (%)
Size of particles 0.5-1.0 0.01-0.5 0.01-0.1 <0.01 <0.01
(cm)
Lifetime stability Seconds Minute, hours ~ Seconds Minutes ~ Hours
(unstable) (stable) (unstable) (stable) (stable)

Source: Cherny I. V. and Raizer V. Yu. Passive Microwave Remote Sensing of Oceans. 195 p. 1998.
Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.
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FIGURE 2.6

Main types of oceanic disperse media with different microwave properties. (a) Hydrodynamic
plume. (b) Two-phase turbulent flow. (c) Dense sea spray. (Adapted from (a) http://www.
wallpapersxl.com/wallpaper/1680x1050/syndicate-wave-breaking-the-free-information-soci-
ety-208959.html; (c) http://hqworld.net/gallery/details.php?image_id=5518&sessionid=3233f4
£17412bcf40£60b13585429591.)

complicated for analysis and, perhaps, more realistic definition of oceanic
disperse media should be based on detailed nature observations and mea-
surements. Indeed, an entire foam/whitecap/spray system can be divided
into several types as shown in Figure 2.6. They exhibit highly variable
physical and electromagnetic properties. The most dynamic disperse object
(Figure 2.6b) can be defined and adequately modeled as a two-phase turbu-
lent composition stratified flow of gaseous and liquid particles having differ-
ent geometry, size, distribution, and aggregative stability. Such a description
is more realistic in view of advanced remote sensing studies than just statis-
tical or matrix air-water mixtures.

2.5.2 Foam and Whitecap

Foam belongs to the class of colloidal systems that includes two phases: gas
and liquid. The physical state of foam is defined by its stability and by inside
disperse structure. Therefore, all colloids are considered heterogeneous sys-
tems with a great area of the air-water interface, the foam is basically unsta-
ble. Foam that exists for a few seconds may be considered unstable, but foam
that exists for some minutes or hours may be considered stable.

The structural classification of foam as a disperse colloid system is as follows
(Bikerman 1973; Weaire and Hutzler 1999; Zitha et al. 2000; Breward 1999):

* Mono- or polydispersed system of the ideally spherical particles
(gaseous bubbles), chaotically distributed in the liquid medium

¢ Continuous structure of close-packed spherical-like bubbles
¢ Cellular system of close-packed bubbles of irregular polyhedral shapes

¢ Dry foam consisting of thin liquid films which are formed in
polyhedral cells
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There are two categories of sea foam: dynamical foam (its lifetime is less than
1 min) and stable foam (its lifetime is more than 1 min). The following terminol-
ogy is used for describing the physical conditions of sea foam: “white water,”
“whitecaps,” “thin foam,” “foam streaks,” and “foam patches.” These categories
are conventional and are based on marine observations. The two simple terms
“foam” and “whitecaps” are used in remote sensing in order to distinguish
their microwave emission characteristics, although this terminology may not
fully describe a variety of environmental two-phase structures and situations.

As shown by detailed nature investigations (Miyake and Abe 1948; Abe
1963; Raizer and Sharkov 1980; Bortkovskii 1987), the microstructure of thin
stable foam patches represents a concentrated gas emulsion of closely packed
bubbles, or the so-called emulsion monolayer, located on the sea surface.
Possible bubble diameters into the monolayer are 0.01-0.5 cm. The other type
represents the so-called polyhedral cell foam of thickness ~1.0-2.0 cm. The
size of individual cells can reach several centimeters. The dynamic prop-
erties of these two structures are different: foam monolayer is stable, but
polyhedral cell foam is unstable. Laboratory foam samples are shown in
Figure 2.7 (Raizer and Cherny 1994).

In the real world, the most abundant unstable disperse structure is the
so-called whitecap bubble plume (which should not be confused with
deep ocean bubble plumes in acoustics). We define the plume as a violent,
extremely saturated, two-phase turbulent flow separated over a wind-wave
crest. Plumes occur due to a cascade collapse of the massive crests of large-
scale gravity waves that occur at very high winds. Intensive air-water mixing
and the gravity force produce free-falling jets consisting of conglomerates of
air bubbles and water particles of complicated structure and geometry. The
size of the particles may vary from 0.1 to 10 cm, depending on the aeration
process. The impact of the massive plume on microwave emission is strong
enough even at S and L bands (Raizer 2008).

Whitecap phenomenon has been explored in open oceans by a number of
oceanographers (Blanchard 1971; Monahan and MacNiocaill 1986; Bortkovskii
1987; Lamarre and Melville 1994), but little is known about the physical prop-
erties and disperse microstructure inside a whitecap plume. The photograph
in Figure 2.6a illustrates an example: powerful whitecap plumes formed dur-
ing wind wave breaking. The effective thickness of dense whitecap plume
can vary from several dozens of centimeters to several meters. Indeed, labo-
ratory studies (Monahan and Zietlow 1969; Zheng et al. 1983; Peltzer and
Griffin 1988; Callaghan et al. 2012, 2013) demonstrate the existence of the rela-
tionship between microstructure parameters and aggregate stability of thick
layers of dynamic polydisperse foam and whitecap plume.

2.5.3 Wave Breaking and Foam/Whitecap Statistics

Wave breaking and foam/whitecap statistics are important attributes in
many oceanographic and remote sensing studies. Wave breaking events
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FIGURE 2.7

Foam microstructure. (a) Polyhedral foam structure. (b) Emulsion monolayer of bubbles on the
water surface. (Raizer’s original pictures. Adapted from Cherny, I. V. and Raizer, V. Y. 1998.
Passive Microwave Remote Sensing of Oceans. Wiley.)

are clearly visible in good-resolution aerial photos (optical images) in the
form of distinct geometrical objects representing whitecap and foam struc-
tures on the ocean surface. At high winds and strong gales, whitecap and
foam area fractions vary significantly according to the Beaufort scale that
can be recorded using aerial photography as well. The wave breaking activ-
ity (intensity) is not only defined by wind wave dynamics but also depends
on parameters and the stability of the ocean—-atmosphere boundary layer,
subsurface wave processes, and surface currents. Therefore, wave breaking
events can be observed sometimes at low winds.

Systematic airborne observations of the ocean surface using high-quality
aerial photography and a number of passive microwave radiometers were
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conducted in the Pacific Ocean first from the Antonov An-30 aircraft (1981-
1986) and then from the aircraft laboratory Tupolev Tu-134 SKh with the
registration number CCCP-65917 (1987-1992) equipped with the six-band
optical MKF-6 aerial photo camera (made by Carl Zeiss, Germany), the Ku
band (2.25 cm wavelength) side-looking airborne radar (SLAR “Nit”), and
several passive microwave radiometers at wavelengths 0.8, 1.5, 8.0, and 18 cm
(Section 5.5.2).

In particular, observations of large-scale surface dynamics and wave
breaking fields from an aircraft at altitudes from 300 to 5000 m have pro-
vided high-quality optical imagery of the ocean surface at variable winds
and fetch conditions (Raizer et al. 1990; Raizer 1994). For example, at a flight
altitude of 5000 m, the size of the MKF-6 single frame is ~3 km x 5 km with
a spatial resolution of ~3-5 m. The required information is obtained using
digital image processing, including two-dimensional fast Fourier transform
(FFT) and morphological and statistical analysis of foam/whitecaps objects
registered in the optical images.

At that time, for the quantitative analysis of foam/whitecaps coverage
and geometrical statistics, the following metrics have been introduced:
area A, perimeter P, maximum and minimum linear size L, and L, and
nondimensional topological metrics P2/A and A/L,, L. for each single
foam and/or whitecap object visible in the image. As a result of the digital
processing of a huge body of optical data, statistical distributions of foam/
whitecap metrics were defined for different ocean surface conditions. For
example, strong transformations of foam and whitecaps coverage statistics
(metrics) are observed at limited fetch conditions (Raizer 1994).

Moreover, the dependences of averaged total foam + whitecaps area frac-
tion W, % on wind speed U were measured from airborne optical data with
a high degree of accuracy.

We have to note that a large number of optical and video observations
have been made in order to define the dependency W(U) in the open ocean
(Monahan 1971; Ross and Cardone 1974; Monahan and O’Muircheartaigh
1980, 1986; Bortkovskii 1987; Wu 1988b; Monahan and Lu 1990; Bortkovskii
and Novak 1993; Zhao and Toba 2001; Stramska and Petelski 2003; Lafon
et al. 2004; Bondur and Sharkov 1982; Sugihara et al. 2007; Callaghan et al.
2008; Callaghan and White 2009).

However, there is still some uncertainty in data collections and empirical
approximations of the function W(U). The problem is not only in a great vari-
ety of ocean environmental conditions. Indeed, foam and whitecap objects
visible in the optical images have different contrasts, blurring boundaries,
and unsharp contours. This circumstance makes it difficult to accurately
measure foam and whitecap objects, that leads to errors in computing their
geometric parameters and area fractions. A special algorithm for automatic
recognition and analysis of foam/whitecap objects in the optical images
has been develop and applied (Raizer and Novikov 1990) in order to obtain
statistically reliable data and dependencies.

min
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TABLE 2.3

Empirical Coefficients of the Power-Law Formula for Whitecap Coverage
versus Wind Speed W = aV®

Author a (x1079) b
Blanchard (1963) 440 2.0
Monahan (1969) 12 33
Monahan (1971) 13.5 34
Tang (1974) 7.75 3.23
Wu (1979) 1.7 3.75
Monahan and O’Muircheartaigh (1980) 3.84 341
Wu (1988b) 2.0 3.75
Hanson and Phillips (1999) 0.204 3.61

In general, the power-type formula
W =aUP (2.30)

is used in microwave remote sensing applications. Here, W represents the
instantaneous fraction of the sea surface covered by foam and whitecap,
U is the 10-m-elevation wind speed, and a and b are empirical constants.
For example, an optimization of data sets (Monahan and O’Muircheartaigh
1980) yields the values a=3.84-10° and b=341 in the range of wind
speed 5 <U <25 m/s. Table 2.3 and Figure 2.8 summarize some proposed
approximations (Zhao and Toba 2001).

During the last several years, satellite-based microwave observations have
been used for the assessments of the global distribution of foam and white-
cap coverage in the world’s oceans (Anguelova and Webster 2006; Anguelova
et al. 2009; Bobak et al. 2011; Salisbury et al. 2013; Albert et al. 2015; Paget et al.
2015). The algorithm is based on the retrieval of wind vector and utilization
of microwave data using empirical relations (2.30). Theoretically, the value of
foam and whitecap area fraction, estimated by optical and microwave data
should not be the same (due to the difference in physical mechanisms of
ocean microwave and visible radiances); however, the method gives a prom-
ising statistical result. The best option is still to provide combined optical-
microwave observations in order to improve the information performance
and reduce possible errors.

It is important to note that at fully developed storm conditions, the effect
of “W-saturation” can take place. The saturation is not described by simple
power approximations. In this case, area fraction W does not depend on
the ocean surface state significantly, and the behavior of function W(U) is
defined through the energetic balance in the wind-wave system.

A novel approach for providing statistical characterization of foam/
whitecap activity is based on the fractal (or multifractal) dimension
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FIGURE 2.8

Empirical dependencies of whitecap area fraction on wind speed. The solid line is expressed
as W =298 x10°U*". (Adapted from Zhao, D. and Toba, Y. 2001. Journal of Oceanography,
57(5):603—616.)

formalism. Fractal geometry describes spatial self-similarity and scaling of
dynamic systems and natural objects (Mandelbrot 1983). The application of
fractal analysis for exploring wave breaking fields by remotely sensed (infra-
red, optical, video) data is actually a challenging task. Nevertheless, such
studies based on airborne optical observations have been conducted earlier
(Raizer and Novikov 1990; Raizer et al. 1994; Sharkov 2007).

Let us consider some principle results. There are two basic procedures to
compute the fractal dimension of wave breaking fields by optical images.
The first procedure is based on the so-called box counting method, which
yields the Hausdorff dimension

. logN(r)
Dy =lim—2—~,
170 log(1/1) (2.31)

where N(r) is the smallest number of squares with the side r required to
completely cover the data set (binary image, for example).

The second procedure was based on a simple relationship between area
A and perimeter P of a single fractal-like geophysical object. In our case,
the fractal dimension of each individual object (foam streak or whitecap)
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FIGURE 2.9

Fractal characteristics of foam and whitecap coverage obtained from optical data. (a) In N(r)
vs. In(1/1) for total foam and whitecap coverage. The value of fractal dimension corresponds
approximately to three gradations of the Beaufort wind force: 1-3+4 (Dy=1.05); 2-4+5
(Dy =1.15); and 3 -5 + 6 (Dy = 1.25). (b) log-log plots of perimeter (P) as a function of square
root from area (VA ) for foam streaks (*) and whitecaps (0). Sold lines are linear least-square fits
in different ranges of area A. Beaufort wind force is 4. (Adapted from Cherny, I. V. and Raizer,
V. Y. 1998. Passive Microwave Remote Sensing of Oceans. Wiley.)

visible in optical image is estimated from the so-called area—perimeter
relationship

P~(JA), (2.32)

where A is the area and P is the perimeter of a selected individual foam or
whitecap object. The averaging of fractal dimension D, at an object’s ensem-
ble on the image yielded a mean value of fractal dimension Ds.

The results of the fractal analysis of a large set of ocean optical data are
shown in Figure 2.9. For a moderately stormy ocean, it was found that the
Hausdorff fractal dimension changes to within Dy =1.1-1.3 (Figure 2.9a).
At the same time, the regression coefficients of the area—perimeter rela-
tionship (2.32) gives the value of the fractal dimension Ds = 1.39 and 1.23
for the whitecaps and foam streaks, respectively (Figure 2.9b). Statistically,
the computed fractal dimensions differ for foam streaks (patches) and
whitecaps.

An important aspect is dynamics of wave breaking in the field of ocean
internal waves. It is a well-known fact that the influence of internal waves
causes the wave breaking wave statistics to change. Both the frequency of
wave breaking acts (intensity) and the total area fraction of foam/whitecap
coverage increase due to interactions between internal and surface waves
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and the induced surface current. The wave breaking intensity and foam/
whitecap geometry can be associated with the structure of the internal wave
field.

The aircraft experiments conducted in the North Pacific Ocean during the
period 1981-1991 show that the fractal dimension measured by optical signa-
tures of foam and whitecap varies in the presence or absence of an internal
wave source. This effect is manifested at moderate as well as high winds.
It can be explained by the change of wave breaking intensity (frequency of
braking acts) and statistics of foam and whitecap coverage.

For example, under the influence of the surface current, stochastic wave
breaking structures may turn into orderly type patterns. Additionally, the
surface current gradients effect the speed of energy dissipation that leads to
the change of the regime of wave breaking process. Supposedly, the intensity
(frequency) of wave breaking increases in the zone of the current’s conver-
gence, and decreases in the zone of the current’s divergence. Internal waves
cause the spatial modulation of surface waves and thus accelerate the wave
breaking process even at low winds.

Because there are some difficulties in adequate hydrodynamic and statisti-
cal modeling of real-world wave breaking processes, the required informa-
tion can be obtained using high-resolution optical-microwave observations.
Remotely sensed data allow researchers to employ different digital methods
and techniques for analyses of spatially statistical characteristics of wave
breaking and foam/whitecap events. For example, the fractal dimension of
foam/whitecap coverage computed by optical-microwave imaging data can
provide a quantitative criterion of stormy sea state in addition to the Beaufort
wind force scale.

2.5.4 Surface Bubble Populations

Surface bubble populations represent clusters of individual spherical bub-
bles floating on the sea surface. They are considered as an intervening type
between a thin layer of sea foam and the near-surface bubble clouds at the
upper ocean. The shape of the surface resembles an ensemble of hemi-
spherical shells above the water surface. Bubble populations usually cover
huge ocean spaces at high winds and may not be visible directly from
a ship or an aircraft. Sometimes, the interference picture from the bub-
ble’s films is observed. However, bubbles produce considerable changes
in ocean microwave emission at millimeter and centimeter range of the
wavelengths.

The main environmental source of bubble populations is wave break-
ing and foam/whitecap decay. Mechanisms of generation and physical
properties of surface bubbles have been studied by many authors over the
years (Johnson and Cooke 1979; Johnson and Wangersky 1987, Walsh and
Mulhearn 1987; Baldy 1988; Wu 1988a; Monahan and Lu 1990; Thorpe et al.
1992; Thorpe 1995; Bowyer 2001; Woolf 2001; Leifer et al. 2006). These and
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other investigations show that initial bubble populations generated after
wave breaking are very dense and compact. The size distribution of surface
bubbles is known for a wide range from 0.01 to 1 cm. Bubble stability and
size depend on density, temperature, and salinity of seawater (Hwang et al.
1991; Slauenwhite and Johnson 1999; Wu 2000).

Bubbles are also generated due to mechanic mixing of air and water behind
a moving body. In this case, two-dimensional bubble patterns—"“bubble
wake” and/or “bubble jet”—are produced. The ship’s bubble wake may exist
in the surface for a long time. The presence of bubble wake causes the change
of propagated acoustic signals (Trevorrow et al. 1994; Phelps and Leighton
1998; Stanic et al. 2009).

Finally, bubble populations occur on the surface under the influence of
different marine biological processes, organic particles, surface-active
materials, and pollutants (Garrett 1967, 1968; Clift et al. 1978; Johnson and
Wangersky 1987). Organic films stabilize the bubble lifetime, creating dense
bubble patches at the air—sea interface. These bubbles are coated with surfac-
tant material that provides a stabilizing mechanism against surface tension
pressure and gas diffusion. Extended surface monolayers of stabilized bub-
bles produce a peculiar kind of environmental “electromagnetic diffracting
screen or grating” that affects the propagation of acoustic signals.

2.5.5 Spray and Aerosol

Sea spray can be produced by the wind through various mechanisms: direct
shearing of wave crests by wind, aerodynamic suction at the crests of capil-
lary waves, and bursting of air bubbles at the water surface. Spray repre-
sents a system of liquid particles (droplets) located above the sea surface,
whereas the near-surface aerosol comprises both liquid and solid sea salt
particles. The main environmental source of spray and aerosol production
is the injection of jet droplets due to wave breaking, foam/whitecap, and
bubble bursting events (Figure 2.10). Spray and aerosol are important com-
ponents of ocean—atmosphere system and make a major contribution in the
air-sea exchange and fluxes.

The structure and dynamics of sea spray and the near-surface aerosol were
investigated in nature and laboratory by many authors (Blanchard 1963,
1983, 1990; Monahan 1968; Wu 1979, 1989a, 1990a,b, 1992a,b, 1993; Monahan
et al. 1982; Bortkovskii 1987; Andreas 1992; Fairall et al. 1994; Spiel 1994, 1998;
Andreas et al. 1995, 2010; Anguelova et al. 1999; Lewis and Schwartz 2004;
Kondratyev et al. 2005; Callaghan et al. 2012; Veron et al. 2012; Norris et al.
2013; Grythe et al. 2014; Veron 2015).

At least three main parameters have to be considered in context with
microwave remote sensing of the ocean: (1) volume (bulk) concentration; (2)
size distribution; and (3) height distribution of droplets/particles above the
surface. These parameters can be incorporated to ocean microwave emission
models (Chapter 3).
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FIGURE 2.10

Oceanic disperse media. Spray production. (Adapted and updated from Andreas,
E. L. et al. 1995. Boundary-Layer Meteorology, 72:3-52; Raizer, V. 2007. IEEE Transactions on
Geoscience and Remote Sensing, 45(10):3138-3144. Doi: 10.1109/ TGRS.2007.895981.)

Classical literature data concerning ocean spray characteristics are
shown in Figure 2.11. It is known from field experiments that the size dis-
tribution of the ocean spray follows the power law p ~r™, where r is the
radius of a droplet. Exponent n changes from 2 to 8, depending on wind
conditions. The range of the droplet’s diameter is quite wide: 104102 cm.
The height of a dense spray layer above the ocean surface is about 10-40
cm and depends significantly on the droplet-generating mechanism
(Blanchard 1963; Bortkovskii 1987). The mass concentration of the water
in the ocean spray near the surface is about 10#-10"'g/cm?. Dense layers
of spray are located mostly around the breaking crest of wind waves. The
vertical distributions of size and volume concentration of spray are highly
nonuniform. Usually, small-sized droplets and aerosol cover the foam-free
water surface; large-sized droplets are formed mostly over the foam and
whitecaps areas.

2.5.6 Subsurface (Underwater) Bubbles

Bubbles in the subsurface ocean layer (<1 m) are important elements in
ocean—atmosphere gas exchange. Bubble clouds generated by breaking
waves create highly concentrated aeration layers that cause significant
changes in the electromagnetic skin depth. Therefore, the near-surface
bubbles can produce high-contrast signatures at microwave frequencies
(Chapter 3).
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FIGURE 2.11

Sea spray size distribution at the near-surface ocean. The probability density of occurrence at
different wind speed: (a) U=11.7 m/s; (b) U=12.6 m/s; (c) U=13.4m/s. (d)-(f) Droplet con-
centration for different surface conditions. U is the wind speed; p. is the friction velocity; z is
the elevation above the mean water surface. (Adapted from Wu, J. 1979. Journal of Geophysical
Research, 84(C4):1693-1704.)

(Continued)
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FIGURE 2.11 (Continued)

(g) Jet drop height as a function of bubble diameter, temperature, and salinity. A—4°C sea-
water; B—16°C seawater (top drop); C—30°C seawater (top drop); D—22-26°C seawater (top
drop); E—4°C seawater (top drop); F—21°C distilled water (top drop); G—22-26°C seawa-
ter (2nd drop); H—22-26°C seawater (3rd drop); I—22-26°C seawater (4th drop). (Adapted
from Blanchard, D. C. 1963. In Progression Oceonography, pp. 73—202. Pergamon Press. Doi:
10.1016/0079-6611(63)90004-1.)

Sources and mechanisms of bubble production in the ocean are the
following:

e Formation of globally distributed surface bubble clouds due to
ocean—atmosphere interactions

* Migration of methane and carbon dioxide gases from deep water to
the surface

® Mechanical mixing of air and water due to wave breaking activity
¢ Impact of raindrops and spray on the surface

e Cavitation due to the rotation of blades of a ship’s propeller (hydro-
dynamic cavitation)

* Propagation of intense sound wave into oceanic water (acoustic
cavitation); cavitation currents induced by strong turbulent flow
over a moving body

* Underwater explosions, earthquakes, nuclear bomb tests, submarine
and torpedo destructions

¢ Very high-speed underwater vehicles
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FIGURE 2.12

Inferred bubble population density at subsurface ocean layer depending on wind speed (U)
and the friction velocity (). Underwater ambient noise measurements at acoustic frequencies
25.0 and 14.5 kHz. Resonance radii of bubbles: 132 and 229 um. (Adapted from Farmer, D. M.
and Lemone, D. D. 1984. Journal of Physical Oceanography, 14(11):1762-1778.)

Bubble properties in the upper ocean layer have been studied using acous-
tic sounding and measurements of the ambient noise (Kolobaev 1976; Kerman
1984; Vagle and Farmer 1992; Leighton 1994). Nature observations (Medwin
1977; Clift et al. 1978; Johnson and Cooke 1979; Mulhearn 1981; Thorpe 1984;
Medwin and Breitz 1989; Wu 1989a; Wu 1992a; Anguelova and Huq 2012)
show that the size distribution of subsurface bubbles is governed by the
power law p ~ a™®, where n is changed from 3.5 to 5.5 at the range of bubble’s
radius a = 10-10" cm. Figure 2.12 illustrates bubble distributions measured
by echo sounder (Farmer and Lemone 1984). The volume concentration of
gaseous bubbles in the upper layer of the ocean can reach 20% and more.
Figure 2.13 shows estimates of bubble volume concentrations for typical situ-
ations. These data demonstrate how bubbles production and concentration
can depend on the type of the internal source.

2.5.7 Surface Films, Oil Slicks, and Emulsions

Surface films are encountered in the ocean very often. Along with their ori-
gin, they can be divided into two categories: natural and artificial. Natural
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FIGURE 2.13

Bubble production in the ocean and gradations of the volume concentration (C). (a) Natural
oxygen aeration, C < 0.1; (b) cavitating flow, 0.1 < C < 0.3; (c) deep-water bubble plume, C >0.3.
(Adapted and modified from (a) http://michaelprescott.typepad.com/.a/6a00d83451574c69e20
1b8d0890adb970c-pi.)

slicks are formed due to the chemical and biological processes in the ocean;
they are known as surface-active films. Artificial slicks appear on the ocean
surface as a result of the anthropogenic activity of human beings. These are
polluting surface-active films of oil (or petroleum) and other synthetic and
detergent oil products. Generally, they agglomerate in coastal economically
advanced zones.

Surface-active films are manifested in the form of “smooth surface” areas.
The thickness of such films is equal to several monomolecular layers (10—
107 cm). Organic surface-active films change the optical characteristics of
surrounding water. Sometimes, their presence causes the appearance of
anomalous phenomena in the reflected light due to variance of the slopes of
short gravity waves. There are various configurations of the slicks: they can
be long streaks, oriented along the direction of the wind, or separate areas
reminding us of Langmuir’s cells. Surface slicks are indicators of marine
processes and internal waves (Kerry et al. 1984; Gade et al. 2013).

For remote sensing applications, the most interesting presents effects of
interaction of surface films and wind waves. Monomolecular surface films
strongly damp small-scale wave components, resulting in a variability of the
wind wave spectrum (Hiihnerfuss and Walter 1987; Alpers and Hiihnerfuss
1989; Wu 1989b; Ermakov et al. 1992; Wei and Wu 1992; Gade et al. 2006;
Ermakov 2010). The variation of the spectral density of the wave energy due
to the damping effect is registered in a wide range of frequencies: from 3
to 15 Hz. Radar observations (Hiithnerfuss et al. 1994; Espedal et al. 1996;
da Silva et al. 1998; Karaev et al. 2008) also show that surface-active films
sharply change regimes of the generation of gravity—capillary waves in
the wind field that significantly changes the backscatter signal. The largest
decrease in the L band brightness temperature was manifested due to the
influence of a monomolecular oleyl alcohol film on the sea surface (Alpers
et al. 1982). However, the authors explain this effect by anomalous dispersion
of the film permittivity but not by damping surface wave components.

Unlike the surface-active films, the oil films never make monomolecular
layers. The range of the thickness of typical oil films is 101 cm. Thin films
of crude oil give a silver glance; thicker oil films have a dark color without
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interference painting. Layers of water/oil emulsion remind the observer of a
thick “chocolate mousse.” The thickness of such emulsion layers can equal
several centimeters.

Experimental studies (Creamer and Wright 1992; Tang and Wu 1992) show
the oil film’s effect on the process of wind-waves generation. On a wave crest,
the thickness of the film is usually more than that of a wave hollow. Polluting
films depress high-frequency components of surface wave spectrum stron-
ger than organic films. Along with that, they brake the mass—heat exchange
between the ocean and the atmosphere. In the slick area, the temperature
of the ocean surface can increase up to 1-2°C due to the effects of the solar
radiation absorption and screening.

In recent decades, microwave radar (SAR) remote sensing imaging tech-
niques have been developed and applied to provide monitoring of oil spills
in the ocean (Onstott and Rufenach 1992; Ivanov 2000; Brekke and Solberg
2005; Solberg et al. 2007; Jha et al. 2008; Klemas 2010; Zhang et al. 2011; Salberg
et al. 2014; Migliaccio et al. 2015). Although this subject is beyond the scope of
thisbook, we briefly list the main hydrodynamic processes induced by oil spills
on water surface. They are the following: (1) advection, (2) turbulent diffusion,
(3) surface spreading, (4) vertical mechanical dispersion, (5) emulsification,
and (6) evaporation. For more information about oil spill hydrodynamics,
we refer the reader to other books (Ehrhardt 2015; Fingas 2015).

2.6 Thermohaline Finestructure

The term “thermohaline finestructure” reflects the most important class of
ocean structural heterogeneities associated with vertical profiles of temper-
ature, salinity, and density. The first fundamental investigations of ocean
thermohaline structure were made in 1960-1970s and published in the mono-
graph by Fedorov (1978). The inversions of temperature and salinity are pre-
sented as high-frequency spatial oscillations (thermohaline fluctuations). These
experimental data collected in different regions of the world’s oceans show
that maximal temperature and salinity inversions at a depth of <200-300 m
can reach values of 1°C and 0.5 psu. A more detailed and interesting example
of thermohaline fluctuations measured in the upper ocean layer (Baltic Sea)
is shown in Figure 2.14 (Lips et al. 2008).

Thermohaline fluctuations are produced by natural microturbulence and
molecular processes. Usually, the characteristic frequencies of the fluctua-
tions are greater than 1 Hz, and the typical spatial sizes are on the order
of several centimeters. The distribution of microfluctuations of tempera-
ture, salinity, and density forms a fine deep-ocean stratification or thermo-
haline finestructure of the ocean. In fact, the thermohaline finestructure
exists already and everywhere in different forms in the oceans. The most
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FIGURE 2.14

Fluctuations of thermohaline finestructure in Baltic Sea. Vertical variations of (a) tempera-
ture and (b) salinity. (Adapted from Lips, U. et al. 2008. In US/EU-Baltic Symposium “Ocean
Observations, Ecosystem-Based Management & Forecasting,” Tallinn, 27-29 May, 2008. IEEE
Conference Proceedings, pp. 326-333. (Internet search: Bornholm_Taavi_very_final_version.
pptx - BALTEX)

important role in the transport processes, in particular, heat conductivity
from deep water to the surface, is played by processes of mixing, molecular
diffusion, turbulent diffusion, and convection. As a result of the dynamics of
the heterogeneities, different types of disturbances and instabilities in a deep
ocean may occur. Transportation of these wave disturbances to the ocean
surface and the interactions with wind waves may cause the generation of
two- or three-dimensional hydrodynamic features or anomalies in the fields
of temperature, salinity, roughness, surface current, or even wave breaking.

It was also found that the characteristic time scales or the time of existence
of individual heterogeneities is clearly correlated with corresponding spa-
tial scales. Estimations (Fedorov 1978), made on the basis of known observa-
tions, have demonstrated that the average ratio of the scales is on order of
H/L =10 - 10-3, where H and L are the characteristic vertical and horizontal
dimensions of individual elements of the finestructure. On the other hand,
model estimations show that the relaxation time for the process can change
from tens of hours to tens of days, depending on the scale of the heteroge-
neities. The presence of dynamic turbulence and microturbulence may also
cause the more rapid formation of thermohaline disturbances, that is, both
the temperature and salinity heterogeneities in the ocean.

Data (Fedorov 1978) show that the inversions of temperature in the fines-
tructure usually appear in local areas. The typical horizontal dimensions lie
within 5-20 km with the thickness of individual heterogeneities of 5-20 m.
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A horizontal temperature pattern (“microsurvey”) is observed in the main
thermocline (a depth range of 140-170 m). Microsurvey presents a set of tem-
perature contours that sometimes have the character of deep-water thermo-
haline fronts. The magnitude of temperature increases with depth within the
main contour (Fedorov 1978). Similar configurations were registered at differ-
ent levels of ocean depth in areas of the main thermocline. Zones of high tem-
perature and salinity gradients on an isopycnal surface (6, =25.00) represent
the narrow thermohaline fronts that can change with time.

Statistical characteristics of thermohaline finestructure have been inves-
tigated as well (Fedorov 1978). The experimental spectral density of tem-
perature and salinity fluctuations have a power law and are approximately
proportional to ¥, , ~ K. Such spectra correspond to the existence of numer-
ous sharp deviations of the temperature and salinity stratification. It is
important to note that the low-frequency part of the thermohaline spectra
with the scale >25-30 m has features associated with the nonstationary and
kinematic effect of internal waves. The high-frequency part of the spectra
reflects a stable thermohaline structure, especially temperature inversions.
Vertical turbulent mixing is a general mechanism of formation of the vertical
quasi-uniform layers with a thickness of 5-10 m and less. Their horizontal
scales can change from a few hundreds of meters to 1-5 km.

In general, the temporal dynamics of the thermohaline heterogeneities,
fields of temperature T and salinity S, are described by equations of heat and
salt balance in incompressible liquid:

%—T +UVT =k V7T, (2.33)
%f +UVS =ksV?s, (2.39)

where U(x,y,z) is the field of velocity, k; is the coefficient of molecular conduc-
tivity of heat, and kg is the coefficient of salt diffusion.

Equations 2.33 and 2.34 reflect the processes of formation and evolution of
thermohaline structure during all types of motion (stationary, nonstation-
ary, turbulent, molecular) which achieve local balance of the vertical and
horizontal fluxes of heat and salt. These equations must be considered along
with the Navier—Stokes equations:

aU . -_1 2
BT +(U-V)U= ) VP +VyV-U+F, (2.35)
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where U is the velocity, t is the time, P is the pressure, p, is the density, v, is
the viscosity, and F is the forces term (gravity, stirring).

The system of Equations 2.33 through 2.35 is rewritten in terms of fluctu-
ating components. For example, the following form is used: U=<U > + U,
T=<T>+T,5=<S5>+S5, where brackets < > denote averaging at an ensem-
ble, and prime denotes the fluctuating part of the parameter. The system of
dynamical equations can be used for the numerical modeling of free ther-
mohaline double-diffusive convection and evolution of two- or three-dimen-
sional thermohaline patterns in the oceans.

2.7 Double-Diffusive Convection and Instabilities

Double-diffusive convection, or double diffusion, is a kind of convection in
the ocean, which originates from the difference in molecular diffusivities for
heat and salt. Depending on mean temperature and salinity stratification,
there are two types of double-diffusive convection in the ocean: salt finger
convection and diffusive convection (Turner 1974; Schmitt 1994; Brandt and
Fernando 1995; Radko 2013).

The effect of destabilization of the original stable stratification and motion
is caused by an inequality in the rates of molecular diffusion of momentum
and mass. This phenomenon is well known in oceanography. An example
is the development of circular baroclinic vortex in deep ocean with specific
stratification of the density field. The diffusion phase begins during the defor-
mation of the density field by turbulent motions. Since the mechanism of tur-
bulence already does not depend on the molecular diffusion rates of heat and
salt, the process concentrates in a thin transitional sheet (pycnocline), separat-
ing two uniform layers with constant values of density and velocity.

It is assumed that the mechanism of forming thermohaline finestructure is
associated with the redistribution of the potential energy between the saline
and thermal components of meso- and macro-scale stratification. The pro-
cess of double diffusion is characterized by the coefficient of molecular con-
ductivity of heat k; (the average value for oceanic conditions is 1.410-% cm?/s)
and by the coefficient of molecular diffusion of salt ks (a typical value is
1.310° cm?/s). The convection is the main physical mechanism of energy
exchange between saline and thermal stratification.

In the simplest hydrostatic approach for ocean-water state, the relationship
between deviation of density Ap = p — p, and the deviations of temperature
AT =T - T, and salinity AS = S - 5, in thermohaline structure is described by
the following linear equation (Fedorov 1978):

Ap =—0aAT +BAS, (2.36)
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where py, T, and S, are the initial values of density, temperature, and

salinity, respectively;
= ar)
Po \ 0T Jgp

is the gradient evaluated at fixed values of salinity and pressure (S, P), and

_ 1 39)
P Po(as TP

is the gradient evaluated at fixed values of temperature and pressure (S, P).

In the case where the original fields of temperature T(x,y,z) and salinity
S(xy,z) are compensated by each other, density heterogeneities do not arise.
In the other case, density heterogeneities occur, and variations of density
and pressure must contribute to the development of local motions U(x)y,z).
Thus, the process can produce nonstationary motions in a stratified ocean,
including the development of convective instability due to the influence of
horizontal heterogeneities of temperature and salinity.

The criteria of thermohaline (in)stability as a background of the develop-
ment of double-diffusive convection are estimated by the dimensionless
density ratio. Two forms of the density ratio are used (Fedorov 1978):

oAT
[ ——
"= B (2.37)
or
BAS
R,=—-—. 2.38
P AT (2.38)

This ratio is based on Equation 2.36 and written in such a way that the
stable thermohaline properties are described by the numerator, and the
unstable properties are described by the denominator.

In the case of neutral stratification, obviously, R, = 1. If the vertical distri-
bution of temperature is stable AT/Az < 0, and the unstable contribution to
the density stratification is introduced by the vertical distribution of salin-
ity AS/Az <0, the ratio must be used in the form of Equation 2.37. In the
case of temperature inversion AT/Az > 0, partially or completely stabilized
by salinity distribution AS/Az >0, the ratio must be used in the form of
Equation 2.38.

Figure 215 illustrates different types of thermohaline convection
(Zhurbas. Lecture on Oceanography. https://www.yumpu.com/en/document/
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FIGURE 2.15

Types of thermohaline convection. (a) Thermohaline stratification favorable for (a) salt finger
convection and (b) diffusive convection. (c) Absolutely stable thermohaline stratification (no
double-diffusive convection). (Adapted from Zhurbas. Lecture on Oceanography. Internet
search http://msi.ttu.ee/~elken/Zhurbas_L08.pdf.)

view/33829134/lecture-6-oceanic-fine-structure/7). Laboratory experiments
with thermohaline convection (Turner 1973, 1978) and their numerical approx-
imation (Fedorov 1978) show that the ratio of fluxes of heat and salt kg/k; dur-
ing layered convection in the presence of two-layer stratification is changed
exponentially with degreasing of values of R, = BAS/0AT from 1 to 7.

Two regimes of thermohaline convection are observed. The first regime
is “constant” when the ratio of mass fluxes is equal to 0.15 and density
ratio R, =BAS/0AT >2. The second regime is “variable” with the ratio of
mass fluxes ranges from 1.85 to 0.85 and density ratio 1 <R, = BAS/aAT < 2.
Constant regime of layered convection is formed due to the influence of tem-
perature and salinity gradients that are adjusted for equilibrium. There is
some opinion that the existence of the constant regime is the typical case also
for the development of the salt fingers in the ocean.

Salt fingers are a form of cellular convection, developed in a two-component
liquid medium with a stable density stratification (Fedorov 1978; Charru 2011).
They are produced by the combination of the stabilizing contribution of the
vertical temperature gradient and the destabilizing contribution of the ver-
tical salinity gradient. The salt fingers are convective cells, elongated verti-
cally. According to experimental data (Schmitt 2003; Huang 2009), they have
a square cross section with sides up to 0.4 cm and are several centimeters in
length. The salt fingers are associated with a significant downward flux of
heat. The generation of vertically periodic convective cells, leading to the for-
mation of salt fingers, can occur due to local gradients of temperature in a sta-
ble salinity-stratified fluid. Laboratory experiments (Popov and Chashechkin
1979; Taylor and Buchens 1989; Taylor 1993; Taylor and Veronis 1996; Schmitt
2003) show that the vertical dimension of the convective cells increases linearly
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with the overheating temperature. The size of the observed cells varied from
04 to 1.2 cm in the range of the overheating temperature 0-4°C.

During the development of salt fingers in an ocean layer with strong vertical
gradients of temperature and salinity, the viscous forces may have the same
order of magnitude as the buoyancy forces produced by double-diffusive
convection. It is known that the general criteria for dynamical instability,
that is, for the appearance of turbulence in the viscosity flow of liquid, is the
Reynolds number Re = Uy(L/v), where U, is the characteristic velocity of flow,
L is the characteristic linear scale of the motion, and v is the kinematic vis-
cosity. For example, for laminar flow, Re ~ 2000. A certain value of Re, corre-
sponding to the point of dynamical instabilities, is named the critical value of
the Reynolds number Re_;.. The regime is laminar if Re > Re_;, and the regime
is turbulent if Re > Re_;,. However, the Reynolds number is not a sufficient
criterion for the original turbulence in the ocean. The important role in the
occurrence of ocean turbulence is played by vertical profiles of temperature
and salinity as well as density stratification. Therefore, other useful criterion
is defined by the Richardson number Ri=(g/p,)(dp/dz)(dU/dz)>. In sta-
tionary plane-parallel flow with shear, the value of the critical Richardson
number, when turbulent regime occurs, equals approximately Ri_; =1/4.
The regime with Ri < Ri,, = 1/4 corresponds to the appearance of hydrody-
namical instability (e.g., development of vortex disturbances begins at values
Ri=0.05-0.1). Field experiments have shown that the convective instability
can appear under conditions Ri < Ri; = 1-2 (Fedorov 1978).

In the ocean, thermohaline intrusions can cause the formation of large-
scale stepped finestructure of the main thermocline. For example, at a depth
of 200-500 m, the “individual” steps with a thickness from 8 to 55 m and
horizontal size of at least 35 km were measured (Zhurbas and Ozmidov 1983,
1984). The density ratio in the stepped structure does not depend on the
depth (averaging R, = 1.62). Such stepped erosion of the main thermocline in
the ocean has a convective nature related to double-diffusion effects.

At the present time, the theory of formation of salt fingers and deep water
stepped structure in the ocean under the influence of thermohaline processes
is not well-enough advanced. Obviously, dynamical models for the numeri-
cal analysis of double-diffusive convection must be three-dimensional,
unlike the case of free convection. For example, the effect of the development
of free convection in stratified cooling seawater is well explained by a two-
dimensional mathematical model (Bune et al. 1985).

2.8 Self-Similarity and Turbulent Intrusions

The analysis of a large body of field measurements shows the universal
nature of the temperature and salinity distributions in the thermocline. In
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this context, a new concept about the structure of temperature, salinity, and
density fields in the ocean’s upper thermocline was suggested on the basis
of the self-similarity hypothesis (Barenblatt 1978b, 1996). In this theory, a
possibility of the existence of a stationary temperature or density wave is
considered. An analytic solution of the linear transport equation for the
excess temperature was found in the approximation of small-scale, homo-
geneous, and stationary motions that determine the transport mechanism.
As a result, the vertical exchange coefficient in the upper thermocline is
estimated.

The calculated exchange coefficient has a value larger than the molecular
coefficient and at the same time smaller than the coefficient of turbulent dif-
fusion. This means that a turbulent erosion of the thermocline may exist,
which is associated with effects of double-diffusive convection or breaking
internal waves. Later, the two-phase model of unsteady turbulent heat and
mass transfer in the upper oceanic thermocline was developed (Barenblatt
1982). The liquid was represented as a hydro-mechanical ensemble of two
penetrating phases: turbulent spots and laminar sheets separating them.
The model explains the existence of temperature jumps in the thermocline
and the appearance of stepped structure. In principle, the model may be
used to describe the heat—salt mass balance in the presence of salt fingers
and temperature inversions.

Temperature jumps or fronts in the ocean’s upper layer are a possible rea-
son for the development of oscillatory motions and generation of internal
waves. In these cases, an effect of the amplification of internal wave ampli-
tude can occur, which may cause the development of double-diffusive con-
vection. The theory of wave fronts in dissipating media is well known: these
are shock waves in gases, collisionless fronts in plasma, and electromagnetic
shock waves in solid. However, dispersion may significantly influence the
behavior of wave fronts, in particular, oceanic fronts. A model of possible
wave structure in the stratified ocean was developed recently on the basis
of the Korteweg-de Vries—Burgers equation (Barenblatt and Shapiro 1984).
It was found that the solution has a “traveling wave front” form at a cer-
tain choice of the relation between dispersion and viscosity coefficients.
Oscillations arise behind the front. Such front was named “dispersion front,”
unlike shock waves and smoothed steps. In fact, the theory has predicted the
appearance of turbulent flow-induced preordering or precursor.

Other specific turbulent features—turbulent spots or intrusions—are asso-
ciated with strong density stratification in the ocean (Monin and Ozmidov
1985; Baumert et al. 2005). There are a number of sources of the generation of
turbulent spots within the near-surface transition boundary layers; among
them, the most important are (1) wind wave breaking is accompanied by the
formation of intermittent turbulent spots; (2) breaking of internal waves in
a shear flow; (3) hydro-acoustic action associated with pulsed disturbances
induced by sound waves, mechanical or electrical means; and (4) collapse of
deep ocean turbulent wake.
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FIGURE 2.16

Model illustration of turbulence under the strong density stratification. (a) Oceanic microstruc-
ture in the upper pycnocline and (b) turbulent spot. (Original drawing from Barenblatt, G. I.
1992. In Proceedings of Second International Conference on Industrial and Applied Mathematics. R. E.
O’'Mailey (ed.). Society for Industrial & Applied Mathematics SIAM, pp. 15-29.)

The following description of what turbulent spots look like was done by
Barenblatt (1978a): “turbulence...has an unusual spatial structure; it is con-
centrated in pancake layers which extend in the horizontal direction over a
distance that significantly exceeds their thickness.” According to the hydro-
mechanic model (Barenblatt 1978a, 1991, 1992), there is a peculiar microstruc-
ture in the upper pycnocline (i.e., in the layer with sharp density gradient)
due to spatial intermittency of turbulence. Turbulence under the strong
density stratification is concentrated in turbulent spots, squeezed by ambient
nonturbulent fluid. Figure 2.16 taken from paper (Barenblatt 1992) explains
the ocean microstructure and the formation of turbulent spots in the upper
pycnocline. Such spots occur due to breaking of internal waves in a shear
flow of stably stratified ocean.

Dynamics of turbulent spots is accompanied by the changes of the spot
thickness h that can be described by the equation (Barenblatt 1978a).

%}t‘ =kAR®, (2.39)
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FIGURE 2.17

Structure and dynamics of turbulent spots in the ocean. Schematic diagram illustrates the fol-
lowing four stages, the first three of which are based on the Barenblatt’s model: initial stage #1;
intermediate stationary stage #2; final viscous stage #3; and interaction stage #4. h is the thick-
ness and L is the length of a single spot.

where t is the time, A is the horizontal Laplace operator, and k is a constant
that depends on ocean stratification. The thickness of the spot is decreases
slowly and its radius increases very slowly:

ho(t) ~ (t—to)™°,  1(t) ~ (t—t0)"", (2.40)

where h, is the maximal spot thickness and 1, is the spot radius. Thus, the
turbulent spot on the intermediate asymptotic stage has a form of a thin disk.

Figure 2.17 illustrates the transformation of turbulent spots in the upper
ocean layer at different stages. Naturally, three following stages are con-
sidered (Barenblatt 1978a): (#1) initial stage of the free intrusion; (#2) inter-
mediate stationary stage; and (#3) final viscous stage. We add the fourth,
interaction stage (#4), which describes collapse (or multiple split) of large-
scale thin turbulent spot (L~10-30 m length) into a number of mid- or small-
scale turbulent spots (L~10-20 cm length) due to interactions with the surface
environment (wind, surface waves, currents, etc.). Stage (#4) may cause the
generation of vortex-like coherent structure or other turbulent features at the
air—sea interface, which are potentially detectable using high-resolution pas-
sive microwave imagery.

Turbulent spots play an important role in the interactions between sub-
merged turbulence and surface waves. Microstructure-turbulence spots
create a homogeneous layer with conditions favorable for the development
of modulational instabilities, vorticity anomalies, or small-scale eddies that
may affect the surface wave spectrum. As a result, transformations or excita-
tions of certain spectral components or their groups may occur that can also
be detected by multiband passive microwave radiometer.

In this context, at least the three following thermohaline mechanisms effect-
ing the change of microwave signal from the ocean surface can be considered:

1. Generation of small-scale periodic gratings and/or coherent cells in
the roughness field
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2. Appearance of turbulent spots and roughness anomalies with spe-
cific distribution of hydro-physical characteristics

3. Change of integral heat and mass fluxes through the disturbed air-
water interface

The first case corresponds to the appearance of a set of high-frequency
harmonics in the ambient wave number spectrum due to the periodic redis-
tribution of the small-scale roughness components. Selective multimode
excitations of the spectrum are accompanied by angular redistribution of
spectral energy density. The effect has a local character and may exist for a
short time.

The second case causes the deformation of the spectrum as a whole. For
example, it may be a change of power index (exponent). Deformations of the
capillary part of wave number spectrum can arise from turbulent spots due
to influence of higher horizontal gradient of temperature (salinity) causing
a change in surface tension coefficient. However, capillary effects are very
unstable and slow.

Finally, the third case reflects the change of the thermo-hydrodynamical condi-
tion of the ocean—atmosphere boundary layer. For example, the occurrence of
energetically active zones in the ocean is very probably in the cases of the devel-
opment of “crisis” atmosphere situations such as typhoon, a tropical cyclone
vortex, and/or cyclonic eddy. Their surface manifestations have been observed
by microwave radiometer in field experiments (Cherny and Raizer 1998).

2.9 Summary

In this chapter, we made a survey of ocean processes and phenomena, which
are of great interest and importance in remote sensing. Hydro-physical fac-
tors considered above are the main components of the ocean—atmosphere
system; they provide a broadband electromagnetic response at microwave
frequencies.

Some of environmental factors—wind waves, surface roughness, break-
ing waves, foam, whitecap, bubbles, spray, and dense aerosol—contribute
directly to ocean emissivity, causing measurable variations of microwave
emission. Other factors—turbulent spots, intrusions, thermohaline and
double-diffusive processes, as well as subsurface bubbly flows, jet streams,
and wakes—can be considered as possible indicators of deep ocean pro-
cesses. Under certain conditions, these factors trigger the development of
surface disturbances and/or multiple interactions. Therefore, they may
contribute indirectly to ocean emissivity through the changes in dynamic,
structural, and statistical characteristics of the air—sea interface.
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Concerning applied hydrodynamics related to remote sensing, a num-
ber of important scientific problems remain unsolved. Among them such
natural phenomena as wave instabilities, bifurcations, and nonlinear wave
interactions in the ocean further deserve more detailed consideration.
The generation and evolution of two-dimensional coherent (self-similar)
hydrodynamic structures and complex patterns in the ocean are also poorly
studied phenomena. These problems require our attention as well.

Transport processes and turbulence in the stratified ocean and the corre-
sponding surface manifestations of deep ocean events are the most impor-
tant issues in context with recent remote sensing observations. These and
other critical for microwave studies processes in the upper ocean need to
be further investigated in laboratory and field experiments as well as using
theoretical and numerical methods of applied hydrodynamics.
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Microwave Emission of the Ocean

3.1 Main Factors and Mechanisms

3.1.1 Introduction

Microwave remote sensing is based on the measurements and analyses
of the thermal emission of environmental media and/or natural objects.
Microwaves are defined as the part of the electromagnetic spectrum in
the range of wavelengths A=0.1-100 cm or in the range of frequencies
300-0.3 GHz. The microwave frequency bands are specified as several

standard intervals:

P band 0.230-1.000 GHz
UHF band  430-1300 MHz

L band 1.530-2.700 GHz
S band 2.700-3.500 GHz

Cband 3.700-4.200 GHz
5.925-6.425 GHz

X band 7.250-7.745 GHz
7900-8.395 GHz

Ku band 10.7-18.0 GHz

Ka band 18.0-40.0 GHz

V band 40-75 GHz

W band 75-110 GHz

F band 90-140 GHz

D band 110-170 GHz

G band 140-300 GHz

Microwaves are highly sensitive to variations of structure parameters of
environmental media that is associated with a larger depth of penetration in
comparison to infrared and optical electromagnetic waves. Along with that,
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FIGURE 3.1
Intensity spectrum in degrees Kelvin of galaxy and atmospheric emission. (http://pages.
uoregon.edu/jimbrau/BraulmNew/Chap28/6th/28_17Figure-Fjpg.)

some microwaves can pass through the atmosphere and clouds and there-
fore, they are used for remote sensing of Earth’s surface. Microwave sensors
also have all-weather capability, which is their principal advantage.

Figure 3.1 illustrates the electromagnetic spectrum and atmospheric
windows for microwave background radiation in terms of the emission
intensity. The microwave emission of the sky is defined by galactic back-
ground, cosmic microwave background, and atmospheric emission. At the L
band, total microwave contributions from the sky and the atmosphere have
minimal and relatively stable level that provides great possibilities for direct
observations of the ocean surface. The entire band of wavelengths around
A =21 cm (frequency of 1420 GHz) is an interesting part of the electromag-
netic spectrum and is known as the water hole. It is spin-flip line of hydrogen
because hydrogen is the simplest atom in the universe. Thus, A =21 cm is the
wavelength of simple emission of hydrogen.

The effectiveness and reliability of microwave diagnostics of the ocean depend
to a large extent on the knowledge of physical mechanisms and characteristics
of thermal microwave emission. The scope of the task includes practically all
major problems of electromagnetic wave propagation, statistical radiophysics,
and signal processing. Generally speaking, the theory of microwave diagnos-
tics is based on the solutions of Maxwell’s equations for a random onstation-
ary lossy dielectric medium, including both multiscale surface and volume
nonuniformities. Such a multiple electromagnetic task cannot be completed
without the corresponding computational and numerical resources.

Many aspects of microwave remote sensing theory and practice are pro-
pounded in several books (Basharinov et al. 1974; Bogorodskiy et al. 1977;
Ulaby et al. 1981, 1982, 1986; Tsang et al. 1985; Shutko 1986; Scou 1989; Janssen
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1993; Fung 1994; Sharkov 2003; Joseph 2005; Woodhouse 2005; Matzler 2006;
Fung and Chen 2010; Robinson 2010; Ulaby and Long 2013; Martin 2014;
Njoku 2014; Grankov and Milshin 2015; Lavender and Lavender 2015).

However, as follows from these and many other literature sources, the
capabilities of microwave radiometry and imagery to observe ocean dynamic
features and disturbances have not been fully realized. Along with the top-
ics, an overall concept of ocean microwave diagnostics was missing until
now. Actually, it is still not known for certain what types of hydrodynamic
processes and/or events in the ocean are potentially observable by a micro-
wave radiometer and what are not observable at all or might be detected
somehow. The ocean microwave data existing at the moment just provide a
guidance but do not answer this question.

One possible reason is lack of understanding how to measure and/or
investigate multiscale highly dynamic processes using passive microwave
techniques. Another reason is the absence of good evidence for believing
that high-resolution multifrequency polarimetric radiometer-imager can
offer more useful information than one-frequency regular microwave radar.
The follow-up discussion and the material presented may clear up this
misunderstanding.

3.1.2 Microwave Characterization

Figure 3.2 illustrates the basic elements of the microwave remote sensing
model of the ocean environment. The primary attribute is hydrodynamic

,7 Hydrodynamic perturbations —|

Volume
factor —
Deep-ocean
wave processes
Spray-aerosol
—‘_ I medium
Wave-breaking field
Gravity—capillary 7
Whitecap

— ‘waves

Geometrical
factor

Dynamic processes at
ocean boundary layer

Gravity waves

Ocean turbulence
(spots, intrusions, wakes)

Foam streaks

Capillary waves

and patches [——
Turbulent Underwater
roughness gaseous bubbles

FIGURE 3.2

Elements of the radio-hydro-physical model of the ocean surface. (Undated from Cherny 1. V.
and Raizer V. Yu. Passive Microwave Remote Sensing of Oceans. 195 p. 1998. Copyright Wiley-VCH
Verlag GmbH & Co. KGaA. Reproduced with permission.)
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perturbations acting on the air-sea interface that yield measurable micro-
wave response. While the ocean is a multicomponent system, two main
classes—geometrical and volume perturbations—should be considered and
taken into account in microwave studies.

The geometrical class relates to the ocean surface waves whose geometry
and statistics are defined by interactions between oceans and the atmosphere.
In general, surface waves are presented as a nonstationary and nonuniform
field of multiscale surface disturbances, which have both deterministic and
random components. The class of geometric perturbations includes a num-
ber of subclasses related to gravity waves, gravity—capillary waves, capil-
lary waves, and turbulent roughness as well. Wave-wave interactions and
the strong intermittent behavior of wave components may trigger changes
in ocean microwave emission, depending on environmental conditions or
situations.

The physical mechanism of ocean microwave emission associated with the
geometrical factor includes the following principal effects:

* Mirror reflection from a small-scale roughness surface
* Diffused incoherent scattering on multiscale surface irregularities
* Coherent scattering from correlated surface irregularities

* Resonance scattering from surface irregularities with geometrical
sizes that are comparable with the electromagnetic wavelength

* Multiple scattering and shadows on large-scale irregularities

The volume class of nonuniformities represents a number of two-phased
(air—water) disperse systems, which are foam, whitecap, bubble populations,
sea spray, droplets, or their aggregates. These highly dynamic inhomoge-
neous natural objects are formed on the air-sea interface as a result of waves
breaking and aeration processes, migration of deep-ocean gaseous bubbles,
cavitating flows, or others causes.

It is also important to remember that the electromagnetic properties of
natural oceanic disperse media and their contributions to ocean microwave
emission are quite different. This statement has been established in the late
1970s and explained in detail in two books (Raizer and Cherny 1994; Cherny
and Raizer 1998). The main electromagnetic mechanisms here are single and
multiple scattering, absorption, and extinction, including resonance (Mie,
Rayleigh) and cooperative radiation effects occurring in polydisperse sys-
tems of closely packed particles (bubbles, droplets).

The elements and relationships shown in Figure 3.2 may be ambiguous and
must be specified and adjusted as knowledge is acquired about ocean hydro-
dynamic and wave propagation phenomena. Because the inverse problem
of remote sensing is, a priori, incorrect mathematically, the solution requires
complementary information about studied processes or phenomena. Such
information is usually obtained using in situ measurements. In this case,
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flexible algorithms and numerical approximations are able to provide a reli-
able and comprehensive analysis of ocean emissivity.

Introducing different factors into the model (Figure 3.2) can be made
consecutively in accordance with the chosen conditions but not randomly.
Geometrical nonuniformities are an integral part of the ocean—atmosphere
system. Disperse media can be incorporated only in certain conditions, for
example, in cases of high wind and gales. In fact, there are no universally
accepted methods for the description of the ocean environment and related
electromagnetic problems. Therefore, the creation of a universal microwave
electromagnetic model of the ocean—atmosphere system is an extremely dif-
ficult task because a number of key parameters and factors should be speci-
fied and involved to provide adequate characterization of environments.

However, it is possible to consider and investigate microwave impacts
from each factor, taken separately, at least in context with the existing experi-
mental and theoretical data. Then, we combine all of them into a unit model.
Thus, we come to the problem of multifactor and multiparameter description
offering numerical modeling and simulation of different microwave ocean
scenes and/or scenarios with a large set of hydrodynamic variables.

3.1.3 Basic Relationships

In accordance with the Rayleigh—Jeans approximation of Planck’s law, the
intensity of intrinsic microwave radiation is expressed in terms of brightness
temperature Ty, which is a product of the coefficient of emission (emissivity)
k and the thermodynamic (physical) temperature T:

Ty = «T,. 31

In the simplest case of a smooth surface, the coefficient of emission is defined
through the complex Fresnel reflection coefficient:

Khy = 1- | Ihyv |21 (32)

_ cos®—+/e—sin’ 0

I , 3-3)
" cose+\/8—sin29
:ecose—\le—sinze (3.4)

7
8cos@+\/£—sin26

where x,, and 1, are emission and reflection coefficients for horizontal
(index “h”) and vertical (index “v”) polarizations, respectively; € = €—ie” is
the complex dielectric constant of the medium; and 0 is an observation angle
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(incidence). At the nadir view angle 6 =0, complex reflection coefficients

r, =—1,. The Fresnel equations have some mathematical features which are

investigated the best in several books (Stratton 1941; Born and Wolf 1999).
The surface brightness temperature is given by

Ty = KnyTo = (1- | Ihy |2)T0/ (3.5)

where T, = const (in Kelvin). Relationship (3.2) represents Kirchhoff’s law,
which states that for thermal equilibrium for a particular surface, the mono-
chromatic emissivity equals the monochromatic absorptivity (Kirchhoff
1860; Planck 1914; Robitaille 2009).

The brightness temperature of the sea surface Ty, (%, 6; t, s) is a function
of incidence angle (6), polarization (h, v), electromagnetic wavelength (}),
temperature (t), and salinity (s) of water. This relationship is determined by
the dependency of the complex permittivity of water on frequency (called
“dielectric dispersion”) and also its dependency on temperature and salinity
e=¢,(A t, s) (Section 3.1.4). Such a parameterization is commonly used for
theoretical predictions of basic spectral and polarization dependencies of the
sea surface brightness temperature (Figure 3.3).
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FIGURE 3.3

Dependencies of the sea surface brightness temperature on view angle. v—vertical polariza-
tion; h—horizontal polarization. Wavelength (frequency) of emission: (a) A = 21.4 cm (1.4 GHz);
(b) A="7.5 cm (4.0 GH2z); (c) A =4 cm (7.5 GHz). Calculation: (1) flat water surface; the Kirchhoff
model; (2) r.m.s. surface wave’s slope 10°% (3) r.m.s. wave’s slope 15° (4) experimental data.
(Adapted from Wu, S. T. and Fung, A. K. 1972. Journal of Geophysical Research. 77(30):5917-5929.
Doi: 10.1029/]JC077i030p05917; Cherny 1. V. and Raizer V. Yu. Passive Microwave Remote Sensing
of Oceans. 195 p. 1998. Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with
permission.)
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However, the fundamental Fresnel-based formulation does not provide a
complete characterization of ocean thermal microwave emission. In the real
world, we often observe short-term fluctuations, deviations, and trends in the
brightness temperature that is explained mostly by geometric and structural
perturbations (variations) of the air-sea interface. Environmental changes
occur under the influence of many factors, including the ocean—atmosphere
interactions, wind actions, and wave motions. Generally speaking, classical
Fresnel Equations 3.3 and 3.4 may describe only mean, globally (planetary)
averaged value of the brightness temperature, ignoring the influence of local
irregularities.

More adequately, an extended formulation is based on the knowledge of
the bistatic surface scattering coefficient. At the selected wavelength A and
polarization p, the coefficient of emission is defined as the following (Peake,
1959):

1
Kp(k)eo,%) = 1_5'[ [Gpp(k;em(po;esr(bs)‘i'quO\';GOI(PO;GS/(PS)]der (36)

where 6, and o, are the bistatic scattering coefficients at co- and cross-
polarizations (p =h, v) or (q=v, h); 8, ¢y;0,, 0, are the angular coordinates
for incident (emitted) and scattered radiation; and d€), =sin6.d6.d¢, is the
elementary solid angle.

In the case of a smooth surface (cross-polarization term 6,,, = 0), the scatter-

ing coefficient at horizontal or vertical polarization is

rp(00,00:0.,0.) = e [r(00) 8(0. ~0,)3(0. - ) 67)

and formula (3.6) results in Equation 3.2 (6, = 6;0, = 0;p = h, v).

Relationship (3.6) provides calculations of emissivity depending on the
configuration of the air-sea interface, including both surface (geometrical)
and volume nonuniformities. In this case, the total scattering coefficient can
be written as the sum 65 =6, +Gpq = (G;‘g + 0;21) + (G;‘éf + le,‘q’l), where 6554
and o}5,, are the terms related to surface scattering and volume scattering,
respectively. The dependence of the scattering coefficients on the dielectric
permittivity as a function of physical parameters remains.

A general approach for computing emissivity is based on the macro-
scopic theory of thermal electromagnetic fluctuations and the fluctuation
dissipation theorem for distributed systems (Levin and Rytov 1973; Landau
and Lifshitz 1984; Rytov et al. 1989). This rigorous electromagnetic theory
describes thermal radiation from nonisothermal and nonuniform media, for
example, multilayered dielectric structure with a vertical profile of the tem-
perature (Tsang et al. 1975, 1985). For ocean microwave studies, this theory
has limited application.
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3.1.4 Stokes Parameters and Elements of Polarimetry

An important issue is the evaluation of the Stokes parameters (introduced
by Sir George Stokes in 1852), which characterize the polarization state of a
partially polarized thermal microwave emission. The modified Stokes vector
in brightness temperature is

1 T E. )
- A2 | T | |T, (| En I?)
Ts = = = B 3.8)
ks N'B| Ty | [Tis—Tus| |2Re(EE)
T, Ty - To 2Im <EVE;>

where kg = 1.38 x 102 J/K is the Boltzmann’s constant; 1 is the wave imped-
ance of the medium; B is the bandwidth; and E, and E,, are the emitted elec-
tric fields for vertical and horizontal polarization, respectively.

The first and second parameters T, and T, of the Stokes vector correspond
to the brightness temperature for vertical and horizontal polarizations,
respectively. The third and fourth parameters equal to T;=T,-T 5 and
T,=T,-T, where T, T,;, T,, and T, refer to +45° linear, —45° linear, left-
handed circularly, and right-handed circularly polarized brightness temper-
atures, respectively.

Numerous studies were conducted to explore the brightness temperature
Stokes parameters, especially the third and fourth parameters of emission.
As a result, the following geophysical approximation of the Stokes param-
eters for a wind-generated sea surface was established:

T, = Ty + Ty1 cos @ + T, cos 2¢

Ty = Ty + Ty cos @ + Ty cos 20 (39)
T; = U; sing + U, sin 2¢ '

Ty = Visin@ + V, sin 2¢.

Here, U,, U,, V,, V, are coefficients and ¢ = ¢,—@, is the relative azimuth
angle corresponding to the wind ¢,, and observation ¢, angular directions,
respectively. It is assumed that coefficients of all harmonics in Equation 3.9
are functions of wind speed, incidence angle, and frequency.

The Stokes parameters are used in polarimetric airborne and spaceborne
measurements of the sea surface wind vector, beginning with some pioneering
works (Etkin et al. 1991; Dzura et al. 1992). Later, relationships (3.8) and (3.9)
were investigated experimentally in several aircraft experiments using passive
microwave polarimetric radiometers at centimeter and decimeter wavelengths.

More detailed information about the Stokes parameters, polarimetric tech-
nique, and measurements can be found in several references (Johnson et al.
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1993, 1994; Yueh 1997; Yueh et al. 1995, 1997; Ruf 1998; Skou and Laursen 1998;
Piepmeier and Gasiewski 2001; Lahtinen et al. 2003a,b; Piepmeier et al. 2008;
Le Vine and Utku 2009).

3.1.5 Antenna and Radiometer Parameters

In the real-world, the microwave radiometer measures not the actual bright-
ness temperature but the so-called antenna temperature, which is defined as

j Ta(8, 0)Go (6, )dQ2

TA: 4n

J. J. Go(6,0)0 , (3.10)

where Gy(6, ¢) is the antenna power gain function. Integral (3.10) provides
a spatial average of the actual brightness temperature by the antenna main
beam depending on the observation geometry.

The radiometric system consists of three main elements: receiver, trans-
mission line, and antenna (Figure 3.4). The overall noise temperature T, of
the system and the output measured noise power P, are

TS = nATA + (1 - T]A )TP + (L - 1)TP + LTR, PS = kBTSB, (311)

where 1, losses in antenna (N, < 1), L is the loss factor of the transmission
line, Ty is the equivalent noise temperature generated by the receiver, T, is
the antenna noise temperature, T} is the temperature of the antenna and
transmission line, and B is the filter bandwidth.

In order to obtain the value of actual brightness temperature Ty (which
can be compared with theoretical data), it is necessary to complete several
operations: (1) measure P, with the highest sensitivity; (2) estimate T, from
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FIGURE 3.4
Basic elements of passive microwave radiometric system.
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P, that requires accurate and precision calibration of the system; (3) estimate
T, from T, using Equation 3.11; and (4) compute T from Equation 3.10, which
requires a detailed knowledge of antenna characteristics and observation
parameters. The implementation of these procedures usually includes a
special investigation of technical parameters and calibration of the antenna
array system as well.

3.2 Dielectric Properties of Seawater
3.2.1 Introduction

The water molecule is a polar molecule; it has one side that is positively
charged and one side that is negatively charged. The molecule is made up of
two hydrogen atoms and one oxygen atom. Water structures can vary from
a single molecule to clusters of hundreds of molecules bonded together.
The freedom of water molecule rotation in the electric field is measured by
the relaxation time (i.e., time of readjustment of molecules to equilibrium).
Therefore, most authors describe the dielectric properties of seawater at
microwave frequencies using a molecular theory of dielectric relaxation.

A relaxation theory of the dielectric constant of polar liquids was estab-
lished in classical works (Debye 1929; Cole and Cole 1941, 1942; Von Hippel
1995). On this basis, a number of numerical models and approximations
have been developed during the past several years by many authors
(Hasted 1961; Stogryn 1971; Ray 1972; Rayzer et al. 1975; Klein and Swift
1977; Swift and MacIntosh 1983; Shutko 1985, 1986; Liebe et al. 1991; Meissner
and Wentz 2004; Somaraju and Trumpf 2006) in order to calculate the com-
plex dielectric constant (permittivity) of pure water, salt water, and aqueous
NaCl solutions.

Some collected experimental data (Ho and Hall 1973; Akhadov 1980;
Nortemann et al. 1997; Ellison et al. 1998; Guillou et al. 1998; Ellison et al. 2003;
Lang et al. 2003, 2016; Sharkov 2003; Gadani et al. 2012; Joshi and Kurtadikar
2013) demonstrate a good agreement with the theory (or with the suggested
approximations) but some of them do not. The discussion of these studies
and results is beyond the scope of this book.

Meanwhile, simple estimates by formula (3.5) show that considerable
errors (up to 10% at selected microwave frequencies) occur in computing the
sea surface brightness temperature because of the differences between the
existing numerical approximations of the water dielectric constant €,,(, t, s).
It is important to note that the dielectric characteristics of natural seawater
as a function of temperate and salinity are not fully investigated in a wide
range of microwave frequencies that is still an issue in ocean remote sensing
applications.
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3.2.2 Relaxation Models

A precise knowledge of the complex dielectric constant of seawater is neces-
sary for modeling and interpretation of ocean microwave data. In microwave
radiometry, the following dielectric models of water and salt solutions are
used:

1. The Debye equation (Debye 1929)

[ . O
—, (312)

€y =€, — €4 =€+ =
1+imt g,

where o =2nf is the radian frequency (in rad/s) and f is the fre-
quency (in GHz), g, is the static (low frequency) permittivity, €, is
the high-frequency permittivity, 7 is the relaxation time (in s), ¢ is
the ionic conductivity (in S/m), and €, =8.854... x 102 Fm™ is the
vacuum permittivity (electric constant). The last term in Equation
3.12 can be recalculated as i(c/wey) = i60cA. The simplicity of the
Debye relaxation model is deceptive because all parameters ¢, €., 7,
and ¢ are functions of the temperature (t) and the salinity (s) of water
as mentioned above.

2. The Cole—Cole equation (Cole and Cole 1941, 1942)

€ —E. . O

€y =€ —IEN =€ +—— —]——
o 1+ (iot)™™ we

, (3.13)

where o is an empirical parameter that describes the distribution of
relaxation times (usually o = 0.01-0.30). At o = 0, the Debye Equation
3.12 is recovered from Equation 3.13. The Cole—Cole model is com-
monly applied at present and gives a good approximation for the
complex dielectric constant of salt water. There are some differ-
ences in the parameterizations g, s), €.(t, ), ©(t, s), and o(t, s) sug-
gested by authors (Stogryn 1971; Klein and Swift 1977; Meissner and
Wentz 2004). They do not always describe equally and adequately
the dielectric dispersion g,(f) or €,,(A) of salt water. In particular, the
dependencies €,(t, s) at C, S, and L bands vary due to the inconsis-
tency in ionic conductivity oft, s).
3. The Havriliak-Negami equation (Havriliak and Negami 1967)

e (3.14)

ey =€y —leh =€ +—————
v [1+Got) ™ we

This is an extended dielectric model that operates with dual-
parameter (o, ) distribution of the relaxation time. The exponents
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(o, B) describe the asymmetry and broadness of the dielectric spec-
trum €,,(). The case a.=0, p =1 corresponds to the Debye equation;
the case a.# 0, f = 1 gives the Cole-Cole equation; and the case 0.=0,
B#1 corresponds to the Cole-Davidson formula (Davidson and
Cole 1951).

The Havriliak-Negami equation is used in the dielectric spectroscopy of
liquid composite materials and polymers, and biological system (Kremer and
Schonhals 2003; Raicu and Feldman 2015). In ocean microwave studies, this
flexible multiparameter relaxation model can be applied for the dielectric char-
acterization of organic and nonorganic seawater compounds and emulsions as
well as for the description of liquid turbulent intrusions of variable density.

3.2.3 Effects of Temperature and Salinity

As mentioned above, sea surface temperature (SST) and salinity (SSS) are
the two main physical parameters that should be taken into account at ocean
microwave studies. The effects of SST and SSS on the complex permittivity
of water are shown in Figure 3.5. These calculations were made using the
Debye model and Stogryn’s approximations (Stogryn 1971). Another numeri-
cal example is presented in Figure 3.6. This diagram is created using the
Cola-Cola model (3.14). To obtain detailed Cola-Cola dependencies €7 (A) ver-
sus €/,(A), the electromagnetic wavelength is changed quietly from A =0.3
to 30 cm with very small intervals AA =0.1 cm. From these data, it follows
that the effects of SST are pronounced mostly at K and X bands, whereas the
effects of SSS appear at C, S, and L bands. More detailed considerations also
reveal the dependency of the complex permittivity on the relaxation time,
especially in the case of salt water solutions.

The formation of microwave emission is defined by the dielectric proper-
ties of the skin layer of a media. The thickness of the skin layer is

-1/2

_(2n)'[¢ 25\/2 _
e_(k) {2[(1+tg 5) 1]} ) (3.15)

where tgd =¢"/¢’ is the loss tangent. The absorption coefficient is g, =1/¢.
Formula (3.15) is used for estimates of the penetration depth (or skin depth)
of microwaves into a medium with certain complex permittivity.

The calculations by Equation 3.15 show that the depth of penetration of
microwaves in the ocean water is equal to € = (0.01-0.1)A, where A is the
wavelength in free space. In the range of wavelengths A = 0.3-3.0 cm, value
£ weakly depends on the temperature and salinity of the water. But in the
range of A =6.0-30 cm, the depth of the skin layer depends essentially on
salinity and temperature and can be equal up to several centimeters. Thus,
the optimal range of wavelengths for remote measurements of sea surface
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FIGURE 3.5

Complex permittivity of water versus electromagnetic wave. (a) Real part of complex permit-
tivity. (b) Tangent of dielectric losses. Different values of temperature (t) and salinity (s) are
denoted. (Cherny I. V. and Raizer V. Yu. Passive Microwave Remote Sensing of Oceans. 195 p. 1998.
Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.)
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Cole—Cole diagrams for NaCl water solutions. Temperature: 20°C. Numbers are the values
of salinity. Solid line—model calculations. Dashed line—measurements at the wavelengths:
(A) A=1724 cm; (B) =922 cm; (C) A=10cm; (D) A=3.2cm; (E) A=1.26 cm; (F) A=0.8 cm;
(H) A=0.5cm; (K) A=0.4 cm. (Adapted from Sharkov E. A. 2003. Passive Microwave Remote
Sensing of the Earth: Physical Foundations. Springer Praxis Books; Cherny I. V. and Raizer V. Yu.
Passive Microwave Remote Sensing of Oceans. 195 p. 1998. Copyright Wiley-VCH Verlag GmbH &
Co. KGaA. Reproduced with permission.)

temperature has to be A =3.0-8.0 cm, but for the measurements of sea sur-
face salinity, it has to be A = 18-75 cm.

At the same time, initial estimates based on the Fresnel equations and the
Debye dielectric model have shown that the theoretical sensitivity (gradient)
of the brightness temperature to minor variations of SSSand SST at C, S, and L
bands is (dTj(t, s)/ds) = 0.2-0.5 K/psu and (dTx(t, s)/0t) = 0.1-0.2 K/°C, respec-
tively. The sensitivity also depends on observation parameters, including
microwave frequency, incidence angle, and polarization. Microwave remote
sensing technology dedicated to the monitoring of SSS and SST is constantly
advancing in order to obtain data with the highest accuracy (Wilson et al.
2001; Yueh et al. 2010, 2013; Yueh and Chaubell 2012).

3.3 Influence of Surface Waves and Wind
3.3.1 Introduction

The impact of the surface waves on the sea surface microwave emission has
been studied by many researchers over the past 40 years. The first experi-
ments have been made in the early 1970s (Hollinger 1970, 1971; Van Melle
et al. 1973; Swift 1974). Microwave contributions from the surface waves were
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evaluated using first a one-scale and then a two-scale electromagnetic model
(Wu and Fung 1972; Wentz 1975).

In particular, a two-scale model is designed as a superimposition of small-
and large-scale surface irregularities affecting the scattering independently.
Correspondingly, the methods of geometrical optics and the theory of small
perturbations are invoked to compute microwave effects from large-scale
and small-scale surface waves. These models operate with the Gaussian
function of the wave slope distribution (or the Gram—Charlier series) with
standard deviations dependent on the wind speed according to classical
work (Cox and Munk 1954).

The application of the Gaussian law of wave slope distribution supposes
that random surface irregularities can be presented by the statistical ensem-
ble of linear flat waves. This is true when the long surface gravity waves
on a deep water are considered in the low-frequency interval of spectral
energy, that is, closely to spectral peak. Indeed, the contribution of such
long-period gravity waves or swells into variations of microwave emis-
sion is small enough. The most abundant types of ocean surface waves are
strongly nonlinear short gravity waves of finite amplitudes as well as highly
nonlinear chaotic capillary waves of complex geometry. Their influence on
microwave emission is more important for ocean diagnostics. The ensem-
ble of nonlinear surface waves is not described only by the Gaussian law of
distributions; therefore, several efficient models of scattering from random
non-Gaussian surfaces have been considered and evaluated (Jakeman 1991;
Tatarskii and Tatarskii 1996). Theoretically, the contributions from Gaussian
and non-Gaussian wave statistics to the sea surface microwave emission can
be distinguished using passive microwave radiometers (Irisov 2000).

The solution of practical problems of electromagnetic wave propagation
across a rough statistical (random) surface is generally based on the asymp-
totic methods of diffraction theory and theory of electromagnetic wave prop-
agation (Bass and Fuks 1979; Rytov et al. 1989; Ishimaru 1991; Voronovich
1999). More sophisticated technique supposes direct numerical solutions and
simulations of Maxwell’s equations, which can be applied in principle, for
any surface geometry and/or statistical ensamples of surface waves. The cor-
responding codes and numerical examples of scattering and emission are
reported in a book by Fung and Chen (2010). We believe that direct simulations
of electromagnetic radiation fields could prove to be more valuable for remote
sensing theoretical data than asymptotic solutions and/or approximations.

3.3.2 Resonance Theory of Microwave Emission of a Rough Water Surface

This theory was suggested and developed in order to investigate resonance
effects (by analogy with Bragg resonance scattering) in thermal microwave
emission from a small-scale sea surface. This theory is also known as “The
Theory of Critical Phenomena in Microwave Emission of a Rough Surface”
(Etkin et al. 1978; Kravtsov et al. 1978).
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The very first approach was developed using the small-perturbation
method allowing the authors to calculate the intensities of two diffraction
maximums and the mirror reflective component of electromagnetic scatter-
ing from the one-dimensional and two-dimensional (cylindrical) sinusoidal
dielectric surface. As a result, a simple analytical solution for the bright-
ness temperature contrast due to small-scale periodic surface irregularities
was obtained and tested experimentally (Irisov et al. 1987; Etkin et al. 1991;
Trokhimovski et al. 2003; Sadovsky et al. 2009). Later, the model was updated
(Yueh et al. 1994b; Irisov 1997, 2000; Johnson and Zang 1999; Johnson 2005,
2006; Demir and Johnson 2007) in order to obtain more precise solutions and
explain better the impact of sea surface waves on the microwave emission.

According to the analytic theory within the limits of second-order per-
turbation theory, the brightness temperature contrast ATy of a sinusoidal
periodic surface (with respect to a smooth water surface) is defined as the
following (Irisov 1987):

AT =T, (koa)ZG(IIj, €w,0,0, ij' (3.16)

0

where k, = (2n/A), K= 2n/A); A and a are the wavelength and the amplitude
of sinusoidal surface irregularities, respectively; G(...) is the resonance func-
tion dependent on the dielectric constant of the water g,,(A), the angle of view
from the nadir 6, the azimuth angle ¢, and Ty which denotes polarization
(t, = 0 for vertical polarization and 1, =nt/2 for horizontal polarization); and
T, is the thermodynamic temperature of the water surface.

Because it is difficult to find in the literature a full set of analytical math-
ematical expressions for computing the resonance function G(...), we write
these formulas (Irisov 1987; Raizer and Cherny 1994):

G=—1Re {2(E<°>E<2>* +HOH®" )+ CL(
4 Co

E(j)‘z + ‘H(B‘Z) + Z—’(‘E(})‘z + H‘.”z)}. (3.17)
0

For zero-order scattered waves (specular reflected component)
E® = U E® + WHY

HO = VOH(i) _ WOE(i)

V, = godo — (esy)’
®o

U, = godo —(950)2
(QN)
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Wy =2esycy/ 0
g =Cx —f-C
g =cx—e-f-Cx
dy =c+f-cx
d=c+e-f-&

Oy = dkak +(esi )2

+
k=<0
For second-or