
Handbook of
Metallurgical Process Design

Copyright © 2004 by Marcel Dekker, Inc.



MATERIALS ENGINEERING

1. Modern Ceramic Engineering: Properties, Processing, and Use in Design. Second Edition, Revised and Ex-
panded, David W.Richerson

2. Introduction to Engineering Materials: Behavior, Properties, and Selection, G.T.Murray
3. Rapidly Solidified Alloys: Processes • Structures • Applications, edited by Howard H.Liebermann
4. Fiber and Whisker Reinforced Ceramics for Structural Applications, David Belitskus
5. Thermal Analysis of Ceramics, Robert F.Speyer
6. Friction and Wear of Ceramics, edited by Said Jahanmir
7. Mechanical Properties of Metallic Composites, edited by Shojiro Ochiai
8. Chemical Processing of Ceramics, edited by Burtrand I.Lee and Edward J.A.Pope
9. Handbook of Advanced Materials Testing, edited by Nicholas P.Cheremisinoff and Paul N.Cheremisinoff

10. Ceramic Processing and Sintering, M.N.Rahaman
11. Composites Engineering Handbook, edited by P.K.Mallick
12. Porosity of Ceramics, Roy W.Rice
13. Intermetallic and Ceramic Coatings, edited by Narendra B.Dahotre and T.S.Sudarshan
14. Adhesion Promotion Techniques: Technological Applications, edited by K.L.Mittal and A.Pizzi
15. Impurities in Engineering Materials: Impact, Reliability, and Control, edited by Clyde L.Briant
16. Ferroelectric Devices, Kenji Uchino
17. Mechanical Properties of Ceramics and Composites: Grain and Particle Effects, Roy W.Rice
18. Solid Lubrication Fundamentals and Applications, Kazuhisa Miyoshi
19. Modeling for Casting and Solidification Processing, edited by Kuang-O (Oscar) Yu
20. Ceramic Fabrication Technology, Roy W.Rice
21. Coatings of Polymers and Plastics, edited by Rose A.Ryntz and Philip V.Yaneff
22. Micromechatronics, Kenji Uchino and Jayne R.Giniewicz
23. Ceramic Processing and Sintering: Second Edition, M.N.Rahaman
24. Handbook of Metallurgical Process Design, edited by George E.Totten, Kiyoshi Funatani, and Lin Xie

Additional Volumes in Preparation

Copyright © 2004 by Marcel Dekker, Inc.



edited by

George E.Totten
G.E.Totten & Associates, LLC
Seattle, Washington, U.S.A.

Kiyoshi Funatani
IMST Institute
Nagoya, Japan

Lin Xie
SolidWorks Corporation

Concord, Massachusetts, U.S.A.

Handbook of
Metallurgical Process Design

MARCEL DEKKER, INC. NEW YORK • BASEL

Copyright © 2004 by Marcel Dekker, Inc.



Transferred to Digital Printing 2005

Although great care has been taken to provide accurate and current information, neither the author(s) nor the publisher, nor
anyone else associated with this publication, shall be liable for any loss, damage, or liability directly or indirectly caused or
alleged to be caused by this book. The material contained herein is not intended to provide specific advice or
recommendations for any specific situation.

Trademark notice: Product or corporate names may be trademarks or registered trademarks and are used only for
identification and explanation without intent to infringe.

Library of Congress Cataloging-in-Publication Data
A catalog record for this book is available from the Library of Congress.

ISBN: 0-8247-4106-4

Headquarters
Marcel Dekker, Inc., 270 Madison Avenue, New York, NY 10016, U.S.A.
tel: 212–696–9000; fax: 212–685–4540

Distribution and Customer Service
Marcel Dekker, Inc., Cimarron Road, Monticello, New York 12701, U.S.A.
tel: 800–228–1160; fax: 845–796–1772

Eastern Hemisphere Distribution
Marcel Dekker AG, Hutgasse 4, Postfach 812, CH-4001 Basel, Switzerland
tel: 41–61–260–6300; fax: 41–61–260–6333

World Wide Web
http://www.dekker.com

The publisher offers discounts on this book when ordered in bulk quantities. For more information, write to Special Sales/
Professional Marketing at the headquarters address above.

Copyright © 2004 by Marcel Dekker, Inc. All Rights Reserved.

Neither this book nor any part may be reproduced or transmitted in any form or by any means, electronic or mechanical,
including photocopying, microfilming, and recording, or by any information storage and retrieval system, without
permission in writing from the publisher.

Copyright © 2004 by Marcel Dekker, Inc.

http://www.dekker.com


Preface

In addition to material selection and component design, there are other equally important considerations that must
be addressed in the overall process of design selection. One of these is process design, which not only affects cost and
ease of production, but may also impact the final microstructure and mechanical properties of the component being
produced. While there are various texts which address a particular process design such as forging, casting, and
rolling, there is a need for a single text that will provide an overview of these processes as they relate to metallurgical
component design. The objective of this text is to provide a thorough overview of the more important processes from
the standpoint of the effect of design.

There are an extensive array of process designs discussed in this book. In Part One, Chapters 1 and 2 provide an
overview of hot and cold forming process design, which includes forging process design. Chapter 3 details the effect
of steel rolling process on microstructure and properties. Chapter 4 provides the most thorough and current over-
view on aluminum rolling process design available anywhere. Chapter 5 discusses semisolid metal-forming design.
Chapter 6 provides a rigorous overview of the principles of aluminum extrusion process design and Chapter 7 is a
comprehensive review of superplastic forming design.

Part Two focuses on casting process design for steel and aluminum, including continuous process designs in
addition to a summary of various foundry casting process designs. Extensive guidelines for die casting process design
are also included.

Various heat treatment practices are conducted to achieve the desired microstructural and mechanical properties
of a particular material. Proper design is vital to the end-use properties of the component being produced. Part Three
deals with various heat-treatment topics including: an overview of the effect of heat-treatment process design on
hardening, tempering, annealing and other properties, carburizing and carbonitriding, nitriding, induction heating,
and laser hardening. Chapter 17 discusses the use of quench factor analysis for selection of appropriate quench
media for aluminum processing. Chapter 18 covers the use of intensive quenching methodology to provide superior
compressive stresses and fatigue properties and/or the replacement of more expensive steel alloys with less expensive
plain-carbon steels.

Part Four deals with a topic of ever-increasing importance—surface engineering. This section includes topics on
ion implantation, physical vapor deposition (PVD), chemical vapor deposition (CVD), and thermal spray process
design. Coating process design for surface endurance is also discussed.

In Part Five, Chapter 22 provides information on designing for machining processes, which is a key topic in
metallurgical process design.

This book is an invaluable reference for persons involved in any aspect of product design including metallurgists,
material scientists, product and process engineers, and component designers. It is also appropriate for use in an
advanced undergraduate or graduate class on material design.

iii
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Preface

We are indebted to the persistence and thorough work of the contributors to this book. We are also especially
grateful for the patience and invaluable assistance provided by the staff at Marcel Dekker, Inc. throughout the
preparation of this text.

George E.Totten
Kiyoshi Funatani

Lin Xie
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1

Chester J.Van Tyne
Colorado School of Mines, Golden, Colorado, U.S.A.

I. BULK DEFORMATION

Bulk deformation is a metal-forming process where the
deformation is three-dimensional in nature. The pri-
mary use of the term bulk deformation is to distinguish
it from sheet-forming processes. In sheet-forming op-
erations, the deformation stresses are usually in the
plane of the sheet metal, whereas in bulk deformation,
the deformation stresses possess components in all three
coordinate directions. Bulk deformation includes metal
working processes such as forging, extrusion, rolling,
and drawing.

II. CLASSIFICATION OF DEFORMATION
PROCESSES

The classification of deformation processes can be done
in one of several ways. The more common classification
schemes are based on temperature, flow behavior, and
stress state. The temperature of the deformation process
is under direct control of the operator and has a pro-
found effect on the viability of the process and the
resulting shape and microstructure of the finished prod-
uct. The flow behavior and the stress state differ from
temperature in that they are a result of the actual defor-
mation process that one chooses.

A. Temperature Classification

The temperature classification scheme is normally di-
vided into two primary regions—cold working and hot

working. Cold working occurs at relatively low tempera-
tures relative to the melting point of the metal. Hot
working occurs at temperatures above the
recrystallization temperature of the metal. There is a
third temperature range, warm working, which is being
critically examined due to energy savings and is, in some
cases, used by industries.

1. Cold Working Temperatures

Cold working usually refers to metal deformation that
is carried out at room temperature. The phenomenon
associated with cold work occurs when the metal is
deformed at temperatures that are about 30% or less
of its melting temperature on an absolute temperature
scale. During cold work, the metal experiences an in-
creased number of dislocations and entanglement of
these dislocations, causing strain hardening. With strain
hardening, the strength of the metal increases with
deformation. To recrystallize the metal, a thermal treat-
ment, called an anneal, is often needed. During
annealing, the strength of the metal can be drastically
reduced with a significant increase in ductility. The
ductility increase often allows further deformation to
occur before fracture. The final surface finish and di-
mensional tolerances can be well controlled in a cold
work process.

2. Hot Working Temperatures

Hot working occurs at temperatures of 60% or above
of the melting temperature of the metal on an absolute
scale. At elevated temperatures, the metal has decreased
strength, hence the forces needed for deformation are
reduced. Recrystallization occurs readily, causing new
grains to continually form during deformation. The con-
tinual formation of new grains causes the ductility of

1
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Van Tyne2

the metal to remain high, allowing large amounts of de-
formation to be imparted without fracture. Control of
final dimensions is more difficult in a hot-worked metal
due to scale formation and volumetrical changes in the
part during subsequent cooling.

3. Warm Working Temperatures

Warm working occurs between hot working and cold
working. It occurs in the approximate temperature
range of 30–60% of the melting temperature of the
metal on an absolute scale. The forces required to de-
form metal in the warm working regime are higher than
during hot working. The final finish and dimensional
tolerances are better than hot working but not nearly
as good as a cold working process. Although warm
work seems to have drawbacks, the primary driver for
warm working is economic. There is significant cost in
heating a metal up to hot working temperatures. If the
working temperature is lowered, there can be major cost
savings in the process.

B. Flow Behavior Classification

The flow behavior of a metal or alloy during bulk defor-
mation processes falls into one of two categories—con-
tinuous flow or quasi-static. The easiest way to distin-
guish between these two types of flow is to imagine a
movie being made of the deformation region during
processing. If the shape of the deformation region
changes during each frame of the movie, the process is a
continuous-flow process. If in each frame of the movie
the shape of the deformation region remains the same,
even though a different material is in the region, it is a
quasi-static-flow process. The bulk deformation process
of forging is an example of a continuous-flow process.
As the metal is being shaped in the forging die cavity, the
deforming region, which is often the entire amount of
metal, is continuously undergoing change. Processes such
as rolling, wire drawing, and extrusion are examples of
quasi-static flow. For example, in rolling, the deforma-
tion region is the metal being squeezed between two rolls.
The shape of the deformation region does not vary, aside
from initial startup and final finish, although different
material flows into and out of the region.

The classification based on flow is useful in determin-
ing what type of modeling scheme can be used to simu-
late the bulk deformation process. For a quasi-static-flow
process, the deformation region can often be handled as
a single region and a steady-state type of analysis can be

applied. For a continuous-flow process, a more complex
analysis needs to be used to simulate the process accu-
rately. The complex analysis needs to account for the
continually changing shape of the deformation region.

C. Stress State Classification

In all bulk deformation processes, the primary deforma-
tion stress is compressive in nature. This is in contrast to
sheet metal forming where tensile stresses are often used.
Stress state classification consists of two categories for
bulk deformation—direct compression and indirect com-
pression. In direct compression, the tools or dies directly
squeeze the workpiece. Forging, extrusion, and rolling
are examples of direct compression processes. In indirect
compression, the deformation region of the workpiece is
in a compressive stress state but the application of these
compressive stresses occurs by indirect means. Wire
drawing is an example of an indirect compression proc-
ess, where the wire is pulled through a die. The workpiece
contacts the converging surfaces of the dies, creating high
forces normal to the die surface. The dies react to these
forces by pushing back on the workpiece, causing a
compressive stress state to exist in the deforming region
of the metal. Thus although the equipment action is of a
tensile (pulling) nature, the plastic deforming region is
being squeezed.

It should be noted that although the stress state for
bulk deformation is compressive, there are situations
where tensile stress components may be present within
the workpiece and fracture may occur. The metal-form-
ing engineer needs to be aware of these types of situations
and to properly design the process to avoid the
potential fracturing that can occur on the workpiece due
to the tensile stress components. For example, in the forg-
ing of a right circular cylinder between two flat dies in
the axial direction, if friction on the top and bottom sur-
faces is high, the sides of the cylinder will bulge and some
tensile hoop stress may occur on the outside surface of
the workpiece. A more insidious example is an extrusion
process where a small reduction is performed through a
die with a high die angle. For this situation, the deforma-
tion region may be limited to the surface region of the
workpiece, causing some internal tensile stress compo-
nents along the centerline of the workpiece. If the
internal tensile stress components become excessively
high, they can cause an internal fracture in the workpiece.
This fracture is referred to as central burst. The worst
aspect of central burst is that it cannot be detected via
visual methods.

Copyright © 2004 by Marcel Dekker, Inc.
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III. TYPES OF BULK DEFORMATION
PROCESSES

A. Forging

Forging is a metalworking process where a workpiece is
shaped by compressive forces using various dies and
tools. The forging process produces discrete parts. Some
finishing operations are usually required. Similarly
shaped parts can often be produced by casting or pow-
der metallurgy operations, but the mechanical proper-
ties of a forged component are usually superior compared
to other processing methods. Forging can be done hot or
cold. Warm forging is a process that is growing in popu-

larity due primarily to thermal energy costs. Typical
forged parts are shown in Fig. 1.

Open die forging consists of dies with very simple
geometry. The dies are usually flat, U-shaped, or V-
shaped, as seen in Fig. 2. The shaping of the metal occurs
through manipulation of the workpiece and skill of the
operator. It is a process that is useful in producing a small
number of pieces. It is difficult to hold to close tolerance
in this type of forging. Open die forging between two flat
dies is often called upsetting. Cogging or drawing out is
an open die forging process where the thickness of the
workpiece is reduced by successive small strikes along
the length of the metal. Open die forging is closely related
to blacksmithing.

Closed die or impression die forging consists of a die
set with a machined impression, as shown in Fig. 3. There
is good use of metal in this operation as compared to
open die forging. Excess metal beyond the size needed
for forging is used and flows into the gutter portion of
the die set to produce flash. The excess metal helps to
insure that the cavities are completely filled at the end of
the press stroke. Good tolerances and accuracy of the
final forging are attainable. The die costs for closed die
forging are fairly high due to their property requirements
and machining costs.

Closed die forging often occurs in a sequence of steps.
Each step of the operation usually has its own impression
in the die block. The first step distributes metals into
regions where extra volume is required in the final
component. This step often involves edging, where extra
metal is gathered, or fullering, where metal is moved
away from the local region. In hot forging, the first step
is referred to as busting because the scale on the surface
of the workpiece is busted off. The second step is
blocking, where the part is formed into a rough shape.
The third step is finishing, where the final shape of the
component is imparted to the workpiece. The fourth step
is trimming, where the excess metal in the flash region is
trimmed from the component. Figure 3 illustrates these
various steps.

Figure 1 Examples of forged parts: (a) automotive
crankshaft; (b) truck axle; (c) truck bracket; (d) universal
joint; (e) automotive gears; (f) truck assembly part; (g)
coupling fittings; and (h) hammer head. (From Ref. 1.)

Figure 2 Open die forging tools: (a) flat dies; (b) U-shaped
dies; and (c) V-shaped dies. (From Ref. 2.)

Copyright © 2004 by Marcel Dekker, Inc.
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The machines used for forging are hammers and
presses. Hammers are energy-limited equipment and can
be a simple gravity drop machine where a free-falling
ram strikes the workpiece. Augmentation of the energy
supplied to the hammer can be done in the form of pres-
sured air, steam or hydraulic fluid. In a hot closed die
operation, multiple blows are usually needed during each
step, especially the blocking and finishing steps, when
using a hammer to forge metal. Table 1 provides some
numerical details about hammers for a typical gear blank
forging.

For forging, there are three types of presses used—me-
chanical press, hydraulic press, and screw press. Mechani-

cal presses are stroke-limited equipment with a large fly-
wheel powered by an electrical motor. The up-and-down
motion of the ram is handled via a connecting rod attached
to a crank shaft. The travel distance during each press
stroke is controlled by machine design and operation.
Hydraulic presses are load-limited equipment where the
press will stop once its load capacity is reached. The power
comes from pressurized hydraulic fluid. Screw presses,
similar to hammers, are energy-limited equipment. A large
flywheel transmits power through a vertical screw, which
causes the ram to move. The ram movement stops when
all the energy from the flywheel has dissipated. Table 2
provides some numerical details about hydraulic presses
to produce the same gear blank as in Table 1.

In order to be successful in forging a metal, the
formability of the metal needs to be understood, espe-
cially with regard to temperature and speed. The impres-
sion die shape needs to be carefully designed and ma-
chined to allow a good flow of metal without seams or
laps developing. The die material needs to be carefully
chosen to match the metal being shaped and the tem-
perature of the operation.

B. Extrusion

Extrusion is a bulk deformation process where a billet,
generally cylindrical, is placed in a chamber and forced
through a die. The die opening can be round to produce
a cylindrical product, or the opening can have a variety
of shapes. Typical extrusion products are shown in Fig. 4.
Because of the large reductions imparted during the
extrusion process, most extrusion processes are per-
formed hot in order to reduce the flow strength of the
metal. Cold extrusion can occur but it is usually one step
in a multistep cold forging operation.

Forward or direct extrusion is where the billet is
pushed from the backside and the front side flows

Figure 3 Impression forging dies with forging sequence.
(From Ref. 3.)

Table 1 Characteristics of Hammers for Forging a 4.45-lb Steel Gear Blank

Temperature buildup in dies is lower than press systems.
A 4000-lb hammer had 40% of initial energy available.
Good uniformity of temperature in part.
Source: Ref. 4.
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through the die. Indirect or inverse or backward
extrusion is where the die, which imparts shape, moves
into the billet. The equipment used to perform an indirect
extrusion is more complex than for a forward extrusion.
To overcome the significant friction resistance between
the billet and the chamber in a forward extrusion,
hydrostatic extrusion has been developed. In hydrostatic
extrusion, the billet is smaller than the chamber and is
surrounded by hydraulic fluid. The hydraulic fluid is
pressurized, which squeezes the billet through the die
opening. Caution with both the sealing of the fluid and
at the end of the process, where the final part of the billet
could become a high-velocity projectile, needs to be
exerted. Impact extrusion is similar to indirect extrusion
and is often performed cold. The tooling, usually a solid
punch, moves rapidly into the workpiece, causing it to
flow backward and around the face of the punch. This
produces a tubular-shaped type of product. These types
of extrusions are schematically shown in Fig. 5.

The equipment for extrusion is normally a horizontal
hydraulic press. A large shape change is imparted to the
billet during a single stroke of the press. The shape change
causes significant distortion in the metal during the
deformation.

For success in extrusion, the temperature and speed
of the process need to be determined based on the

formability of the metal being deformed. Excessive
temperature, speed, or friction can cause surface cracks to
propagate along grain boundaries, which are referred to as
fir tree cracking, due to hot shortness of the metal. Improper
geometrical configuration of the tooling can cause central
bursts if the angle of the die opening is too large, or the
reduction is too small. Piping or cavitation at the end of the
extrusion can be minimized by reducing the severity of the
distortion in the product, or by reducing friction.

C. Rolling

Rolling is a direct compression deformation process,
which reduces the thickness or changes the cross section
of a long workpiece. The process occurs through a set of
rolls, which supply the compressive forces needed to
plastically deform the metal. Flat rolled products are clas-
sified as plate, sheet, or foil, depending on the thickness
of the product. A plate has thickness greater than 6 mm,
whereas a foil has thickness less than 0.1 mm. A sheet
has thickness between that of the plate and the foil. Roll-
ing can be done hot or cold. In many products, initial
reductions are performed hot, where the metal can expe-
rience large shape changes without fracturing, and the
final reductions are performed cold, so that better sur-
face finish and tolerances can be achieved.

Flat rolling reduces the thickness of the metal,
producing a product with flat upper and lower surfaces.
Shape rolling can also reduce the thickness of the metal
but, more importantly, it imparts a more complex cross-
section shape. Shape rolling can be used to produce bars,
rods, I-beams, channels, rails, etc. Ring rolling can be
used to produce a seamless product by reducing the wall
thickness of a ring through the action of two rolls.
Seamless pipes can be produced and sized by specialized
rolling operations such as rotary tube piercing, tube

Table 2 Characteristics of Hydraulic Presses for Forging a 4.45-lb Steel Gear Blank

Two-hundred-fifty-ton press stalled and left underfilled on outer diameter.
Fast 2000-ton press is similar to mechanical or screw press.
Smaller presses resulted in increased die temperature.
Source: Ref. 4.

Figure 4 Examples of extruded parts. (From Ref. 5.)
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rolling, and pilgering. A variety of rolling processes for
steel are schematically shown in Fig. 6.

Although large, the rolling mill equipment is relatively
simple. A two-high mill consists of two rolls, and a three-
high mill consists of three rolls, which also allows
reduction to occur on reverse directional flow of the
metal. A four-high mill consists of two work rolls in
contact with the metal and two back up rolls. A six-high
mill is like a four-high mill, but has two additional rolls
between the work roll and backup roll called intermediate
rolls, which allow in essence some control over the crown
and camber of the work rolls. Cluster mills exist usually
for the production of thin foil products. A cluster mill
will have a pair of small-diameter work rolls and a series
of intermediate and backup rolls to support the work
rolls. A tandem rolling mill will have a series of rolling
stands where each stand imparts a specific amount of
reduction. The operation of a tandem mill is challenging
due to coupling effects between the stands.

Defects can be present in sheet and plate products if
the rolling operation is not performed correctly. Wavy
edges, waves along the centerline, zipper cracks along the
centerline, or edge cracks can occur if the reduction is not

uniform across the width of the metal. Crowned rolls, six-
high mills, and sleeved rolls can be used to correct these
types of defects by properly controlling the amount of roll
bending that occurs. Small amount of waviness in a sheet
product can be eliminated by a postdeformation leveling
operation, where the sheet passes over a series of rollers
while under tension. Alligatoring or fish tails can occur at
the front end or back end of the workpiece. Proper
alignment of the feed stock into roll gap, proper balancing
of the friction between the top and bottom rolls, and
proper choice of roll size for reduction can be used to
minimize or to eliminate these two types of defects.

D. Drawing

Drawing of a round rod or wire is an indirect compression
process where the cross-sectional area of the metal is
reduced by pulling it though a converging die. A schematic
illustration of wire drawing is seen in Fig. 7. The process is
normally done at ambient temperatures. The major factors
that need to be controlled include: reduction, die angle,
friction at the die-workpiece interface, and drawing speed.
Tubes can also be drawn in a similar process. To control

Figure 5 Schematics of extrusion processes: (a) direct or forward extrusion; (b) indirect or reverse extrusion; (c)
impact extrusion; and (d) hydrostatic extrusion. (From Ref. 6.)
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the interior diameter of a tube, a mandrel, which can be
fixed, moving, or floating, is used. Because the metal is
pulled through the die, the final product, which has the
reduced cross section, is subjected to tensile stresses. If
these tensile stresses become excessive, then the wire would
fracture in a mode similar to a tensile test. The limit on the

value of the tensile stress that can be supported limits the
amount of reduction that can be achieved in one pass.
Multiple reduction passes with multiple dies are needed to
achieve large reductions in cross-sectional areas. The
approach is analogous to a tandem rolling mill with
multiple stands. The theoretical maximum reduction for a
frictionless, perfectly plastic material is 63%. In
production processing, the reduction that is used is often
limited to 35% or 40%. The ironing process, which is
used to reduce the wall thickness of a sheet metal, is also a
drawing-type operation.

The configuration of the opening in the final die will
control the configuration of the product produced.
Although a cylindrical shape is the most common, other
shapes can be imparted to the wire in the process.

The metal is cold-worked during the wire drawing
process and intermediate anneals may be needed to
increase its ductility to sufficient levels in order to reach
the final reduction desired. Internal fractures, called
central busts, can occur if the die angle is too large, or

Figure 6 Schematics of various rolling processes for steel. (From Ref. 7.)

Figure 7 Schematic of a wire drawing process.
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the reduction is too small. For rods, tubular products, or
high-strength wires, postdeformation straightening may
be required.

IV. PROCESSING ASPECTS

A. Temperature

In bulk working operations, thermal energy is often sup-
plied to the workpiece to increase its temperature. There
are a number of methods used to heat up metal workpieces.
Heating in a gas-fired furnace, induction heating, and elec-
trical resistance heating are the most common methods that
are used in industries. The operation and control of the heat-
ing process are critical features in controlling the deforma-
tion process. The workpiece needs to be at the proper work-
ing temperature in order to achieve the desired shape change
and to have the proper microstructure for deformation.

The deformation in the workpiece is produced by me-
chanical work. Most of the mechanical work imparted into
the workpiece during deformation is converted into heat.
The heat causes the workpiece to increase in temperature.
The maximum possible increase in temperature is often re-
ferred to as adiabatic heating and is calculated by assuming
that the entire amount of mechanical work is converted in
the temperature rise. The adiabatic temperature rise for a
bulk deformation process can be calculated by:

(1)

where W is the mechanical work per unit volume for the
deformation process, � is the density of the workpiece,
and CP is the heat capacity for the workpiece.

B. Strain

During bulk plastic deformation, a shape change is im-
posed on the workpiece. Strain is the normal measure to
quantify the amount of deformation. In operations such
as rolling, extrusion, and wire drawing, the cross-
sectional area A of the workpiece normally decreases as
the length L increases. In forging, the opposite usually
occurs where the cross-sectional area increases and the
height h of the workpiece decreases.

In most forming operations, the volume of the
workpiece remains constant. The constancy of volume is
expressed as:

(2)

Plastic deformation is often measured by the engineering
strain:

(3)

or by the true strain:

(4)

Often the measure of deformation for bulk deformation
processes is expressed by the reduction in area:

(5)

For forging, the equations will be similar:

(6)

(7)

(8)

It should be noted that these equations are simplified
measures for strain during the process. In bulk deforma-
tion, the strain in the workpiece will usually vary from
point to point, and for a continuous-flow process, the
strain will also vary at each time instant in the process.
In its true form, strain is a second-order tensor, which,
during deformation, has six unique components—three
normal components and three shear components. In de-
formation operations, strain is often expressed by its
three principal components ε1, ε2, and ε3. For deforma-
tion processes, which have undergone proportional load-
ing, the effective strain at a point in the workpiece is
often given by the Mises equivalent strain:

(9)

C. Strain Rate

During deformation processes, the speed of the opera-
tion is usually measured by strain rate. Strain rate ε is the
time rate of the change of strain:

(10)

where v is the velocity.
Strain rate is an important variable because the

strength and microstructural response of many metals
is dependent on the strain rate. Like strain, strain rate
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in its true form is also a second-order tensor. The effec-
tive strain rate at a point in the workpiece can be ex-
pressed as:

(11)

where , and , are the principal strain rate compo-
nents of the strain rate tensor.

D. Stress

In bulk deformation operations, stress has two mean-
ings. The first meaning of stress is related to the equip-
ment used to deform the workpiece. It is a measure of
the load requirements necessary to get the workpiece to
plastically deform. This is an important aspect that needs
to be considered because the sizing of the equipment for
bulk deformation is fundamentally dependent on the load
requirements for plastic flow.

The second meaning of stress is related to the
workpiece. During deformation, each point in the
workpiece has a stress state, which is a measure of the
materials’ internal resistance to the externally supplied
forces. These two meanings are interrelated.

In bulk metalworking operations, the external loads sup-
plied are often compressive in nature. Wire drawing is an
exception, where the supplied load is a tensile force. For
compressive deformation processes, the pressure required
for deformation usually describes the external stress. The
pressure can vary from point to point along the tool-
workpiece interface, often due to the friction resistance
present. An average pressure for deformation to occur is:

(12)

where F is the force or load supplied by the equipment,
and A is the area over which the load is being supplied.
For wire drawing, a similar equation can be used, but it
determines the average drawing stress on the wire being
pulled through the die:

(12)

The internal resistance within the workpiece to these ex-
ternal loads varies from point to point. The measure of
this resistance is the internal stress that exists in the
workpiece. If the specific point in the workpiece under-
goes plastic deformation, then the internal stress is equal
to the flow strength of the material at that point.

Internal stress, such as strain and strain rate, is a
second-order tensor. This second-order tensor has six
components—three normal components and three shear
component. The stress tensor is often expressed in terms
of the three principal components �1, �2, and �3.

The effective stress at a point within the workpiece is
given by:

(14)

If the effective stress at a point within the workpiece has
reached the value of the flow strength of the material at
that point, then plastic flow will occur.

If the effective stress and effective strain are known for
the deformation process, then the work per unit volume
of material for deformation W can be determined by

(15)

Another important stress measure is the mean stress com-
ponent or hydrostatic stress component:

(16)

For deformation processes, the stress components must
be of a sufficient deviation from the hydrostatic stress to
cause plastic flow to occur. A pure hydrostatic stress can-
not cause plastic flow to occur within a normal material.

E. Friction

During bulk deformation processes, frictional resistance
to sliding occurs at the interface between the workpiece
and the tooling. The frictional resistance is due to the
surface asperities that are present at the microscale on
both the tools and the workpiece. These asperities im-
pede the sliding motion that can occur during contact
under pressure. Figure 8 schematically shows how the
asperities interact to impede motion.

Figure 8 Schematic of frictional resistance and wear on
sliding metal surfaces: (a) interactions of asperities; and
(b) localized plastic deformation. (From Ref. 8.)
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Friction causes the required deformation loads to in-
crease. Friction causes the flow of the material to be less
homogeneous. High levels of friction can result in sur-
face damage to the workpiece, or seizing of the workpiece
to the tooling.

Frictional resistance is usually described by a shear
stress component τF. There are two basic models that are
used describe the frictional stress component that occurs
during metalworking operations. Both of these models
are highly simplified and only capture the major aspect
of the very complex interaction that occurs at the tool-
workpiece interface.

The first model is referred to as Coulomb’s law. The
frictional stress component is directly proportional to the
pressure that exists between the tool and the workpiece
at the point of interest, or:

(17)

where µ is the coefficient of friction. The value of µ can vary
from 0 to  (i.e., 0.577). At low-pressure levels, this equa-
tion is a good description of the frictional stress component.

The second model is a better description at higher
pressures at the interface. It is referred to as the constant
friction factor equation. It assumes that the frictional
stress component is some fraction of the flow strength σo

of the workpiece:

(18)

where m is the constant friction factor. The value of m
can vary from 0.0 for an ideal frictionless interface to 1.0
for an interface where full sticking between the workpiece
and tool occurs.

Friction is controlled through lubrication. The role of
the lubricant in metalworking is important in reducing
frictional resistance. Lubrication can also play a vital role
in cooling the tooling, preventing heat flow from a hot
workpiece into the tooling and protecting the new sur-
faces created during the deformation from oxidation or
chemical reactions.

F. Yield Criteria

The ease with which a metal flows plastically is an im-
portant factor in deformation processes. The dominant
factors that influence the flow (or yield) strength of a
metal are the temperature and the amount of prior cold
work. Yield criterion is the relationship between the stress
state and the strength of the metal. When the criterion is
met, then plastic deformation occurs. In uniaxial tensile
tests, the yield criteria predict that flow will occur when

the uniaxial tensile stress reaches the metals’ yield
strength. For bulk deformation processes, the stress state
is not a simple uniaxial state, hence the criteria for yield-
ing are more complex relationships.

The Tresca yield criterion or maximum shear stress
criterion indicates that plastic flow will occur when:

(19)

where σ1 is the largest principal component of the stress
state, σ3 is the smallest principal component of the stress
state, and σo is the flow strength of the metal. If Eq. (19)
is satisfied, then plastic deformation will occur.

A more generally applicable criterion is the Mises cri-
terion or maximum distortion energy criterion, which is:

(20)

Other criteria for the relationship between the applied
stress state and the flow strength of the metal, which can
cause plastic deformation, do exist, but the two equa-
tions given here are the ones most often used to describe
bulk deformation processes.

In three-dimensional principal stress space, both yield
criteria will plot as surfaces. Thus the yield criteria are
often called the yield surface for the metal. The surface
for the Tresca yield criterion is a hexagonal-shaped prism,
whereas the surface for the Mises yield criterion is cylin-
drical. If σ3=0, then the yield surface reduces to yield loci
curves in the two-dimensional σ1-σ2 space. Figure 9
shows the relationship between the Tresca and Mises
yield criteria in this reduced two-dimensional space.

G. Hardening

During cold work, the metal increases in strength with
increased deformation. This phenomenon is referred to

Figure 9 Comparison of Tresca and Mises yield criteria
in reduced principal component stress space.
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as hardening. Plastic hardening in metals is often reason-
ably well characterized by a power law equation, where
the strength is dependent on the amount of plastic strain
imposed:

(21)

where K is a strength coefficient for the hardening behavior
and n is the strain hardening exponent. These two mate-
rial parameters are usually obtained via a tensile or a com-
pression test. Equation (21) indicates that the metal
strengthens as the strain increases, which is isotropic hard-
ening. In isotropic hardening, the yield surface is continu-
ally expanding with strain. If the strain path imposed on
the metal during deformation is changed (e.g., if it is re-
versed), the yield strength on reversal may be different than
expected for the strain imposed before the change. This
difference is a manifestation of kinematical hardening,
where the center point of the yield surface moves with
strain. Figure 10 shows the difference between the yield
surface changes that occur for isotropic hardening as com-
pared to kinematical hardening.

V. DESIGN ISSUES TO PREVENT FAILURES

A. Geometrical and Mechanics Issues

The shape of the tooling and the initial shape of the
workpiece are important geometrical factors for bulk de-
formation processes. Incorrect choices of these geometri-
cal factors can lead to problems during deformation, or

lead to process-induced defects in the final product being
produced.

In extrusion, rolling and drawing the size and shape of
the deformation zone have a strong influence on a variety
of forming parameters, such as friction work, redundant
work, and deformation loads, as well as properties in the
formed part, such as internal porosity, internal cracking,
distortion, homogeneity of strength, and residual stresses.
A common single parameter measure of the deformation
zone geometry is the ∆ parameter. The ∆ parameter is de-
fined as the ratio of the average thickness or diameter h of
the deformation region to the contact length L between
the tooling and the workpiece, or:

(22)

It has been found that deformation under conditions of
high ∆ parameters can lead to microporosity along the
center line of the workpiece, or, in extreme cases, can
lead to internal cracks. Caution needs to be used when
∆>2 because it is this condition that can lead to prob-
lems. Figure 11 shows data from an extrusion process
that exhibit both sound flow behavior and central burst.

Flow localization can occur in the workpiece during
deformation. The common cause of flow localization is a
dead metal zone between the workpiece and the tooling.
Poor lubrication in forging can cause sticking friction

Figure 10 Comparison of isotropic hardening to
kinematical hardening for a Mises material in reduced
principal component stress space.

Figure 11 Criteria of the prevention of central burst in
extrusions. (From Ref. 9.)
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between the die and the workpiece, and in the sticking
region, a dead metal zone can occur. Forging dies, which
are cooler than the workpiece, can extract heat from the
metal, causing localized cooling. The metal at a lower tem-
perature has higher flow strength and is more resistant to
plastic deformation, which can lead to a dead region in
the workpiece. In extrusion, dead metal zones can occur
due to very large die angles and the metal will shear over
itself, leaving a dead metal region adjacent to the die.

In closed die forging, the width and thickness of the
land region are very important parameters. The land re-
gion is the choke point for metal flowing into the flash
region of the forging. As multiple parts are forged, the
land will wear away. The small thickness and large width
of the land opening provide restrictive flow into the flash
and cause increased pressure to occur in the die cavity.
The increased pressure in the cavity allows for better fill-
ing of the impression, but at the cost of higher load re-
quirements. If the flow of the metal inside of a cavity
during forging is not properly controlled, a lap, a flow-
through defect, or a suck-in defect may occur. A lap is
where the metal folds back on itself. A flow-through de-
fect occurs when the metal is forced to flow across a re-
cess in the die that is already filled. A suck-in defect oc-
curs when there is too much metal flow into a centrally
located rib region. These types of defects can be avoided
or minimized by proper redesign of the die cavity.

B. Metallurgical and Microstructure Issues

The common failure modes that occur in cold work de-
formation processes include: free surface cracking, shear
bands, shear cracks, central bursts, and galling. In hot
work processes, the common failures are hot shortness,
central bursts, triple-point cracks, grain boundary cavi-
ties, and shear bands. Metallurgical aspects and micro-
structure features can have a strong influence on the ten-
dency of the workpiece to experience one of these failure
modes.

Because of the segregation and cast microstructure in
ingots, these types of workpieces need to be hot-worked.
Due to chemical segregation and microstructural inho-
mogeneities, the properties of an ingot are not constant
from one location to another. Care must be taken to pro-
vide enough deformation to break down the cast struc-
ture. Low melting point phases may also be present and
can lead to hot shortness if the temperature during de-
formation is not carefully controlled.

Hot working can lead to creep-type fractures, espe-
cially at slower working speeds in metals with low work-

ability. It is also important not to let the workpiece be
locally chilled during hot working processes. Chilling can
lead to strength variations in the metal and cause the
promotion of shear banding.

Cold working causes the strength of the workpiece to
increase during deformation. Thus regions where signifi-
cant cold work has been imparted to the metal are re-
gions of higher strength. These strength variations can
lead to internal shear banding. The grain size of the
workpiece also can have an influence on the final prod-
uct produced. Working of large grained metals can lead
to a surface roughening phenomenon called orange peel,
which is usually undesirable.

VI. WORKABILITY AND TESTING METHODS

A. Definition

Workability is a characteristic that is usually attributed to
the metal or alloy. It is a relative measure of how easily the
metal can be plastically deformed without fracture. It
should be noted that workability depends not only on the
metal itself, but also on other external processing factors.
The temperature and stress state imposed by the process-
ing conditions will strongly influence workability. Most
metals have high higher workabilities at higher tempera-
tures. Workability is usually higher under compressive
states of stress as compared to tensile states. Terms such as
formability, forgeability, extrudability, and drawability are
often used to describe the workability within a specific
metal-forming process.

B. Tests

A number of different mechanical tests are used to assess
the workability of a metal or alloy. The best test is the
one that most closely mimics the actual stress state that
would exist in the metal during the bulk deformation
operation. Unfortunately, the optimum is often not the
easiest one to perform on the amount of material avail-
able, or is constrained by the type of laboratory testing
equipment available for use.

1. Tensile Tests

The tensile test is the most common test used to evaluate
the mechanical properties of a metal or alloy. The tensile
test can be set at a variety of speeds to study strain rate
effects and a variety of temperatures to study the proper-
ties of the metal as a function of temperature.

Copyright © 2004 by Marcel Dekker, Inc.



Design of Forming Processes: Bulk Forming 13

In a tensile test, a specimen of known initial geometry
is placed in testing apparatus and pulled until fracture.
The pulling load and the tensile elongation are measured
throughout the test with a strip chart or computerized data
acquisition. Load and elongation are converted into engi-
neering stress-strain data. From the engineering stress-
strain curve elastic modulus, the yield strength, ultimate
tensile strength, fracture stress, and tensile elongation can
be determined. Figure 12 shows a typical engineering
stress-strain curve for a metal. After the test specimen is
removed from the testing apparatus, the final cross-
sectional area in the fracture region can be measured and
the reduction in area can be calculated. The reduction in
area and the tensile elongation are the two primary
measures for the ductility of the metal. The ductility
determined from a tensile test is for the tensile stress state,
temperature, and strain rate imposed on the specimen
during the testing.

The engineering stress-strain curve can be transformed
into a true stress-true strain curve for the metal. The
transformation is valid between the yield point and the
ultimate point, where uniaxial plastic deformation oc-
curs and localized necking has not occurred. The data
from a true stress-true strain curve can be plotted on a
log-log scale. From such a plot, the slope is the strain
hardening exponent n and the intercept is the logarithm
of the strength coefficient K.

2. Torsion Tests

The torsion test is a fairly straightforward process. The
specimen is held fixed on one end and the other end is
twisted at a constant angular velocity. The torque needed to

twist the sample and the angle of twist are the measured
parameters. The deformation is caused by pure shear and
large strains can be achieved without flow localization and
necking, which occurs in a tensile test, or barreling, which
occurs during a compression test. The test is suitable in pro-
viding flow stress and ductility data for materials as a func-
tion of strain, strain rate, temperature, and prior process-
ing. The test is frequently used to determine these material
properties under hot working conditions. Because the strain
rate imposed on the material is proportional to the rota-
tional speed of the test, high strain rates (up to 103 sec-1) are
obtainable in a torsion test.

Because a torque is being applied to the specimen
during the torsion test, the stress state in the material will
vary from the centerline to the surface of the specimen.
The variation in stress state in a torsion-tested specimen is
in contrast to the tensile and compression tests where the
stress state in the deforming region of the specimen is
relatively uniform. The analysis of the torque twist data to
produce stress-strain curves for the material needs to be
done carefully, with an understanding of the test itself.

3. Compression Tests

Because most bulk deformation processes involve
compressive states of stress, a compression test is often
more desirable in assessing the workability of a metal
that will be deformed by such a process. In theory, the
compressive force imposed on the metal during a com-
pression test creates a uniaxial stress state within the
metal. If this were the case, then the analysis of the ex-
periment would be handled in a manner similar to the
data acquired via a tensile test. Unfortunately, the exist-
ence of a uniaxial stress state in a compression sample is
not achieved because the specimen is compressed between
two flat platens. The compression causes the cross-
sectional area to increase and the friction that exists at
the top and bottom surfaces, where the specimen is in
contact with the platens, causes nonuniform flow. The
unconstrained sides of the sample will show the
nonuniform flow by bulging. A bulged sample is a clear
indication that the stress state was not uniaxial.

To overcome this difficulty with friction, a variety of
specimen geometries have been used, as shown in Fig.
13. Each specimen is compressed and the compressive
strain in the axial direction and the diametrical strain are
measured. Measurement is usually performed by impos-
ing a grid onto the side surface of the specimen and peri-
odically stopping the test to measure the change in di-
mensions of the grid pattern. When a cylindrical speci-
men is compressed, the strain path that it follows can be

Figure 12 Engineering stress-strain curve from a uniaxial
tensile test with material properties indicated.

Copyright © 2004 by Marcel Dekker, Inc.



Van Tyne14

different, as shown in Fig. 14. The specimens are
compressed until fracture occurs to assess the metals’
workability during compression and produce a forming
limit curve. Typical fracture curves (or forming limit dia-
grams) for 1020 steel, 303 stainless steel, and 2024-T351
aluminum are shown in Fig. 15.

4. Friction Tests

The most common method used to determine the fric-
tion factor for a forging process is the ring compression
test. The test can be conducted at varying temperature

and speed, and with the lubricant and workpiece mate-
rial of interest. The workpiece material is machined into
a ring with dimensions usually in a 6:3:2 ratio of the
outer diameter to the inner diameter to the thickness.
The ring is compressed in the thickness direction to a
given level of deformation and the new inside diameter is
measured. Friction calibration curves can be used to de-
termine the friction factor from the amount of deforma-
tion imparted to the ring and the change in inner diam-
eter (Fig. 16). Rings of other dimensions can be used but
the appropriate calibration curves must be used for the
specific starting geometry.

VII. DEFORMATION MODELING METHODS

A diagram illustrating the input and output as well as the
constraints, which must be considered when trying to
model a bulk deformation process, is shown in Fig. 17.

Figure 13 Schematics of compression test specimen
geometries: (a) cylindrical sample; (b) tapered sample;
and (c) flanged sample. (From Ref. 10.)

Figure 14 Strain paths for compression tests of cylindrical
specimens with various height (h)-to-diameter (d) ratios
and various lubrication conditions. (From Ref. 11.)

Figure 15 Cold upset compression failure criteria: (a) 1020
steel and 303 stainless steel; and (b) 2024-T351
aluminum. (FromRef. 11.)
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The input parameters fall into three major categories—
geometrical parameters, process parameters, and mate-
rial parameters. Constraints imposed by either the prod-
uct requirements or by the equipment should also be con-
sidered and incorporated into the model. Often models
flag situations where one of the constraints is exceeded,
rather than directly imposing the constraints.

The result of the modeling effort is the determination
of process geometry and process performance conditions.
Models, especially if they are complex and account for
the fine details of the process, can take a long time to run
and often the results cannot be determined in “real time.”
The models are normally used to provide a more detailed
understanding of the process, rather than in a control
scheme. For control of a specific bulk deformation proc-
ess, empirical models based on historical operating data
are often best suited for the task.

What occurs within the core of a model is shown in
Fig. 18. In essence, the model must adhere to the laws of
deformation mechanics. The relationships between stress
and strain both within the deforming metal as well as
within the tooling and at the interface between the
workpiece and the tooling must be obeyed.

The stresses that are generated within the workpiece
and the tooling must satisfy the equilibrium equations,
yield criteria, metal flow properties, and stress boundary
conditions. Likewise, the strains generated from these
stresses must satisfy compatibility equations as well as
incompressibility requirements and any imposed dis-
placement boundary conditions.

For a model to be exact and complete, all of the require-
ments in Fig. 18 must be met for a given set of input param-
eters. The complete and exact solution, except in very sim-
ple cases, cannot be obtained. Often it is necessary to sim-
plify the model by allowing some of the deformation me-
chanics requirements to be relaxed. Although this simplifi-
cation does not give an exact solution, the solution obtained
is often quite reliable for many processing situations.
Simplifications are often necessary to obtain solutions. The
amount of time and effort one is willing to invest is often
directly proportional to the closeness of the solution to the
exact solution. To get extremely close, a large investment of
time, personnel, and funds is often needed.

To describe each of the individual techniques, a spe-
cific example will be used. The sample problem will be
the open die compression forging of a right circular cyl-
inder between two flat parallel platens (Fig. 19). This
simple example is used primarily for illustrative purposes.
It is equivalent to the initial breakdown (or pancaking)
of an ingot or bar in an open die press or forge. This
problem will be examined via the slab equilibrium, slip
line, upper bound, and finite element method (FEM) tech-
niques. The methods describe herein can be applied to
other bulk deformation processes.

A. Slab Equilibrium

In the slab equilibrium technique, a small element (or slab)
is extracted from the deforming workpiece (Fig. 20). A
force balance is performed on this small slab. This balance
of forces leads to a differential equation, which relates the
stresses in the workpiece to the geometrical variables of
the process. With the use of a yield criterion, an assumption
of the principal stress directions, and some knowledge of
the boundary conditions, a solution to the differential
equation can be obtained. For simple geometrical shapes,
an analytical solution is often achieved. For more complex
shapes, the solution can only be obtained by numerically
solving the differential equation. The solution relates the
actual values of the pressure needed for deformation to
the geometry, friction, and material properties.

For the forging of a cylindrical disk, an analytical
solution can be obtained for pressure as a function of

Figure 16 Ring test calibration curve for the determination
of constant friction factor for rings with a 6:3:2
geometrical ratio of outer diameter/inner diameter/height.
(From Ref. 12.)
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Figure 17 Factors involved in modeling of bulk deformation processes. (From Ref. 13.)

Figure 18 Fundamental mechanics involved in the core of the modeling of metalworking processes. (From Ref. 14.)
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the radial position along the disk. The solution is as
follows:

(23)

(24)

(25)

where p is the pressure at any point, σo is the material
flow strength, µ is the coefficient of friction, a is the ra-
dius of the disk, r is the radial position, h is the thickness
of the disk, pAVG is the average pressure, and F is the load.

The slab equilibrium provides a solution at a discrete
point in time. To determine how the load varies with dis-
placement, an assumption of how the metal changes shape
as a function of time must be used. If a uniform shape
change is assumed (i.e., the disk remains as a right circular
cylinder during the deformation—no bulge or foldover),
then a load-displacement curved can be determined.

For an initial disk with the values for the parameters
listed in Table 3, the load-displacement curve, up to a
75% reduction in thickness, is shown in Fig. 21. The
pressure distribution across the top of the disk can also

be obtained from this method by using Eq. (23). Figure
22 illustrates this distribution for three different
reductions—25%, 50%, and 75%. The large increase in
the center of the disk is due to friction and this shape is
usually called the friction hill.

B. Slip Line Method

The slip line method is a classical approach to the analysis
of deforming bodies. The term slip line is misleading to
many metallurgists because they have a specific definition
for the term. In mechanics, the slip line method probably
should be called “maximum shear stress plane”
technique.

In slip line method, a network of maximum shear
stress planes is superimposed onto the deforming body.
There are a variety of restrictions on the generation of
such a network. The network must adhere to specific
shape requirements and boundary conditions, and
provide a realistic flow field for the deforming material.
The method is only valid for plane-strain conditions.
Because the open die compression of a right circular

Figure 19 Schematic of open die disk forging process.

Table 3 Properties and Dimensions for Open Die Disk
Forging Example

Figure 20 Schematic of slab equilibrium analysis for disk forging: (a) general geometry; and (b) slab element used for analysis.
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cylinder is axisymmetrical and not plane strain, the
analysis of this problem cannot be performed with the
slip line technique.

Figure 23 shows a plane-strain open die forging,
which has been solved by the slip line method. The fig-
ure also contains the relative averaged pressure for the
deformation as predicted by the slab equilibrium tech-
nique. The plane-strain flow strength of the metal σo� is

 times greater than the uniaxial flow strength σo.
The inserted diagrams show the network of maximum
shear stress planes, which is used for each point in the
solution. The slip line method predicts a forging load,

which is lower than the load predicted by the slab equi-
librium method.

The slip line technique imposes a velocity field on the
deforming material through the positioning and
orientation of the maximum shear stress network. Hence
the velocity field is an implicit assumption within the
method.

C. Upper-Bound Models

The upper-bound technique is an energy method where
the energy per unit time needed by the workpiece to
undergo deformation is set equal to the externally
supplied energy per unit time. The primary power (energy
per time) terms that must be calculated for the workpiece
include: the internal power of deformation, the power to
overcome friction, and the shear power. The internal
power is determined from the assumed velocity field and
is calculated from the strain rate field. The frictional
power term is the power needed to overcome any tool-
workpiece frictional interaction. The constant friction
factor model is usually assumed for this type of analysis.
The shear power is determined by calculating the energy
per unit time associated with the internal shear that
occurs over any assumed internal surfaces of velocity
discontinuity.

For the open die forging of a right circular cylinder,
the upper-bound solution is given as:

(26)

Figure 21 Comparison of load vs. reduction curves for
the modeling of disk forging via several methods.

Figure 22 Comparison of pressure distribution over the top
of the disk during forging via two different modeling methods.

Figure 23 Comparison of the plane-strain forging analysis
by slab equilibrium method and slip line field method.
(From Ref. 15.)
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where m is the constant friction factor. The first term
inside the parentheses in Eq. (26) is the internal power
term and the second term is the frictional term. For the
simple forging process being examined here, there are no
shear power losses.

The upper bound, such as the slab equilibrium method,
only determines a solution at a discrete instance in time.
Because the velocity is assumed, the solution at other time
increments is readily available as long as the flow does not
change the shape of the workpiece to one for which the
solution is invalid. Figure 21 shows the load-displacement
curve for the forging of a right circular cylinder with the
same properties assumed for the slab equilibrium solu-
tion. A constant friction factor of 0.50 was assumed, rather
than the value for a coefficient of friction.

The upper-bound solution does not provide a stress
field, hence a plot similar to Fig. 22 for the upper-bound
approach cannot be determined.

One of the advantages of the upper-bound technique
is that it determines a value for the deformation load,
which is greater or equal to the actual load. Hence with
the use of this method, there is a built-in safety factor for
specifying the size of the equipment to be used.

A major use of the upper-bound method is to predict
conditions where a process-induced defect may form
within the workpiece. Because it is an energy technique,
a comparison between the energy needed for sound flow
can be made to the energy needed for defect flow. The
flow field, which requires the least amount of energy, is
the one most likely to occur. For example, this method
has been successful in developing criteria for the preven-
tion of central bursts in wire drawing and extrusions,
central bursts in double hub forging, central bursts in
rolling, side surface cracking in forging with double ac-
tion presses, cavitation in impact extrusion, fishskin de-
fects in impact extrusion, and the beginning of the pip-
ing defect in extrusions.

D. Finite Element Analysis

The finite element method (FEM) is the technique that
has received the most research effort during the last sev-
eral decades. It is the one that produces an over-whelming
amount of information about the process that is being
modeled. The technique was developed in the 1960s for
the analysis of elastic deformation in large complex struc-
tures (e.g., aircraft, bridges, buildings, etc.), which have
a variety of constraints and loading conditions. The tech-
nique was extended in the 1970s and 1980s to the plastic
deformation of metals.

In a FEM analysis, the workpiece and tools are
discretized into a number of points, called nodes. The
more points in the model present, the more accurate is
the solution, but the more time it takes for the computer
to calculate a solution. The nodes are linked to one an-
other by elements, which obey specific deformation laws.
The workpiece is given specific constraints, loads, and
displacements, and an equilibrium solution is sought. If
the displacements and loads are given as a function of
time, the solution can be obtained as a function of time.
The solution consists of the stresses and strains that exist
at every node within the body and the tooling. Various
interpolation methods are used to calculate values be-
tween the nodes. The solution to metal deformation
problems requires the use of a computer and a skilled
operator to interpret the results properly.

For the forging of a right circular cylinder with the
properties given in Table 3, the load-displacement curve is
shown in Fig. 21. The pressure across the top surface of
the disk at reductions of 25%, 50%, and 75% is shown in
Fig. 22. In both of these figures, the FEM solution is com-
pared to other solutions. A mesh for this quarter disk was
a grid of 20×20 square elements with a width of 0.025 in.
The tooling was meshed with 16×7 rectangular elements
0.0714×0.0875 in. The original mesh and the deformed
mesh at 75% reduction are given in Fig. 24.

In contrast to the other techniques, the velocity field
is not assumed by the FEM analysis but is generated
within the analysis itself. This forging of a right circular
cylinder at 75% reduction exhibits both foldover and
bulge (Fig. 24). Foldover is when the side surface of the
disk comes in contact with the tooling surface. Bulge is
when the center region of the free surface moves out-
ward at a greater rate than the regions closer to the plat-
ens. Because the FEM is a numerical method, which pro-
duces a solution at a discrete number of points, the curves
shown in Figs. 21 and 22 for the FEM analysis are not
smooth.

Finite element method analysis can provide a large
amount of information about the process. For example,
the effective strain contours that exist within the forging
at 75% reduction are shown in Fig. 25. The maximum
strains occur in the center of the disk and at the original
corners of the disk. The material directly beneath the plat-
ens in the center of the disk undergoes the least amount
of strain. This type of information is useful for the pre-
diction of possible shear banding. In addition, if the final
properties of the product are dependent on the amount
of strain, an indication of property gradients within the
workpiece might be obtained from such a figure.
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One of the advantages of the FEM technique is that
realistic material properties can be assumed for the de-
forming workpiece and the tooling. All the other analy-
sis methods normally are performed with idealized me-
chanical properties for the workpiece and the tools.

E. Modeling Limitations

Although modeling of bulk deformation processes is a very
powerful and useful tool, there are several limitations that
exist in all of the techniques. The first is an adequate de-
scription of the constitutive behavior of the deforming
workpiece. In almost all cases, some simplification of the
actual material flow behavior is assumed. To be accurate,
the flow behavior should be known and mathematically
characterized as a function of strain, strain rate, and tem-
perature. If a good mathematical description for the mate-

rial behavior exists, then FEM analysis could use it. Un-
fortunately, these descriptions, even for common metals
and alloys, are not often available.

The second limitation for all of these methods is in the
modeling of the frictional interfaces between the tooling
and the workpiece. The two friction models, which are used
in these modeling methods, are simplifications for the com-
plex interactions that occur at the tool-workpiece interface.

A third limitation is the speciflcation of boundary con-
ditions. The boundary conditions used for the analysis
have a direct and profound effect on the results that are
calculated. Poor choice of the boundary conditions, or
choosing conditions that make the analysis easier rather
than reflective of the real operation can result in mis-
leading or erroneous results. The boundary conditions
must be chosen with caution and care to ensure that the
results validly reflect the reality of the process.

Figure 24 Finite element mesh for open die disk forging: (a) before deformation; and (b) after 75% reduction in
height. (From Ref. 16.)

Figure 25 True strain contours predicted by FEM for the open die disk forging after 75% reduction in height. (From
Ref. 16.)
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I. SHEET METAL DEFORMATION

This chapter, dealing with sheet metal deformation proc-
esses, is closely connected with the chapter on bulk de-
formation. Much of the necessary basic information has
been given there, so for many aspects a reference to the
text in this part will be sufficient. The method of descrip-
tion of the area of sheet metal forming will follow the
layout of the description of bulk metal forming (Chap. 1)
to avoid confusion.

Therefore it is recommended that the reader goes
through Chap. 1 before reading the present part.

As already mentioned in Chap. 1, sheet metal form-
ing is, from a practical and industrial point of view, con-
sidered as a parallel to bulk metal forming but in many
cases completely different. The plane stress situation nor-
mally present in sheet forming compared to the three-
dimensional stresses in bulk forming has been a classical
criterion for defining sheet metal forming, but also the
differences in tooling and machinery have lead to this
distinction. Bulk forming machines are heavy things, of-
ten designed for large forces and product weights. Sheet
forming machinery is often designed for very bulky prod-
ucts and the press tables are often large, forces can be
low in comparison to bulk forming, and tool loads and
stresses are relatively light in comparison. Much bulk
forming belongs to the group of primary processes, but
almost all sheet metal forming is in the group of second-
ary processing.

However, the distinction between bulk forming and
sheet forming, understandable as it is, leads to uncom-
fortable contradictions. Bending of a wide sheet is a plane
strain process, and bending of a narrow bar is very close

to a plane stress process. Bending of sheet is considered
as sheet forming, and bending of a narrow bar is bulk
forming, even if the continuum mechanical treatment of
the two is highly interrelated.

A rolling mill producing hot slabs or profiles in steel
is considered a bulk forming machine, which seems right,
but what about a rolling mill producing sheet for car
industry or even producing aluminum foil for domestic
use?

Deep drawing of a 1–2 mm sheet into a cup is clearly
a sheet process even if the strain and stress situation is
extremely complicated with large strains in the thickness
direction. If the work piece is thick with a small diam-
eter, e.g., for forming the first step in a sequence for shell
manufacturing, the process is considered as a bulk form-
ing process.

The manufacture of coins is normally considered a
bulk process, but changing the lower tool into a leather
cushion to produce bracteates with only one hard tool as
it was carried out in the middle ages for lower denomi-
nations changes the process into a sheet process.

The classic division of metal forming processes in bulk
and sheet forming is certainly not satisfactory from a
mechanistic point of view, but is nevertheless very diffi-
cult to avoid from an industrial point of view.

II. CLASSIFICATION OF DEFORMATION
PROCESSES

As stated in the chapter on bulk forming, classification
can be performed in several ways as a general principle.
The conventional way of basing the classification schemes
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on temperature, flow behavior, and stress state holds, of
course, but some expansion and modification has to be
performed.

The classification schemes based on temperature, flow
behavior, and stress state have already been discussed in
the bulk forming chapter and will not be repeated here.

The most rational way to classify forming processes and
especially sheet metal forming processes is to follow the
German DIN system for process classification, which is
basically a stress state system. It should be noted that in the
German system, there are three main groups: forming, sepa-
ration and joining, also called mass preserving processes,
mass reducing processes, and mass increasing processes.

Only sheet material processes belonging to the main
group forming will be described below.

The main subdivisions within this group are processes
with predominantly compressive stresses, processes with
combined compressive and tensile stresses, processes with
predominantly tensile stresses, processes with bending,
and processes with shear.

This will be treated in some detail below.

A. Processes with Compressive Stresses

To this group belong processes where the flow in the de-
formation zone mainly is established by a compressive load
from the surroundings. The group is dominated by proc-
esses from the bulk forming area, as, e.g., extrusion, forg-
ing, and plate rolling. However, some sheet forming proc-
esses can also be included in this group. Examples are:

Stretching
Dome forming
Cold heading of cups
Flanging
Coining
Necking-in
Edge rolling
Bulging

B. Processes with Compressive
and Tensile Stresses

To this group belong processes where the flow in the de-
formation zone is established by a combination of tensile
and compressive stresses. A large part of the sheet metal
forming processes belong to this group. Examples are

Deep drawing
Rubber forming
Hydromechanical deep drawing

Spinning
Ironing

C. Processes with Tensile Stresses

To this group belong processes where the flow in the de-
formation zone is mainly caused by tensile stresses from
the surroundings. Also, this group contains many sheet
forming processes. Examples are:

Stretcher Leveling
Stretch forming
Bulging
Expanding
Beading
High energy rate processes

D. Processes with Bending

To this group belong processes where the flow in the de-
formation zone is caused by a bending moment, created
either by external compressive or tensile loads or by ex-
ternal moments. Examples are:

Air bending
Die bending
Folding
Rollbending
Rollforming
Roller flanging

E. Processes with Shear

To this group belong processes where the flow in the de-
formation zone is caused by shear forces or moments
from the surrounding tool. This group is not of any sig-
nificance in sheet forming, and will not be further treated
here. It must be mentioned that cutting, punching, blank-
ing, nibbling, etc., are processes that are based on shear
stresses, but because they belong to the main group
(“separation”), they will not be treated here.

III. TYPES OF SHEET METAL FORMING
PROCESSES

A. Processes with Compressive Stresses

1. Stretching

In this process, a sheet metal workpiece is shaped by
stretching one of its sides by means of hammer blows or
by notching with a wedge-shaped tool (Fig. 1a, b). The
process, which is very flexible, can be carried out as well
by hand as in special machinery.
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2. Dome Forming

In this process, a dome is formed from a sheet metal blank
by local stretching made by multiple blows from a
rounded hammer-shaped tool (Fig. 2). The process, which
is very flexible, can be carried out as well by hand as in
special machinery.

3. Cold Heading of Cups

In this process, the rim of a cup is reduced in length and
increased in thickness with the aid of two counteracting
tools (Fig. 3).

4. Flanging

In this process, a flange is formed on a hollow component
by means of a punch and a die (Fig. 4).

5. Coining

The manufacture of coins, tokens, etc., can be consid-
ered as well a sheet metal forming process as a bulk proc-
ess. The process takes place in special presses and highly
loaded tools, often with a ring around the upper and lower

coining tool, to increase the hydrostatic pressure in the
process and to improve the coining precision (Fig. 5).

6. Necking In

In this process, the open-end diameter of a hollow com-
ponent is reduced (Fig. 6).

7. Edge Rolling

In this process, the edge of a sheet or a sheet component
is rolled back upon itself, usually by means of a punch
and guide to give rigidity or a better appearance to an
article (Fig. 7).

8. Bulging

In this process, an outward channel is formed in a hollow
component by the application of axial pressure to the
rim of the wall (Fig. 8).

B. Processes with Compressive and
Tensile Stresses

1. Deep Drawing

This process, or rather group of processes, is one of the
dominating manufacturing methods in sheet metal form-
ing. Several types can be identified.

Deep Drawing Without a Blank Holder

This simple version of deep drawing uses only a die and
a punch (Fig. 9). The maximum drawing ratio ß (or

Figure 1 (a) Plane stretching; (b) three-dimensional
stretching.

Figure 2 Dome forming.

Figure 3 Cold heading of cups.

Figure 4 Flanging.
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Limiting Drawing Ratio, LDR), defined as the ratio of
the largest diameter of the blank that can be drawn with-
out failure to the diameter of the punch (ß= Dblank/dpunch),
will be aroimd 1.3, and the process limitation will be
wrinkles in the flange.

It is often favorable to shape the contour of the die as
a tractrix. The rim of the flange is in this case very stable
against tangential compressive stresses. If the ratio be-
tween the punch diameter and the sheet thickness is be-
low 40, drawing ratios up to 2.8 are possible. Other ben-
efits are:

Simple press system (no blank holder force, only punch
movement).

Easy to combine with ironing steps in the same punch
movement.

Good surface quality.
Less lubrication troubles.

The drawbacks are:

Long punch travel.
Somewhat complicated manufacturing of the die.
Almost exclusively limited to axisymmetric geom-

etries.
Large thickness variations in cup wall.
Drawing ratio must be above a certain value.

Conventional Deep Drawing

In conventional deep drawing, the tool system consists
of punch, die, and blank holder. Figure 10 shows the prin-

cipal layout of a conventional deep drawing. The blank
can be divided into three zones, as shown. The outer an-
nular zone X consists of material in contact with die and
blank holder. The annular zone Y is at the beginning of
the process neither in contact with the punch nor the
drawing die. Zone Z is in contact with the punch nose.

In the drawing process, zone X is pulled in toward the
profile radius of the drawing die by the radial tensile
stresses. The blank holder has to keep the sheet from
wrinkling caused by the circumferential compressive
stresses during the decrease of the blank diameter. These
stresses also result in increase of the thickness of the outer
part of the blank.

When the material in zone X passes over the die ra-
dius, it will become thinner because of the simultaneous
stretching/bending and stretching/unbending. The inner
part of zone X will undergo a further thinning because of
the tensile stresses between punch and die.

Zone Y will undergo bending, unbending, and sliding
under tension over the die radius, pure stretching between
punch and die, and bending and sliding under tension
over the punch nose radius.

Finally, zone Z undergoes stretching and sliding over
the punch nose. The thinning is dependent on the geom-
etry, the friction, and of course the tensile load from the
drawing process.

Thus in zone Y, there is a narrow band under pure
tension between two bands of combined bending and
stretching. This will result in a thicker band between two
circular bands with necking A and B (Fig. 11), showing

Figure 6 Necking in.

Figure 7 Edge rolling.

Figure 5 Coining.

Figure 8 Bulging.
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the thickness variations (exaggerated) in a cylindrical cup
with flat and hemispherical head, respectively.

As a simple approximation, one can assume that there
is no net thickness change from the blank to the finished
cup, and simple geometrical considerations then give for
the height to diameter ratio, h/d, of a finished flat-bot-
tomed cup:

(1)

Several different processes in the blank can be identified
during the transformation from blank to cup:

Pure radial drawing and sliding against tools on outer
annular area.

Pure radial drawing between die and blank holder.
Bending when entering die radius.
Sliding against die radius combined with continued

radial drawing.
Unbending in exit of die radius.
Stretching between die and punch.
Bending over punch profile radius.
Sliding over punch profile radius.
Stretching and sliding over punch nose.

DEEP DRAWING OF CIRCULAR BLANKS. (1) Calcu-
lation of maximum drawing force. The maximum draw-
ing force Pz,max can be calculated by the following for-
mula, which is based on the slab method used on the
separate elements of the process described above.

(2)

where

In these expressions, the following symbols are used:

Figure 9 Deep drawing without blank holder.

Figure 10 Principal layout of a conventional deep drawing.

Figure 11 Thickness variations (exaggerated) in deep-
drawn cylindrical cup with flat and hemispherical head.
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(2) Calculation of blank holder pressure. The blank holder
can be of one of three types:

Constant gap blank holder for single-action presses.
Spring-loaded blank holder for single-action presses.
Pneumatic or hydraulic blank holder for single-action

presses.
Outer ram activated blank holder for double-action

presses.

The most common type for serious production is the outer
ram activated blank holder.

The thickness increase described above means that
only an outer annulus of the blank will carry the load
from the blank holder, and the friction from this will re-
sult in a back-pull acting against the tensile stresses origi-
nating from the drawing process. Therefore the main part
of the blank is not in contact with the blank holder.

The right pressure is found as the minimum pressure
necessary for preventing wrinkles in the blank. As a rule
of thumb, the blank-holder force is about 1/3 of the draw-
ing force.

The blank-holder pressure pBH and the blank-holder
force PBH are given by the following two equations:

(3)

where

(4)

ABH is calculated as the area of the sheet covered by the
blank holder, even if the actual area of contact as men-
tioned is much smaller and limited to the rim of the blank.

(3) Tooling geometry. If the profile radius of the draw-
ing die is larger than 10 times the sheet thickness, the
influence on the drawing force is rather small. The draw-
ing force will increase for decreasing radii as a conse-
quence of the increased bending and unbending strains.
Radii substantially larger than 10 times will increase the
tendency to wfinkle.

The profile radius of the punch is important as the
fracture always occurs at the lower neck (B in Fig. 11).
For a constant blank diameter, a larger radius gives a
smoother increase in the drawing force and a longer punch
travel, but the maximum drawing force is un-changed. A
larger profile radius will also give an increased thinning
of the bottom of the cup.

The clearance between the punch and the die is nor-
mally chosen to 10–30% in addition to the sheet thick-

ness, as the outer zone of the blank has an increased thick-
ness. If the clearance is too small, the blank may be
sheared or pierced by the punch.

(4) Material and lubrication. The stress-strain curve of
the sheet material is important. A high strain-hardening
exponent results in that the maximum drawing force is
reached later in the process than for a low exponent. A
low exponent will mean lower load at the punch nose and
consequently that the thinning of the bottom of the cup
decreases; in other words, a high exponent will give better
drawing ratios. Anisotropy, treated later in “Isotropy and
Anisotropy,” is important for deep drawing, as explained
there. Lubrication is important for the process, and if pos-
sible the blank should be lubricated where it slides against
the die and against the blank holder, and not where it
touches the punch, where no sliding is wanted.

Deep Drawing of Square and Oval Components

When deep-drawing circular components, the deforma-
tion is evenly distributed around the axis. This is not the
case when deep-drawing square and oval components.
Here the highest strains are located at the corners, and
lower strains are found along the side walls. It is possible
to apply the rules for drawing of circular components to
the drawing of noncircular parts by replacing the punch
and the blank areas by circles of equal size and calculat-
ing their respective equivalent diameters dpunch/eq. and
Dblank,eq.

(5)

and

(6)

Drawbeads are often used to control the flow of the blank
into the die cavity. A draw bead is typically a small oblong
obstacle shaped like a small half cylinder, built into the
blank holder or the die surface to increase the local stresses
needed to pull the sheet into the die cavity. It can also be
shaped as a step in the common contour between die sur-
face and blank holder. Beads restrict the flow of the sheet
metal by bending and unbending it during drawing.

Draw beads also help to reduce the required blank-
holder force, because the beaded sheet has a higher
stiffness and hence a lower tendency to wrinkle.

Redrawing

A typical maximum drawing ratio can be ß=2, which
means that a blank with a diameter of 200 mm can be
drawn into a cup with a diameter of 100 mm and a height
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of around 75 mm. To produce a cup with a larger ratio
of height to diameter, one or more redraws are required.

The methods for redrawing falls into two main groups:
direct redrawing and reverse redrawing.

DIRECT REDRAWING. The tooling for direct redraw-
ing is different from the first drawing tool (Fig. 12a, b).
In Fig. 12a, the blank has to go through two sequences
of right angle bending and unbending. This is not so se-
vere in Fig. 12b, where the die is made conical with an
angle of 30–45°, and the blank holder, which fills out the
drawn cup, consequently has a conical nose. The redraw-
ing punch slides in the blank holder in the process.

Several redrawing steps can follow each other, but the
drawing ratio in these steps must decrease because of the
strain hardening. The resulting drawing ratio can be writ-
ten as:

(7)

Resulting drawing ratios up to about 6 can be reached
without annealing for deep-drawing qualities of steel
sheet.

For a component having to undergo many redraws, a
low strain-hardening exponent is advantageous unless
interstage annealing is introduced. This is contrary to the
situation where only one draw is necessary, where a high
strain hardening helps to prevent excessive thinning of
the bottom of the cup.

REVERSE REDRAWING. In reverse drawing, the origi-
nal inner side of the first drawn cup becomes the outer
side after the reverse draw. If the tool has the geometry
shown in Fig. 12c, only one bending and unbending is
necessary. The two draws can be carried out in the same
operation, as the punch from the first draw acts as die
ring for the reverse draw, as shown in Fig. 12d. This of
course gives reduced tool costs.

2. Rubber Forming I (Guerin Process)

In this process, a rubber pad constitutes the one half of
the usual die set (mostly the female part) and plays a
universal role in that it adapts to different shapes of the
counterpart (Fig. 13). The advantage is the inexpensive
tooling; the disadvantages are high press forces and the
limited life of the rubber pad, which, depending on the
severity of the operation, may not endure beyond about
20,000 pieces. This makes the process interesting for small
batch production. Polyurethanes are normally used be-
cause of their resistance to abrasion, their resistance
against being damaged by sharp edges or burrs, and their

long fatigue life. The rubber pad is either a solid block or
is consisting of several slabs cemented together, and it is
contained in a steel housing. The advantage of cement-
ing rubber slabs together is that different hardness can
be used in different layers, normally the hardest closest
to the forming surface. A wear pad is often used, placed
on the blank before the pressing. The thickness of the

Figure 12 (a) Direct redrawing, right-angle tool; (b) direct
redrawing, conical tool; (c) reverse redrawing, separate
tool; (d) reverse redrawing, combined tool.

Copyright © 2004 by Marcel Dekker, Inc.



Wanheim30

total pad must be about 30% greater than the height of
the form block.

3. Rubber Forming II (Marform Process)

In the Marform process, deep-recessed parts with either
vertical or sloped walls can be formed. The blank is held
against the rubber pad by a blank holder, through which
a punch is acting as in conventional deep drawing (Fig.
14). A controlled pressure is applied on the blank holder
during the process, whereby a pressure from the rubber
is exerted between the partly drawn cup and the punch.
The resulting friction allows deeper draws to be carried
out, and the blank-holder pressure will give a compo-
nent free from wrinkles.

4. Rubber Forming III (Hydroform Process)

In the hydroform or fluid form process, a controlled hy-
draulic pressure is acting on a rubber diaphragm cover-
ing the blank (Fig. 15). In this way, a more uniform pres-
sure can be obtained and more severe draws can be
achieved than by the other two methods.

5. Hydromechanical Deep Drawing

In hydromechanical deep drawing, a hydraulic pressure
squeezes the partly drawn cup directly around the punch
(Fig. 16). This results again in an unloading of the tensile
stresses around the punch nose and thereby a consider-

able increase in the possible drawing ratio. The process
can be used for very complicated geometries.

6. Spinning

The group of spinning processes involves the forming of
axisymmetric parts over a mandrel with tools or rollers.
There are three basic types of spinning processes: con-
ventional spinning, shear spinning, and tube spinning.
The spinning machines are from a kinematic point of
view similar to lathes, but the static and dynamic proper-
ties are very different, the main difference being that in a
lathe the tangential (normally vertical) force is an order
of magnitude larger than the radial force, this being re-
versed for a spinning machine.

Conventional Spinning

In conventional spinning, a circular blank of flat or pre-
formed sheet material is held against a mandrel and ro-
tated while a rigid tool deforms and shapes the material
over a mandrel (Fig. 17). The tools may be activated

Figure 13 Rubber forming, Guerin process.

Figure 14 Rubber forming, Marform process.

Figure 15 Rubber forming, hydroform process.

Figure 16 Hydromechanical deep drawing.
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manually or by a computer-controlled hydraulic mecha-
nism. The process involves a sequence of passes and re-
quires considerable skill. The process is particularly suited
for conical or curvilinear shapes in relatively small
batches. As the particles of the blank are drawn into
smaller radii, the wrinkling problem is serious. The proc-
ess is normally carried out at room temperature, but spin-
ning at elevated temperatures is used, e.g., for low-duc-
tility or high-strength materials. Very large parts, with
diameters up to 6 m, are formed this way.

Shear Spinning

In shear spinning, axisymmetric conical or curvilinear
components are formed by reducing the thickness and
maintaining the diameter of the blank (Fig. 18). If the
geometry is correct, this means that no radial
displacements are present, and consequently no circum-
ferential stresses are introduced. From this follows, for
instance, that a conical shape can be spun on a square
blank without dimensional changes or distortions in the
plane of the blank. Components for space technology

and military use are produced this way. Parts up to 3 m
in diameter can be produced.

Tube Spinning

In tube spinning, the thickness of a cylindrical part is
reduced by spinning it on a cylindrical mandrel using
rollers (Fig. 19). The process can be carried out with the
rollers working internally as well as externally. Superfi-
cially, the process resembles an ironing or an extrusion
process, but it should be noted that the repeated defor-
mations after each revolution, where the roller has moved
horizontally because of the feed, is closer to a stepwise
open-die forging. Tube spinning is used to make pressure
vessels, automotive components, jet engine, rocket, and
missile parts.

7. Ironing

A drawn cup will normally have a nonuniform thickness
distribution in the wall. To create a uniform wall thick-
ness and to increase the height of the cup, the cup is nor-
mally pushed through a die using a punch in an ironing
process (Fig. 20). The clearance between punch and die
determines the wall thickness of the cup. The cup can go
through several ironing processes, sometimes in the same
stroke. Ironing can also be directly carried out in the draw-
ing process by controlling the clearance.

As there is practically no diameter change, the iron-
ing process can often be regarded as a plane strain proc-
ess in an analysis, e.g., using the slab method. The iron-
ing process resembles the plane strain drawing of a flat
strip, and the same approach is used, just remembering
that the friction in strip drawing is acting backward on
both sides of the strip. In an ironing process, the friction
against the die is still acting backward, but as the cup
elongates and the punch remains undeformed, the fric-
tion between punch and cup is opposite to that between
cup and die. If the friction on the inside is higher than the

Figure 17 Conventional spinning.

Figure 18 Shear spinning. Figure 19 Tube spinning.
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friction at the outside, friction can actually help in ob-
taining high reductions in the ironing process.

C. Processes with Tensile Stresses

1. Stretcher Leveling

In stretcher leveling, the sheet or strip is straightened with
tensile forces between jaws (Fig. 21). For discussion, see
the paragraph on tensile testing of strips.

2. Stretch Forming

In the stretch forming process, a metal sheet is formed by
the application of tensile loads to the material to pro-
duce the required shape. The sheet is clamped in jaws at
both ends and stretched into plastic condition over a form-
ing tool as shown in Fig. 22a, b. Two versions of the
process are used: stretch forming and stretch-wrap form-
ing. In the stretch forming process, the tool moves into
the clamped sheet as shown; in stretch-wrap forming,
the sheet is first stretched beyond the plastic limit and
then wrapped over the form block as shown. The proc-
ess is used to produce body parts for aircrafts, trucks,
cars, and rocket motor housings, where the geometry has
rather gentle shape and is free of sharp bends.

The advantages of stretch forming are:

Only one die is needed.
The die can be made of inexpensive material.
Contours with compound contours are possible.
Spring back is almost absent.

The stretching and resulting sliding at the interface be-
tween die and sheet causes friction, and consequently the
tension in the sheet will vary from a maximum at the
jaws and gradually decreasing inward against the sliding
direction.

If we let

R=local radius of curvature at element in considera-
tion

d�=center angle covering element
ds=length of the sheet-die interface for the element
T=varying tensile force in sheet for unit width
T0=tensile force at A for unit width
TB=tensile force at B for unit width
p=normal pressure in interface
µ=friction coefficient in interface

the force equilibrium in the radial direction gives (Fig.
23):

(8)

Figure 21 Stretcher leveling.

Figure 20 Ironing.

Figure 22 (a) Stretch forming; (b) stretch-wrap forming.

Figure 23 Element in stretch-forming process.
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the force equilibrium in the tangential direction gives:

(9)

and combining and integrating gives:

(10)

The right-hand side of the above equation can be nu-
merically evaluated for any given die contour.

As shown later in the discussion on bending, spring
back is a problem for pure bending. If tensile stresses are
superimposed, the neutral line will move toward the con-
cave side of the bend. If those tensile stresses become so
large that the neutral line disappears, i.e., the outer side
as well as the inner side of the bend are deformed in ten-
sion, the spring-back problem is almost eliminated, which
is an important advantage for stretch forming processes.

3. Bulging

In the bulging process, the internal diameter of a hollow
component is increased by the use of a fluid or elastic
medium. The main process limitations here are instability
or local thinning, described in “Instability in Tension” (Fig.
24). Bulging can also be performed by spinning, described
under processes with combined tensile and compressive
stresses. The mentioned process limitations originating
from the tensile stress situation do not apply there.

4. Expanding

In this process, the diameter of the open end or another
part of a hollow component is increased (Fig. 25).

5. Beading

In this process, an outward (beading) or inward (necking
in) channel in the wall of a hollow component by the
operation of shaped matching rolls is produced (Fig. 26).

6. High-Energy Rate Processes

A small group of nonconventional processes attracted much
interest in the 1960s and 1970s where explosives, electri-
cal discharges, and magnetic fields were used to shape
domes in sheet blanks and bulges on tubes often using
water as a energy-transmitting medium. They are playing
insignificant roles in modern production technology.

D. Processes with Bending

1. Bending of Bar and Sheet with Pure Moment

It is necessary to distinguish from the very beginning the
difference between bending of a narrow bar and bending
of a wide sheet. Figure 27 shows an element of a bar
subjected to a moment Mz. The bar will be deformed
into a curved shape, where the outer fibers necessarily
have to be stretched and the inner fibers will be com-
pressed. Somewhere in the middle, there must then be a
layer that is neither stretched nor compressed. This layer
is called the neutral line, and with this line as border, the
tensile forces and the compressive forces are in equilib-
rium. In a bar, there will not be any restraint for side-
ways deformation, and therefore one can compare the
elements above the neutral line with tensile specimens
and the elements below with elements subjected to com-
pression. The material originally above the neutral line
will as a whole be stretched and thinned, and below the
neutral line it will undergo longitudinal compression and
sideways expansion. Therefore the situation in bending
a narrow bar is with good approximation one of plane
stress. Obviously, this situation will lead to a piling up of
material below the neutral line and a thinning of mate-
rial above this line. Therefore the sides of the bar will
start to tilt inward toward the “stretch” side, and as a

Figure 24 Bulging.

Figure 25 Expanding. Figure 26 Beading.

Copyright © 2004 by Marcel Dekker, Inc.



Wanheim34

consequence a curvature at right angles to the bending
curvature will appear on the upper and lower surface of
the bar. This curvature, concave at the top and convex at
the bottom, is called the “anticlastic curvature.”

As there always must be static equilibrium in longitu-
dinal direction, this piling up of material on the inner
side of the bend and thinning of material on the outer
side means that the neutral line has to move downward
as the bending proceeds.

Bending of a wide sheet is somewhat different. The
piling up of material below the neutral line has to hap-
pen without relief in sideways flow because of the width
of the sheet, so only a thickening of the compressive zone
can happen, except, of course, for very narrow zones close
to the edges, where some lateral deformation is possible.
The neutral zone will have to move downward all the
same. The main thing to remember is that the bending of
a wide sheet basically is a plane strain process, and that
the bending of a narrow beam is a plane stress process.

2. Strains, Stresses, and Moments in Sheet
Bending

The strains in the length direction x of the sheet will be
proportional to the distance from the neutral line, and as

value for the engineering strain in the x direction one
obtains in the distance y from the neutral line:

(11)

or, for the logarithmic strain:

(12)

where R is the radius of the neutral line and y is the dis-
tance of the element from the neutral line.

If the sheet is totally in the elastic state, the stresses in
the x direction are expressed by

(13)

as shown in Fig. 28a. For increasing moment, the outer
fibers will start to yield first, and if we assume a non-
hardening material for simplicity, the plastic zone will
gradually spread inward as shown in Fig. 28b, c.

Figure 27 Element of a bar subjected to plastic bending
by pure moment (a) seen from the side; (b) seen from the
end; (c) deformed shape.

Figure 28 Stress distribution in bending of a sheet, elastic-
nonhardening plastic material. (a) Elastic state. (b) Elastic-
plastic state. (c) Fully plastic state.
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From this, it is easy to show that the necessary mo-
ment for elastic bending is:

(14)

and the moment necessary for full plastic condition is:

(15)

��0 being the yield stress in plane strain, 
�0=1.15�0.

3. Residual Stresses and Spring Back

As shown above, the necessary external moment to load
the sheet to full plastic condition can be expressed by:

(16)

If this moment is released, the sheet will straighten some-
what. This will happen as an elastic unloading, i.e.,
equivalent to a stress linearly changing through the thick-
ness of the sheet (Fig. 29). Assume that the associated,
imaginary, elastic stress distribution reaches the value �A

in the outer fibers of the sheet.
This moment of elastic unloading MA must be equal

to the plastic moment of maximum load, which means:

(17)

or

(18)

giving:

(19)

The residual stresses are found as the difference between
the elastic and the plastic stress distribution. The outer

sixth on the top of the sheet will end up with compressive
residual stresses with the maximum value:

(20)

and the lower part of the sheet has tensile residual stresses
with the maximum value:

(21)

The release of the moment that was used in the bending
process and the resulting elastic unloading will result in
an opening of the bent angle. This is called the elastic
spring back.

The derivation is somewhat lengthy, but if we set

�=bending angle before spring back
�’= bending angle after spring back
�=0 before bending
R=neutral bending radius before spring back
R�=neutral bending radius afterspring back

we can write

(22)
(23)

4. Position of the Neutral Line

As earlier stated, the neutral line has to move inward,
toward the concave side of the bend. For a sheet, where
the width can be assumed constant from convex to con-
cave side and plane strain can be assumed, the slab method
used on a curved sheet will give

(24)

or

(25)

where

R=neutral radius
a=inner radius
b=outer radius
t=sheet thickness

5. Bending Allowance

The position of the neutral line is not only of academic
interest. It is deciding for a very important parameter in
bending jobs: the bending allowance.

If the convex (male) part of a bending tool has the
radius of a, it is clear that if the finished component has
to satisfy tolerances in its final shape, one must know
where the neutral line is positioned in order to design the

Figure 29 Unloading of bent sheet. (A) Assumed elastic
unloading stress distribution. (B) Resulting residual stress
distribution.

Copyright © 2004 by Marcel Dekker, Inc.



Wanheim36

process and the size of the original blank properly. From
the drawing, one can read the tool dimensions, but a sheet
with a thickness t will bend along a curvature that is
determined of the position of the neutral line where the
length of the bent part does not change. One simple sug-
gestion is of course just to add half of the sheet thickness
to the radius a, and calculate the necessary blank size
from this. But as we have seen, the neutral line does not
stay in the middle of the original sheet thickness, it moves
inward. This simple suggestion will then give to large
blanks for the final component.

Several suggestions have been forwarded, but the prob-
lem is rather complicated, among other things because
there will be a theoretical discontinuity between the un-
bent part of the component, where the neutral line of
course stays nicely in the middle of the sheet thickness,
and the curved part, where the neutral line has moved
from this position. This geometrical discontinuity does
not exist in reality, but is evened out in different ways,
among other things depending on the strain-hardening
characteristics of the material.

The given expression in Eq. (24) is a good choice for
the calculation of the neutral radius.

6. Air Bending

In this process, a tool, typical the upper tool in a press
brake, is causing a bend of a sheet without any forming
support from the lower tool (Fig. 30).

7. Die Bending

In this process, a female die is used together with the
male die to give better tolerances to the bent profile. The

final stage of the process is often a calibrating force ex-
erted between the dies (Fig. 31).

8. Folding and Wiping

In these bending operations, one part of the sheet is
clamped and the free part is moved in a folding motion
by a forming tool (Fig. 32a, b).

9. Roll Bending

In this process, a cylindrical component is produced
from a sheet by passing it between three staggered rolls
(Fig. 33).

10. Roll Forming

This process is the shaping of a (often complicated) long
profile by passing a strip material from a coil through a
number of forming rolls (Fig. 34).

11. Roller Flanging

This is the production of a flange on a hollow compo-
nent by means of two shaped opposing rolls (Fig. 35).

Figure 30 Air bending.

Figure 31 Die bending.

Figure 32 Folding.

Figure 33 Roll bending.
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IV. PROCESSING ASPECTS

A. Temperature

The basic considerations of temperature are given in
Chap. 1. The differences between sheet forming and bulk
forming are determined by the large differences in the
surface/volume ratio between the two types of processes,
meaning that as bulk forming processes as a rule can be
considered as adiabatic, but in the case of sheet metal
forming one has to be more careful. A deep drawing of a
thin cup in a brass alloy could be considered as isother-
mal, but the same process carried out with a titanium
alloy (low density, high strength) could be close to adi-
abatic.

Some processes can be improved by a temperature
increase. For instance, in a deep-drawing process, the
drawing ratio can be increased by heating the flange of
the blank through the die and blank holder and keeping
the punch cold.

Spinning processes can be carried out hot. Difficult
alloys can be formed in heated tools, in the so-called iso-
thermal processes.

B. Strain

The basic considerations have already been given in the
bulk forming chapter. One important aspect will be
mentioned here, namely the relatively uncomplicated
method of measuring strains in sheet metal forming
processes. Because of the almost uniform strain distribution
through the thickness of the sheet in most sheet forming
processes, strain can be experimentally determined with
the aid of a grid on the surface of the specimen put on by,
e.g., photographic, serigraphic, or etching techniques. If
the strain is not uniform, as, e.g., in bending processes,
strain distribution through the thickness can normally be
easily calculated on the basis of the surface strains. The
grid is applied on the flat sheet before the process, and
measured on the deformed workpiece, either after the full
process or after selected steps.

The normal grid pattern is a system of circles with
small diameters, touching each other or slightly over-lap-

ping. The circles will deform into ellipses, and the mag-
nitude and the directions of the principal strains can be
found by identifying the major and minor axes of the
ellipses.

If D0 indicates the original diameter of the circle and
Dmax and Dmin are measured as the maximum and mini-
mum diameters of the ellipse after forming, their direc-
tions will give principal strain direction, and the values
ln(Dmax/D0) and ln(Dmin/D0) will give the two principal
strains in the surface of the sheet. The thickness strain
can then be calculated from volume constancy.

C. Strain Rate

This has been covered in the bulk forming chapter.

D. Stress

This has been covered in the bulk forming chapter.

E. Friction

This area has been described in the bulk forming chap-
ter. Because of the comparatively low interface pressures
between tool and sheet specimen, the Coulomb friction
law is most often used. Experimental methods for deter-
mining friction coefficients will be discussed in
Sec.VI.B.1.3.

F. Yield Criteria—Isotropic and Anisotropic

For simple analyses, the von Mises or Tresca criterion dis-
cussed in Chap. 1 can be and have been used. These crite-
ria describe isotropic materials. For some approaches in
sheet forming, a compromise between the Tresca and the
von Mises criterion is used. This happens, e.g., in the clas-
sical derivation of maximum drawing force in deep draw-
ing, where the yield stress in the flange is set to 1.1 �0.

As explained later, the rolling process, which is the
basis for sheet metal production, creates anisotropy, i.e.,

Figure 34 Roll forming.

Figure 35 Roller flanging.
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different properties in different directions. The accepted
criterion assumes three mutually orthogonal planes of
symmetry throughout the material; the lines of intersec-
tion of these planes being called the principal axes of
symmetry. The rolling direction, the transverse direction,
and the thickness direction are as a rule considered prin-
cipal axes of symmetry.

The definition and experimental determination of
anisotropy will be discussed later in the text. If it is nec-
essary to bring anisotropy into plasticity calculations, the
more complicated Hill anisotropic yield criterion should
be used replacing the von Mises criterion shown in Eq.
(20) of Chap. 1.

The Hill criterion is written as

(26)

reducing to the von Mises criterion for F=G=H.
Determination of the constants is discussed later in

this chapter.

G. Hardening

This has been covered in Chap. 1.

V. DESIGN ISSUES TO PREVENT FAILURES

A. Geometrical and Mechanical Issues

The description of this in Chap. 1 is mainly relevant for
three-dimensional flow in bulk specimens under
compressive stresses, but is applicable in general terms
to sheet metal forming. However, some additional re-
marks are necessary.

The main problem with sheet metal forming processes
is that neither too large tensile stresses nor too large
compressive stresses in the plane of the sheet are accept-
able. This seems a paradox when one considers the mul-
titude of process alternatives in sheet forming, but prob-
ably the large number of different processes is a conse-
quence of the rather narrow windows in stresses and
strains that are at hand in this process group.

Tensile stress and strain leads to local thinning and
eventually cracks, and compressive stresses in the plane
of the sheet can lead to buckling or wrinkling. They are
both phenomena constituting serious process limitations
that should be avoided by clever tool-and process de-
sign.

Because of the large surface-to-volume ratio in a typi-
cal blank, lubrication plays an important role in sheet
metal forming, and may significantly change the flow.
However, this can be used in a constructive way, using
local application of lubricant, as discussed in the para-
graphs on deep drawing.

Sliding lengths are often large, and therefore lubri-
cant breakdown and resulting surface defects and local
pick up can appear. This is often unacceptable because
of the cosmetic requirements on, e.g., car parts. On the
other hand, if the Jubrication is too efficient or the sur-
face is free, an orange-peel topography may appear, which
is equally unwelcome. This is because of the unrestrained
deformation of the individual grains according to their
varying orientation and available slip planes.

Residual stresses are important, mainly because they
are the origin of spring back, which is a large problem in
sheet forming, necessary to cope with in the process de-
sign stage.

B. Metallurgical and Microstructure Issues

Most of the issues regarding metallurgy and microstruc-
ture are determined when the material goes through the
primary processing in the casting, hot rolling, and cold
rolling stages. The main considerations for sheet metal
forming processes are given in the following paragraphs.

Anisotropy, discussed later in this chapter, gives rise
to formability properties in drawing and stretching proc-
esses. Large plane anisotropy gives rise to the formation
of ears in deep-drawing processes and consequently to
uneven wall thickness distribution in the circumference
of the drawn cup and material waste in the final trim-
ming. On the other hand, a high value of the normal
anisotropy is normally beneficial.

Strain hardening must be considered in each proc-
ess. Normally, a high strain hardening will delay the
moment of local thinning and instability and is thus
beneficial, but in special cases, as redrawing without
interstage annealing, a low strain hardening ratio could
be preferable.

The upper and lower yield point in steel can give rise
to easy-glide bands that appear as stretcher strains or
Ltider’s bands. They can be avoided by eliminating the
upper yield point, by a slight reduction (2%) in temper
rolling shortly before the forming process. Too long de-
lay will give the carbon and nitrogen in the steel possi-
bility to diffuse and thereby to recreate the upper yield
point.
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VI. FORMABILITY AND TESTING METHODS

A. Definition

For bulk forming, the concept of workability has been
discussed. Because of high tool stresses, large and inho-
mogeneous flow, risk for catastrophic shear, and internal
and external cracks, a set of tests and workability defini-
tions have been developed. The situation for sheet metal
processes is different.

The tool stresses are typically lower than in bulk form-
ing processes; internal catastrophic shear and internal
cracking are normally exceptions and an external crack
will normally be preceded by a local thinning. The preva-
lent plane stress situation in sheet metal forming proc-
esses means in broad terms that the process limitations
are either caused by excessive compressive stresses or
excessive tensile stresses in the plane of the sheet.

B. Tests

Testing of sheet material for sheet forming processes can
broadly be divided into:

materials testing
simulative testing
friction tests

1. Materials Testing

Uniaxial Tensile Testing

The uniaxial testing of a metal strip is mechanically car-
ried out in the same way as the testing of a round speci-
men, the gripping jaws of course being modified. How-
ever, some very important differences have to be noted.

ISOTROPY AND ANISOTROPY. If a material is
isotropic, it has the same value of its properties in all
direction. An anisotropic material obviously then has
different properties in different directions. One has to
define which properties that are under consideration, a
certain material could, e.g., be anisotropic from the point
of view of strength, but isotropic if one considers thermal
conductivity.

Because of the rolling processes, which are the basis
for sheet metal production, anisotropy is a phenomenon
that must be taken seriously in sheet forming. In the sheet
rolling process, the material is deformed more or less
under plane strain conditions, resulting in mainly thick-
ness reduction and elongation. For calculation purposes
of forces in wide sheet rolling, the influence of the width

increase is normally neglected as a process phenomenon,
and some average of the contact area is chosen.

For sheet material, a very well-defined sort of isot-
ropy/anisotropy is deflned with great importance for
metal forming. This definition of anisotropy deals only
with strains.

We will consider this phenomenon with a tensile test
of a metal strip as reference.

The yield stress is:

(27)

and the principal strains are given by:

(28)

(29)

(30)

where

P=tensile force read on the tensile testing machine
l=momentary length of the considered element
w=momentary width of the test strip
t=momentary thickness of the test strip
l1=original length of the considered element
w1=original width of the test strip
t1=original thickness of the test strip

For an isotropic material, the reduction in thickness is
the same as the reduction in width, so �t=�w and thus
�=-2�t=-2�w according to the equation of volume con-
stancy:

 

For an anisotropic material with different deformatoric
properties in different directions, �t and �w will not be
equal. The anisotropy of a sheet metal is normally deter-
mined by a tensile test and is calculated as:

(31)

If the tensile specimen keeps its width and all deforma-
tion happens as thinning, we obtain R=�, and if the
specimen keeps its thickness and only width is decreas-
ing, R=0.

To describe the anisotropy of a sheet material, tensile
tests in the directions 0°, 45°, and 90° to the rolling di-
rection are carried out. R=R(�) normally has a maxi-
mum or a minimum for these angles. From this data,
two values of anisotropy are defined, called normal
anisotropy  and the plane anisotropy �R.
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is determined as a simple average of the R values in
all eight 45° directions relative to the rolling direction.
One obtains the following expression:

(32)

expressing the difference in ease of deformation between
the average values in the plane of the sheet and the value
normal to the sheet plane.

The plane anisotropy �R expresses the variation of R
in the plane of the sheet. This is calculated taking the
values in all eight 45° directions. One obtains the follow-
ing expression:

(33)

The practical importance of anisotropy is rather large,
so a close control of a certain amount of anisotropy is
beneficial. In deep drawing for instance, the anisotropy
in the plane of the sheet, �R, will give ears on the drawn
cup, resulting in waste of material and uneven wall thick-
ness. One tries to reduce this anisotropy for this reason.
The normal anisotropy, on the contrary, is beneficial, as
it allows drawing of higher cups.

The constants in the Hill anisotropic yield criterion
can be determined using tensile testing in three directions,
�01, �02, �03 determined in the rolling direction, trans-
verse rolling direction, and normal to the sheet plane.
This last determination can be performed by one of the
compression methods described later.

One obtains:

(34a)

(34b)

(34c)

Biaxial Tensile Testing

Biaxial testing or bulge testing is carried out to investi-
gate the behavior of a sheet material subjected to tensile
stresses in two perpendicular directions. It is normally
carried out by clamping a circular disk of the sheet
metal—a membrane—around its rim and subject it to an
oil pressure on one side. The membrane will bulge and
the strain can be measured the central region.

BIAXIAL TENSILE TESTING, EQUAL STRAINING. If
the membrane is circular, the test method is often called
“balanced biaxial testing.” The strains and also the stresses
in the central region can be determined if the strain, the
bulge radius, and the oil pressure are measured during the
bulging. The strain is measured with an extensometer, the
curvature with a spherometer, and the oil pressure with a

pressure gage. Extensometer and spherometer should be
in one integrated unit. The relevant equations are:

(35)
(36)

where

�0=yield stress
ε=equivalent strain
p=fluid pressure
�=radius of curvature
t=sheet thickness
D=momentary distance between the extensometer

contact points
D0=original distance between the extensometer con-

tact points

The bulge will be unstable and start local thinning when
ε=(4/11)(2n+1); that is, for a considerably higher strain
than the uniaxial tensile test. For an n value of 0.25, rep-
resentative for steel, the uniaxial tensile test will become
unstable for �=0.25, but the balanced biaxial test will
give useful data up to �=0.55.

BIAXIAL TENSILE TESTING, UNEQUAL STRAIN-
ING. If the circular die is substituted with an elliptic die,
the strains will not longer be equal in the longitudinal
and the transverse directions. The strain in the transverse
direction will be larger than the strain in the longitudi-
nal. With a circle grid etched or photographed on the
surface, this can be used for formability measurements,
as discussed later in Formability Testing.

Compression Test

Two compressive tests for sheet material should be men-
tioned—the multiple layer upsetting test and the plane
strain upsetting test.

MULTIPLE LAYER UPSETTING TEST. The multiple
layer upsetting test can be used as a substitute for the
biaxial balanced tensile test, if the objective is to obtain
stress-strain curves, but useless for experimental deter-
mination of instability. However, this condition can be
calculated in the actual situation from the experimen-
tally determined value of n.

The test is useful when the sheet pieces are too small
for a tensile test or a balanced biaxial test. It can give
stress-strain curves up to considerably higher strains than
the tensile tests.

The test is carried out by taking a number of small
blanks possibly with a small hole punched in the center
of the blanks and stacking them to a cylindrical slug of
dimensions 1<h/D<1.5. In a press or testing machine, the
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stack is then upset as a normal solid slug for bulk forming
upsetting with measurement of force and displacement.
The slugs are held concentric by a pin in the lower tool
and the upper tool has a corresponding hole in it to accept
the pin as the upsetting proceeds.

The test relies on that the strain condition in com-
pressing a flat blank between frictionless tools is exactly
the same as the condition in a balanced biaxial test. From
Eqs. (14) and (20) in Chap. 1, it is seen that adding or
subtracting the hydrostatic stress component σM [Eq. (16),
Chap. 1] in the von Mises yield criterion does not influ-
ence the value of the yield stress.

In the uniaxial tensile test σM has the value (�0+0+ 0)/
3= �0/3; in the balanced biaxial test, the value is ( �0+�0+0)/
3=(2/3) �0.; in the multiple layer up-setting test, the value
of �M is (-�0+0+0)/3=-�0/3.

This difference in hydrostatic stress component of [(2/
3)�0-(-�0/3)]= �0 will only have negligible influence on the
stress-strain curve.

PLANE STRAIN COMPRESSION TEST. The plane
strain compression test (the Watts and Ford compression
test) was originally developed to establish stress-strain
curves for the rolling process.

Even if rolling is normally considered a bulk forming
process, the test is developed for establishing the stress-
strain curves for sheet material, and therefore should be
mentioned here.

Two flat tools are pressed into a sheet strip that has
a width w at least six times as large as the tool contact
breadth a in order to secure a plane strain deforma-
tion (Fig. 36). The proportion between the breadth of
the tool a and the thickness of the sheet h should sat-
isfy the inequality 2<(a/h)<4. The reason for this is the
following:

If a=h, the upper bound field is a simple cross under
45°, similar to the slip line field shown in Chap. 1, Fig.

23. The necessary pressure at this moment is 
or 1.15 times the uniaxial yield stress.

 The value of the yield stress in plane strain  is often
written 2k.

When the compression starts, this “forging cross” will
distort, and an upper bound model of the situation will
just show a gradually flattening cross, as shown for the
situation (a/h)=1.41, when the upper bound model pre-
dicts a switch to two narrow crosses. The dimensionless
pressure at this moment is .

From here, the dimensionless pressure will decrease
until the situation can be described with two right-angle
crosses for a=2h and again giving . The two
crosses are gradually flattened until they, for the (a/h)
value of 2.44, flip over from two wide to three narrow
crosses. At this moment, . The three narrow
crosses go through the right angle geometry at a=3h and
here again .

The mechanism of flattening crosses and flip over to
one cross more is repeated, and this shift from three to
four occurs at (a/h)=3.46 with a .

To avoid the first pressure maximum, it is recom-
mended not to start the test for a=h, but for a=2h.

When a reaches 4h, friction starts to play a role. As
shown in Chap. 1 in the description of the slab method,
the parameter constellation of µ(a/h) plays an important
role in the determination of the contribution of friction
to the measured pressure [see, e.g., Eq. (23) in Chap. 1].
In this case, forging between flat anvils in plane strain
the dimensionless mean pressure can be written as:

(37)

A coefficient of 0.01, which is rather low and very diffi-
cult to obtain, and requires polished tools and careful
lubrication will thus give an error of 2% for an (a/h)=4.

In this way, there commended window of 2<(a/h)< 4
is determined.

In the testing process, one starts with a tool twice as
broad as the thickness of the strip. This tool pair is used
for the first reduction in compression to half thickness.
Now the tool is exchanged to a second tool with half the
breadth of the first tool, and compression goes on to 1/4
of the original sheet thickness. Now a new tool with yet
half breadth can be inserted and so on. Thus a plane
strain compression test can be carried out keeping (a/h)
between the recommended limits.

It must be remembered that the equivalent strain in
this test must be calculated as

(38)Figure 36 Plane strain compression test.
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and the uniaxial yield stress must be calculated as

(39)

Here h1 is the original thickness of the sheet and b is the
width of the sheet.

Instability in Tension

When treating sheet metal processes, where stresses are
predominantly tensile, it is necessary to go a bit deeper
into what happens at the point of necking in the tensile
test than when treating bulk forming processes.

INSTABILITY IN A ROUND TENSILE SPECIMEN. For
simplicity, we will start with reviewing the tensile testing
of a cylindrical rod.

For this rod being tested in tension, the yield stress �0

increases but the cross-sectional area A decreases. The
tensile force F can be written as

(40)

At some point of the testing, the decrease of area wins over
the strength increase, and at this moment the engineering
stress-strain curve shows a maximum, (Fig. 12, Chap. 1).

Here we have

(41)

Constancy of volume V gives

(42)

l being some defined length on the specimen.
At the maximum of the engineering stress-strain curve,

we thus can write the following two equations:

(43)

(44)

which easily give

(45)

or

(46)

The importance of this equation becomes clear when it is
combined with the power law hardening expression given
in Eq. (21) in Chap: 1. One obtains:

(47)

or

(48)

The value of the strain hardening exponent n lies be-
tween 0 for a non-strain-hardening material, where the

instability in a tensile test sets in immediately and 0.4/
0.5 for very fast strain hardening materials. Steel and
aluminum lie somewhere in the middle of this range,
annealed qualities having higher n values than work-
hardened.

The fact that necking starts when the longitudinal
strain reaches the value of n is a serious limitation for the
use of tensile testing as a material test for forming opera-
tions. In the area of bulk forming, curves for strain hard-
ening at higher strains can be obtained by upsetting of
circular cylinders and measuring deformation force plus
the axial deformation. The friction problems mentioned
in Chap. 1 can be overcome by special measures, as, e.g.,
by the Rastegayev method, where a shallow depression
in the end surfaces of the specimen are filled with, e.g.,
paraffin or stearin.

Another approach using tensile testing is to repeat-
edly use the wire drawing process and after each reduc-
tion cut a suitable length of the wire and subject this it to
a tensile test. Arranging the resulting stress-strain curves
on a common strain axis, where the starting point for
each curve is the accumulated strain up to that point,
possibly with the addition of redundant strain, can give
reliable stress-strain curves.

The same approach can be used in sheet metal testing
using the rolling process + tensile testing of rolled strips
instead of wire drawing. It has to be remembered that
the rolling is carried out under plain strain conditions
and the subsequent tensile testing under uniaxial condi-
tions.

INSTABILITY IN A STRIP. As in the case of the rod,
the homogeneous deformation of a strip in tensile test-
ing will only be possible as long as the strain hardening
can compensate for the decreasing area. The decrease
of area will invariably win this tug-o-war, and the de-
formation will change from homogeneous into necking
with local deformation. The deformation will be con-
centrated in the neck, the deformation force will de-
crease and consequently the plastic deformation in the
remainder of the test piece will stop. The necking will
take the shape of a straight shallow ditch with the bor-
ders along a direction where no deformation exists. If
the width was constant (R=�), this would be a straight
line along 45°. However, for an isotropic material, the
decrease in width will be equal to the decrease the thick-
ness. Calculations show that this direction will lie un-
der the angle 	=35.3° from horizontal if the tensile di-
rection is vertical.

Obviously, the value of this angle will be dependent
on the value of R.
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It can be shown that:

(49)

which gives the above angle for R=1.

INSTABILITY OF A THIN-WALLED SPHERE. A hol-
low thin-walled sphere with wall thickness t and radius r
is loaded with an internal pressure p. Assume that the
stress �r in the thickness direction is compressive and equal
to -p. Along the shell surface, the stress is everywhere
tensile an has the value ��=�	. As no shear stresses exist,
��, �	, and �r must be principal stresses, � and 	 being
two orthogonal directions in the shell surface.

Equilibrium of a small circular part of the shell sur-
face gives:

(50)

or

(51)

or

(52)

If t/r is small, say 0.01–0.02, the influence of �r in the
yield criterion [Eq. (14) in Chap. 1] is negligible and we
can safely write:

(53)

We will assume that the criterion for instability can be
considered as dp/d�=0.

This means that the sphere becomes unstable and keeps
expanding when a certain inner pressure is reached, even
if this is not further increased. Calculations will give:

(54)

or, using the power hardening law:

(55)

Testing Conditions

Care should be taken to carry out the testing in conditions
as close to the process conditions as possible. This is not
only relevant for strain rate but also for temperature, even
if a process as well as tensile testing is carried out at room
temperature. In studying the deformation of a titanium
alloy sheet for a heat exchanger, it turned out that tensile
testing in free air gave much too low yield stresses to be
reliable in the process analysis. The reason was that the
close contact between the thin titanium and the very large

heat sink created by the pressing tool gave almost isother-
mal conditions, but the testing of the titanium strip in air
resulted in a very hot specimen. Testing the strip submerged
in a water container solved the problem.

Formability Testing

A very important way of describing the deformatoric
properties of a sheet metal is developed in the so called
formability diagrams or forming limit diagrams (FLD).
These diagrams are based on a plane coordinate system,
where the abscissa shows the minimum strain �min and
the ordinate is �max (Fig. 37). Below the lower full line, no
fracture will occur. Above the upper full line, fracture is
certain. The first quadrant in the diagram describes con-
ditions where �min and �max are both positive: There are
tensile stresses everywhere in the plane of the sheet. This
area is called the stretch forming area. Thus the balanced
biaxial tensile test will be represented by a straight line
going upward from origo under 45° (slope +1) dividing
the first quadrant in two equal sectors.

In the fourth quadrant, the strains are of opposite sign,
and this is called the draw forming area. Thus a pure
isotropic tensile test will be depicted in a straight line
through origo under 26.6° (slope -2).

The vertical axis �min=0 describes forming conditions
(stretching) at right angles over a long ridge in the form-
ing tool.

The strains are measured by a circle grid applied on
the surface of the sheet to be tested, as described in Sec.
IV.B. When a crack appears, the strains are measured
and the coordinates marked in the diagram. Thus the

Figure 37 Formability diagram.
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points for the balanced biaxial test and the uniaxial test
are easily found.

For intermediate points in the FLD curve, the ellipti-
cal biaxial test discussed in “Biaxial Tensile Testing, Un-
equal Straining” can be used.

A modification of the Erichsen test described in be-
low (see “Erichsen Test”) can also be used. The conven-
tional Erichsen test will give balanced biaxial condition
on the top of the sphere, but if rectangular sheet speci-
mens with smaller width than the ball diameter are used,
condition between balanced biaxial state and uniaxial
condition can be obtained. The ball diameter should be
larger than in the standard Erichsen test.

2. Simulative Tests

The philosophy behind the simulative tests is that they in
a simplified way are supposed to simulate different sheet
metal forming processes and thereby facilitate the selec-
tion of the right material. The simulative tests are named
after their initiators: Erichsen, Olsen, Fukui, Swift, Sachs,
etc. The two most well-known tests are the Erichsen test
and the Swift test.

Erichsen Test

The Erichsen test, schematically shown in Fig. 38, is a
stretch forming test. A circular blank from the material
that is going to be tested is clamped between a die and a
blank holder with a force of 10 kN. A spherical punch is
pressed down into the blank and the travel length of the
punch before fracture occurs is measured. This travel
length, measured in millimeter, is a characteristic property
of the sheet metal: the Erichsen number. A high Erichsen
number indicates a good “stretchability.”

Swift Test

The Swift test, schematically shown in Fig. 39, is a deep-
drawing test. A series of blanks with increasing diam-
eters are cut out of the sheet metal in question. Blanks
with steadily increasing diameters are deepdrawn, and
at one point a diameter is reached, where the punch

penetrates the not yet completely drawn cup. In this
way, the maximum drawing ratio ßmax is found. ßmax is
defined as the ratio between the largest blank diameter,
D0,max, that can be drawn without fracture and the punch
diameter d1. A high Swift number indicates a good
“drawability.”

3. Friction Tests

The ring test described in Chap. 1, Sec. VI.B.4, can in
principle be used for sheet metal forming, but as the
thickness of the sheet normally is rather small, say 1–3
mm, the dimensions of the ring become very small.
Furthermore, interface pressures between sheet and tool
in sheet metal forming are normally below the yield stress
because of the tensile stresses that as a rule exist in the
plane of the sheet, and sliding lengths in sheet forming
operations are often large compared with the sliding
lengths in the ring test. This test is consequently avoided
in sheet metal friction testing.

Here two types of test are predominant, the plane strip
tests without deformation and strip tests with bending
under tension.

Strip tests without plastic deformation have been
developed with varying geometry (Fig. 40). To avoid
misleading results caused by the lubricant being scraped
off by a sharp edge or caused by misalignment of the two
sliding shoes, hinged versions have been used. If a back
tension is applied, the friction coefficient changes.

For tests with bending under tension, two versions
have been used: the die ring simulating test and the draw
bead simulating test.

The die ring simulating test is shown in Fig. 41a, b. If
the radius is small, a considerable amount of the measured
drawing force is caused by the bending and unbending of
the strip. This can be measured and subtracted by using a
free rotating roll as die in a second experiment (Fig. 41b).Figure 38 Erichsen test.

Figure 39 Swift test.
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The draw bead simulating test is schematically shown
in Fig. 42. It is one of the most used simulative tests in
sheet metal forming. In the test, a strip of the sheet is
pulled through the draw bead simulator, and is going
through several bending and unbending steps. This force
has to be measured and separated by exchanging the fixed
draw beads with free rotating rolls.

The drawing force and the tool separating force C
has to be measured to determine the friction coefficient.

VII. DEFORMATION MODELING METHODS

In Chap. 1, dealing with bulk forming processes, the main
modeling methods have been described and there is no

need to repeat that here. Because of the great variety of
process configurations in sheet metal forming, all of them,
the slab equilibrium, the slip line method, the upper bound
method, and the finite element simulation, have been used.
Early literature was much based on the slab equilibrium
method because of the rather homogenous deformation
in many of the processes, but slip lines and load bound-
ing were also used. Interesting work has been performed
using the slip line method to design the shape of the blanks
for noncircular deep-drawing processes.

These “classic” approaches should not be neglected,
as the feeling for the mechanics of the processes in a
very high degree relies on them. The basic understand-
ing created by these methods is extremely valuable
whether the task is to select a process, design it, estab-
lish the diagnosis and the cure for failures in it, or it
comes to designing experiments or appraising the re-
sults of a simulation.

At present, almost all process simulation and modeling
is carried out using different FEM software packages, an
area that in sheet metal forming really has been develop-
ing fast. Especially the development of, e.g., high-strength
sheet materials, new nonferrous alloys, study of nonlinear
strain paths, and the use of tailored blanks (laser-welded

Figure 40 Friction simulation tests without plastic deformatioh.

Figure 41 (a) Die ring simulative test. (b) Profile radius
replaced by roller. Figure 42 Draw bead simulative test.
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blanks with different material qualities, different thick-
nesses, etc.) have put very large demands on new soft-
ware, and much work has been spent on the develop-
ment of this.

The forming of high-precision miniature components
has also stimulated this development.
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I. INTRODUCTION

Rolling as a metalworking process dates from just over
500 years, the time at which it may have been developed
from mills used to extract sugar from sugarcane. The
earlier recorded designs of rolling mills were made by
Leonardo da Vinci; these sketches are thought to have
been made between 1480 and 1490, but there is no
evidence that they were actually built. The drawings can
be found in the Codex Atlanticus and Manuscript B,
kept at the Biblioteca Ambrosiana in Milan and in the
Institute de France in Paris. Two different designs appear
in this last document; a model of one of them, a two-
high mill for the production of 300-mm-wide tin strip,
is exhibited in the Museo Leonardiano di Vinci at Vinci,
Italy. The second design is that of a four-high mill.

Not a single mention to rolling appears in De Re
Metallica, first published by Agricola [1] in 1556,
although the reference of hammering to produce flat
plates and strips is made, and this may be indicative of
the novelty of this process. Rolling became more
common around mid- and late 16th century as different
European states used it to produce gold and silver strips
of even profile and thickness, which were used for
coining and minting [2]. The need for long iron products,
such as nails and bolts, during the Industrial Revolution
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provided for the development of slitting mills, in which
a piece of flat-hammered iron passed between a pair of
rotating disc cutters. It was normal practice to feed the
strip by means of rotating rolls [3, 4]; a plate of such a
mill is illustrated in the Encyclopédie [5].

The energy required to rotate the rolls and deform
the metal in earlier mills was supplied either by the
operators or by horse gins [5]. The Industrial Revolution
required great amounts of iron in several shapes and
sizes, and this promoted the installation of rolling mills
in sites formerly occupied by wheat mills (therefore the
name used up to now) to take advantage of the water
wheels available in rapid flowing rivers. Steam machines
were also used for rolling; at the beginning, they were
limited to pump water from reservoirs located at
different heights, making it possible to install rolling
mills in sites far away from rivers, and, later on, they
were used to impulse the mills [2–4]. An example of
such a case is the mill installed at Teplitz, Czech
Republic, commissioned in 1892, and it may be
considered the first modern hot strip steel mill. It had
two steam machines, one used to drive two roughing
mills, whereas the second machine was used to drive
five finishing stands. Unfortunately, this mill was phased
out in 1907, as the machines were not able to roll fast
enough to avoid chilling of the stock [6, 7].
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II. EQUIPMENT

Deformation is carried out in rolling by a series of
rotating cylindrical or conical tools called rolls. The tools
that contact the workpiece are called work rolls, whereas
cylinders that support or provide flexural strength to
them are called backup rolls. Rolling mills can be
classified either by the number or type of rolls being used,
by the shape of the final product, by the way or
temperature at which the process is carried out, etc. Full
description of different mill types, configurations, and
facilities, as well as other ancillary equipment, can be
found elsewhere [3, 6–12], so a brief description will
follow.

A. Mills

It was mentioned before that the term mill, used to
describe either the individual stands or whole continuous
lines, was derived from wheat or sugarcane mills, as the
new process was installed in sites occupied by the formers
to use the power of available water wheels. A mill stand
is the individual piece of equipment capable of carrying
out the deformation. It may comprise work and backup
rolls, machines or engines that provide the power,
mechanical parts that provide for rigidity, and any other
ancillary equipment needed to obtain the desired shape,
profile, or thickness.

A continuous mill is obtained when a series of stands
are put together to deform the workpiece in a sequential
manner. Figure 1 shows a schematic diagram of a six-
stand continuous mill used to roll steel strip at
temperatures above 850°C (hot rolling). The individual
stands are of the four-high type, as each of them contains

two work and two backup rolls; each pair of work rolls
is impulsed by an electric motor. The temperature of the
workpiece is recorded by pyrometers located towards the
entry and exit sides; the descaler located after the entry
pyrometer removes the high-temperature oxide crust that
has been formed during reheating or in between previous
rolling passes. A characteristic of rolling, as will be seen
later, is that the speed of the workpiece increases as its
cross-sectional area is reduced to maintain a constant
mass flow, but since the width of the strip does not change
while being processed (due to plane strain conditions),
the reduction in thickness imparted at each pass produces
an equivalent increase in speed. Therefore multistand
continuous mills require a series of electro-mechanical
devices, known as loopers, that have the function to
control the rotating velocity of the work rolls and
maintain the tension between stands within narrow
limits. Every rolling stand has a series of headers that are
used to control and maintain the temperature of the work
rolls within certain limits; this is done to reduce the risk
of damaging them and to avoid distortion of the roll gap.

A characteristic of the mills such as the one shown in
Fig. 1 is that the material being deformed flows in only
one direction. Reversible mills, on the other hand, are
those in which the flow of material is reversed after one
pass is completed. Figure 2 shows an example of a single
reversible mill used for cold rolling of flat steel. The stand
is of the four-high type; two down-coilers maintain the
tension required to deform the material. The headers
shown in the diagram are not only for controlling the
work rolls temperature, but also for providing the means
for lubrication at the roll gap.

Figure 3 shows the diagram of a cross-country mill
used to obtain nonflat hot-rolled products. All the work
rolls in this mill are impulsed by one motor, so it is not

Figure 1 Example of a six-stand continuous mill.
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possible to change or control the rotating speed of each
pair of work rolls; therefore the changes in the length of
the bar as it exits each stand are accommodated by
looping. The individual stands of the mill shown are of
the three- and two-high type, as they comprise three or
two work rolls; the flow of material is reversed in three-
high mills by deforming the stockpiece between different
pairs of work rolls.

Figure 4 shows a series of common configurations of
stands used for rolling flat products. Most of these
designs have only two work rolls, the exception being
the three-high and the planetary mill; the number of
backup roll, as well as the complexity of the design,
increase as the requirements for thinner gages and
dimensional quality augment. Most of the stands shown
in this figure can be found being used in continuous or
reversible operations. Exceptions are the three-high mill,
which is always reversible (the workpiece is rolled in one
direction between the central and one of the other work
rolls and in the other direction between the central and

the opposing roll), and the planetary mill, which is used
in tandem with a two-high stand, that feeds the stock
into the mill. Another characteristic of the work rolls in
the planetary mill is that they rotate against the direction
of rolling [13].

B. Rolls

The rolls are the principal tools used to deform the metal.
They can be made of different types of materials, ranging
from highly alloyed steels to cast irons; the steel rolls can
be either cast or forged. The work rolls used in high-
speed and wear conditions, such as the ones encountered
when steel reinforcing bars are being produced, or in
which dimensional quality is of paramount importance,
can have inserts made of sintered carbides [14]. Casting
of rolls can be static or centrifugal; pouring can be carried
out with a single or multiple melts. All the rolls are heat-
treated either to reduce the residual stresses generated
during their processing or to obtain a given hardness
profile [15, 16]. The operational life of work rolls is short,
as their required values of hardness are limited to a
narrow superficial layer or skin, dropping towards the
center of the roll. All the rolls have to be machined or
rectified after a rolling cycle or campaign. This is done
either to eliminate any damage or residual stresses that
may have been generated during processing or to restore
their profile, which was lost as the surface wears out [17].

Hot rolling of steel is carried out at temperatures
above 700°C, conditions that subject the work rolls to
thermal shock and to mechanical and thermal fatigue and

Figure 2 Diagram of a reversible cold-rolling mill.

Figure 3 Schematic diagram of a cross-country mill.

Figure 4 Different configurations of stands used for rolling
flat products.
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promote the formation of the so-called fire cracks, which
may propagate to the interior of the roll producing its
breakage or spalling [18, 19]. Contact with the workpiece
also promotes the oxidation of the work roll surface [17–
21], and, if cracks are present, oxidation may proceed
within the cracks, promoting high wear rates [22].

Another problem encountered at these working
temperatures is that caused by the oxide layer formed on
the steel surface, which is hard and brittle and promotes
wear of work rolls [23]. Cold-rolling work rolls are not
subjected to these high wear rates, as it is normal practice
to remove the oxide layer before processing the steel and
to use lubricants during rolling; however, they are
subjected to thermal and mechanical cycling [7].

C. Ancillary Equipment

The equipment needed for rolling is more than the stands
or the work rolls; for instance, production of thin gage
strip, characteristic of cold rolling, requires tension, and
this is provided by coilers and bridles in individual mills
or by controlling the speeds of different stands in
continuous mills. Tension can also be applied during hot
rolling in a continuous mill to reduce the separation
forces in a given stand, although this is not a common
practice due to the possibility of reducing the width of
the strip. The forces and tensions developed during
rolling are recorded by different types of load cells [12].

Water is used in hot rolling of steel to control the
temperature at which the strip is coiled at the end of the
run-out table; the water from the cooling headers may
be sprayed at high pressure or may establish a laminar
flow [24, 25]. Water headers are also installed in modern
hot rolling mills to provide for interstand cooling and
control the rolling and finishing temperatures [26].

Most of the ancillary equipment installed in strip mills
have the function to assure the dimensional quality of
the rolled product. Shape of the strip can be controlled
by machining diverse profiles into the work rolls; by use
of roll bending or roll shifting systems, control of the
actuators is achieved in real time with the aid of
mechanical or optical shape meters. Changes in width of
the strip can be recorded by optical means, and such
measurements can be used to feedback edging mills or
presses. Variation of the thickness, either at a fixed point
or along the width of the strip, can be recorded either
with x-ray or gamma-ray sources; these measurements
are also used to feedback automatic gage control systems
that are based on the elastic characteristics of the stand
and assembly [12, 27].

III. ROLLING MECHANICS

As was mentioned before, rolling is carried out by direct
contact between rotating working tools and the stock or
workpiece. Two different conditions can be considered.
The first one is that in which the width of the stock does
not change, which is normally assumed to be the case of
flat products, and the second one is that of long products,
in which longitudinal changes are accompanied by lateral
spreading.

A. Flat Products

Figure 5 shows a schematic diagram of the geometric
conditions existing during flat rolling [6–8, 10–12, 23,
27, 28]. The initial thickness of the strip hb is reduced to
ha by the pressure exerted by two work rolls of radius R,
rotating at a constant angular speed (ω). The reduction
of height or draft is identifled as �h, the rolling or contact
angle is identified by �, and the arc of contact (L) is given
by:

(1)

but as �h is small, the second term within the parenthesis
is normally neglected. The average thickness  during
rolling can be calculated by:

(2)

The width (w) of the strip remains constant during rolling,
as deformation proceeds in plane strain conditions,

Figure 5 Schematic diagram of the geometry of the roll
bite.
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causing a continuous increment on the strip speed during
rolling, as the mass flow has to remain constant:

(3)

where va and vb are the delivery and the entry speed of
the strip, respectively. hn is the thickness at the neutral
plane that corresponds to the position at which the
velocities of the strip and that of the work rolls are equal.

The force per unit length (P/w) required to roll a
material can be calculated by:

(4)

where Qp is a geometrical term and �– is the average
strength of the material that is defined by:

(5)

where the integral represents the area under the
corresponding stress-strain curve. Evaluation of the
magnitude and dependence of Qp with respect to various
rolling and geometrical parameter is the aim of different
rolling theories [6–8, 10–12, 27, 28]. Figure 6 shows, as
an example, the variation of Qp with respect to the pass
reduction for different ratios of the radius of the
deformed work rolls (R’) over the exit thickness of the
strip assuming adhesive friction at the work roll-strip
interface [29].

The pressure (pr) exerted by the material on the work
rolls causes the elastic deformation of the work rolls,
which translates as an increment of projected length of
contact from L to L’ (see Fig. 5). The apparent radius of

the work roll R’ can be calculated assuming that the
deformed arc of contact maintains an elliptical shape
[30]:

(6)

where C depends on the elastic properties of the material
used as work roll:

(7)

where E is the Young’s modulus of elasticity and v is the
Poisson’s ratio. The value of C for steelwork rolls is of
around 2×10-5 mm2/N.

The torque (�) required to drive the work rolls and
deform the material can be calculated assuming that the
separation force (P) is concentrated at a level arm (a)
which is a fraction of the projected arc of contact length
[6–8, 10–12, 27] (Fig. 7):

(8)

where the number 2 comes from having two work rolls.
The fraction (a/L) of the projected arc of contact length
can also be associated with geometrical parameters [31–
33] (Fig. 8).

B. Long Products

A series of products such as rail, beams, bars, and wire
rods are manufactured by rolling them through a series
of work rolls in which different shapes are machined into
them. All these products are rolled from an initial round
or square bloom or billet into the desired shape

Figure 6 Variation of Qp for hot rolling of steel assuming
adhesive frictional conditions. (From Ref. 29.)

Figure 7 Diagram showing the method used to calculate
the torque during rolling.

Copyright © 2004 by Marcel Dekker, Inc.



Colás et al.52

by passing them through calibrated work rolls. The
sequences of passes required to obtain a given product
are traditionally established by empirical trials [3, 8, 9],
but the development of new mathematical formulations
coupled with cheap and powerful computers has opened
this field to improvement [34–36].

The main differences between rolling flat and long
products are the lateral spreading involved in the changes
of shape and the area of contact between the work rolls
and stockpiece. Figure 9 shows an example of the change
in geometry involved in an oval to round pass. The total
reduction involved in the pass has to be expressed in
terms of the cross-sectional areas of the start (oval) and
final (round) products, as the pass involves a reduction
in thickness, ∆t, and a positive spreading, ∆w.

It is worth noticing that the area of contact between
work rolls and the piece follows an elliptical shape (Fig.
9c), as the oval only touches one point in the periphery
of the work roll as it gets in contact with them; but, as
deformation progresses, different regions of the formerly
oval will touch the work rolls. This contact conditions
imply that the radius of the work roll will change from
Rc, at the central point, to Re, at the edges.

Roll pass design is critical in rolling long products, as
it is normal practice to invert the direction of reduction
and spreading after each pass. Such sequence of
successive spreading and reductions may cause superficial
longitudinal defects if the material is allowed to spread
beyond the cavities machined into the work rolls in a
given pass. In such a case, a pair of protrusions may be

generated, and, when compressed in the following pass,
they will fold against the surface of the product leaving a
couple of seams.

C. Frictional Effects

Friction is required in rolling to feed the stockpiece into
the roll bite. Figure 10 shows a diagram in which the
horizontal components of the frictional (F) and radial
(Pr) forces are drawn. Rolling can only succeed if the
horizontal component of friction is higher than the
opposing radial force component that results from the
resistance to deformation:

(9a)

or

(9b)

where � is the roll bite angle (see Fig. 5).
The maximum draft (∆h) that can be achieved in a

given rolling pass depends on the radius of the work roll
and on the frictional conditions at the interface, and it
can be deduced from Eq. (9b):

(10)

where µ is the friction coefficient at the work roll-
stockpiece interphase. The minimum exit thickness (hmin)
that can be obtained in a strip depends on the average
strength of the material , defined by Eq. (5), the
magnitude of the friction coefficient, and the elastic
properties of both work roll and stockpiece [37, 38]. An
expression to calculate hmin is [37]:

(11)

where A is a coefficient that takes a value between 7 and
8, Er and vr are the values of the Young’s modulus and
Poisson’s ratio of the work rolls, respectively, and σt is
the tensile stress (if any) applied to the rolled piece during
its processing. Equation (11) implies that thin strip can
only be rolled in mills with work rolls of very small
diameter, made of alloys that posses a high Young’s
modulus.

The direct effect of an increase of the friction
coefficient is that of increasing the separation forces
registered and the power requirements during rolling.
Figure 11 shows the pressure distribution along the arc
of contact calculated for a 20% cold reduction of low-
carbon steel strip of 1-m width. The formulation used in

Figure 8 Variation of the fraction of the projected arc of
contact length (a/L) as a function of the ratio of the work
roll radius over either the final thickness or the average
thickness of the strip. (From Refs. 31–33.)
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Figure 9 Schematic diagram of the change in shape that takes place in an oval to round pass. The traces of the contact
area are drawn with thicker lines.

Figure 10 Horizontal components of the frictional and
radial forces encountered during rolling.

Figure 11 Pressure distribution along the arc of contact
computed for cold rolling of steel. (From Ref. 39.)
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the computations was that proposed by Bland and Ford
[39]. The radius of the work rolls was set at 170 mm, the
entry (hb) and exit (ha) thickness were 2.54 and 2.03 mm,
respectively, and the contact angle (α) was 0.0547 rad
(3.14°). The constitutive equation for the steel was that
given by a power relationship:

(12)

with k and n equal to 530 MPa and 0.26 [40],
respectively, and the yield strength (�y) was calculated to
be equal to 216 MPa. In all cases, the delivery or exit
side was set at the origin, with the contact angle
increasing in a clockwise sense taking Fig. 5 as reference.
The left-hand side diagram of Fig. 11 shows how the
pressure distribution increases, and its peak (that
corresponds to the position of the neutral plane) moves
towards the entry position as the friction coefficient
augments, whereas the diagram on the right-hand side
shows how the friction hill is reduced, while the neutral
plane moves towards delivery, as the tension applied at
the entry increases. Further reductions of the radial
pressure, coupled with the displacement of the neutral
plane towards the entry side, can be achieved with the
increase in tension on delivery.

The friction coefficient can be reduced during rolling
by using liquid emulsions of different formulations and
by increasing the rolling speed [7, 12, 23], but care has
to be taken with geometrical changes that may take place
at the roll gap due to the reduction in the separation force,
which may propitiate shape defects [7]. It can be assumed
that friction during hot rolling of steel is sticking [10–12,
23, 29], although it can be reduced with lubricants [12,
23]. Recent work carried out in modern hot rolling mills
designed to impart large reductions at high speed
indicates that the friction conditions change from sticking
to sliding as a result of oxidation or oxide transfer to the
work roll surfaces or to pulverization of the oxide crust
grown in the steel strip surface [41, 42].

D. Dimensional Control

The most important quality attributes for commercial
grade steel strip are those related to surface appearance
and dimensional consistency. Most of the superficial
defects of rolled strips can be traced back to teeming or
casting incidents, or the inadequate removal of high-
temperature oxides during hot rolling (descaling), and
will be dealt with in further sections. Dimensional control
refers not only to the consistency in gage (thickness) and
width along the length of the strip, but also on how the

cross-sectional profile varies with rolling to avoid shape
defects.

The longitudinal variation of the strip thickness can be
recorded with x-ray or gamma radiation sources located
at different points within the rolling line. The gage can be
measured at a fixed position, normally at mid-width of
the strip, or at different positions across the width.
Changes in gage across the width (profile) can be recorded
by mounting both source and detector on a “C” shape
device that traverse the width of the rolling line when a
strip is being produced. The gage readings are used to
feedback closed-loop automated gage control systems.
Periodic variation in gage along the strip can be attributed
to eccentricities of rolling bearings or rolls. Gage changes
in cold-rolled strips can be due to variation of rolling
speeds, whereas those in hot-rolled bands can be attributed
to variation in temperature [7, 10–12, 27]. Figure 12
shows, as an example, the variation in thickness (specified
by the deviation from the expected one) recorded in a low-
carbon strip that resulted from the temperature fall from
front to back end and from the cold spots produced by the
skids installed in the reheating furnace used.

Strategies and practices to assure the width of strips
have changed with the advent of continuous casting.
Universal or slabbing mills were used to break the cast
structure in ingots and provide for hot rolling slabs. These
mills were necessary due to the inconvenience of having
more than three or four different sizes of ingot molds
which cast the steel. The slabs produced were left to cool
down to room temperature, inspected for any
imperfection, so any superficial defect was removed
before the slab was charged into a reheating furnace. The

Figure 12 Variation in thickness along the length of a
strip that resulted from thermal gradients.
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rolling mills had a series of edging stands that were used
only to assure that the width was within specifications
[12, 27, 43].

Continuously cast slabs have replaced those obtained
from ingots in most rolling operations. This was due not
only to the higher yields that can be obtained in
continuous casting, but also due to their higher
homogeneity and surface quality [9]. The difficulties that
arise when changing the width of slabs during pouring
had resulted in the installation of universal roughing and
edging mills or sizing presses within rolling lines. The
slabs fed into reheating furnaces are more or less of
constant width, so that the required width is produced
by edging mills or sizing presses; width meters installed
in rolling mills are used to feedback and control these
devices [12, 27].

Production of strip by rolling is carried out in plane
strain, i.e., the width of the strip remains constant,
although lateral spreading may occur depending on
geometrical conditions [8, 10–12, 27, 44–46]. Shape
defects, identified by the presence of waves or buckles
along the width, may develop during rolling when the
in-going profile of the strip is inconsistent with the
geometry of the roll gap. In such a case, some regions of
the strip are deformed to a greater extent than in others,
producing local elongations that transform into waves.
This problem is more accentuated in thinner gages, as
the force required to bend the strip is proportional to the
momentum of area of the cross section, and thicker gages
are able to spread more easily [8, 10–12, 27].

It is normal practice to refer to the profile by its
crowning (c), which is defined as the difference in
thickness at mid-width and at a point close to one of the
edges. Problems in shape may develop in a given pass
when the reduction in crowning is not consistent with

the reduction in thickness. A shape criterion was
developed in terms of the change in the in-going and
outgoing crown over thickness ratios [47, 48]:

(13)

where ha is the exit thickness (see Fig. 5) and w is the
width of the strip. The change in the crown-over-
thickness ratio, ∆(c/h), is given by:

(14)

where the subindexes a and b refer to the outgoing and in-
going profile, respectively. Figure 13 shows the graphic
representation of the shape criterion expressed by Eq. (13).

IV. METALLURGICAL PHENOMENA

Steels constitute a versatile group of engineering alloys
with more applications and uses than any other type of
materials. The reason behind this is the various types of
microstructures that can be obtained by alloying or
processing. The main constituent in steels is iron, which
crystallizes in two types of structures: body-centered
cubic (BCC), stable either at temperatures above 1486°C
or below 910°C, and face-centered cubic (FCC), stable
at the intermediate range, causing a series of allotropic
solid-state transformations. Figure 14 shows the
calculated change in length of a piece of iron as it is
heated up [49–51].

Figure 13 Graphical representation of the shape criterion
represented by Eq. (13).

Figure 14 Crystallographic structures and changes in
elongation as a function of temperature for pure iron.
(From Ref. 51.)

Copyright © 2004 by Marcel Dekker, Inc.



Colás et al.56

A. Casting

Almost all steel destined to be rolled into flat products,
and a big proportion of long products, is cast in a
continuous way. Up to the advent of this later process,
steel was poured into open top or bottom ingot molds
that were reduced in high-lift or slabbing mills to obtain
flat products. Most of the commercial grades were of the
rimming type, so-called due to the carbon monoxide
evolution concurrent with solidification that forms an
almost pure iron rim around the ingot surface. Production
yield of this material was close to 90%, as most of the
contraction due to solidification was counter-acted by
trapping carbon monoxide into blowholes. Steels with
carbon contents higher than 0.15% or alloyed with strong
carbide or oxide-forming elements (such as silicon,
aluminum, niobium, titanium, etc.) were deoxidized and
cast into hot top molds. Yield of these materials varied
from 80% to 85% due to contraction and crop losses [9].

Continuous casting has displaced ingot mold casting
not only due to higher yielding, close to 98%, but also
due to the higher homogeneity of the product, as mold
casting is also accompanied with segregation from
bottom to top, where most of the impurities and
inclusions remain. It should also be mentioned that
heterogeneity in rimming products was encountered also
across width and thickness. Another point in favor of
continuous casting is that of surface quality, as blow-
holes in rimming steel were susceptible to oxidation
during reheating leaving behind different types of
inclusions. Another source of inclusions in ingot cast
steels was the lack of protection against oxidation of the
liquid steel stream while pouring [9, 52].

Inclusions in continuous cast steels can be avoided
with an adequate secondary metallurgy and subsequent
protection of the steel surface by synthetic slag and inert
gases. Inclusions that may have been formed in the liquid
stage can be trapped into the slag by installing flow
waffles within the casting tundish and with the use of
submerged nozzles. Most superficial inclusions in
continuous cast products can be associated when
lubrication powders, used to protect the mold, are
trapped by the solidification front, which reflect poor
operational practices [9, 53, 54].

B. Hot Rolling

It was normal practice to reheat ingots in soaking pits
before rolling them in slabbing mills. The pieces so
produced were left to cool down to room temperature,
inspected for surface defects, to be eliminated before

charging into a reheating furnace. Continuously cast
slabs can also be inspected at room temperature before
being charged for hot rolling, but improvement in
steelmaking and casting practices has made it possible to
establish direct rolling procedures that reduce the energy
required for reheating and shorten processing time [11,
12]. Special mention has to be made to thin slab casting
that is able to produce pieces of 50 to 100 mm in
thickness. These slabs are reheated in holding furnaces
as soon as they exit the casting line and are hot-rolled
directly without having to cool down to room
temperature [42, 53, 54].

Oxidation of the steel surface is always present at the
temperatures involved in hot rolling. Shallow surface
defects can be removed by light oxidation during
reheating, but any discontinuity, such as cracks or
pinholes, can promote internal oxidation that results in
the formation of inclusions [52]. The oxide layer has to
be removed before the steel is deformed to avoid the
imprint and the consequent damage of the steel surface.
It is normal practice to use high-pfessure water jets
(descaling) to break and remove the oxide crust formed
at different stages. Different mechanisms are thought to
be responsible for oxide removal. Impingement by water
produces a localized chilling of the surface that generates
stresses at the steel-oxide interphase, which aids in oxide
removal by the water sprayed [57].

The oxide layer at temperatures above 570°C is made
of different species: FeO, around 90%, Fe3O4, around 8%,
and Fe2O3, the remaining 1–2%. Elements present in the
steel affect the oxidation behavior; of them, the cases of
silicon, added to steels aimed for electrical applications,
and copper, added in some weathering steel grades, but
mostly present as trap element, undergo difficult oxide
removal during descaling. Silicon forms a hybrid oxide,
fayalite, that strongly adheres to the oxide surface,
increasing the difficulty for its removal. Copper tends to
concentrate at the surface at a given temperature range
and also increases the adhesion of the oxide cmst [58, 59].

Deformation in the hot-working range promotes the
occurrence of thermally activated restoration
mechanisms that modify the microstructure of the steel.
Restoration can be associated with ordering or
elimination of punctual and linear defects (recovery) or
with the reconstruction of the microstructure by a
sweeping high-angle boundary (recrystallization). These
mechanisms can be concurrent with deformation or can
take place after the material was strained, being called
dynamic or static in either case. The special case in which
restoration starts during deformation, but continues after
straining has finished, is named metadynamic.
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High-angle boundaries increase the internal energy of the
material; therefore most steels are subjected to grain
growth at the end of recrystallization to minimize its
internal energy [10–12, 49–51, 60–63].

Deformation at high temperature results in the
balance of the increment in the density of dislocations,
required to produce deformation [64], and their
elimination by different restoration mechanisms [61, 62].
Figure 15 shows an example of a stress-strain or flow
curve for a steel being deformed at high temperature that
was computed based on the assumption of a curve in
which only hardening and dynamic recovery mechanisms
take place, to which softening due to dynamic
recrystallization is subtracted [65].

Steels that are able to recrystallize during hot rolling
do not present a strong texture [66]. Addition of strong
carbide, nitride, or carbonitride formers, such as Nb, Ti,
or V, to steel is common to suppress recrystallization and
promote a fine-grained structure at room temperature,
which may be able to inherit the texture developed during
hot rolling in the austenitic range [63, 66– 68]. Description
of the texture components developed by hot rolling, as
well as those inherited to the various transformation
products, has been reviewed elsewhere [69].

The room temperature microstructure of hot-rolled
steel depends on the amount and conditions at which
deformation was imparted, as well as on the cooling rate
after straining. Combination of such effects constitutes
the basis for thermomechanical processing such as
controlled rolling and accelerated cooling, which are
reviewed elsewhere [62, 63, 70–72] and will be discussed
in the following sections.

C. Cold Rolling

Cold rolling is normally applied to obtain final products
with narrow dimensional tolerances and better surface
appearance in comparison to those of hot-rolled
products. Most of hot rolling is carried out from the view-
point of optimizing installations and facilities. It is normal
practice to have continuous mills in tandem with pickling
lines that are used to remove the high-temperature oxide
crusts formed during hot rolling. The speeds and
reductions that can impart such mills are limited by
factors such as the thickness and speed of the incoming
hot-rolled strip, as personnel in charge of pickling lines
prefer to deliver thicker sections to reduce the surface
area per volume of steel processed, whereas the speed
will depend on the characteristics and the capacity of the
pickling line. The total reduction of a given mill depends
on factors such as width and strength of the strip and the
total number of individual stands available. The total
reduction imparted in reversible mills can be more
flexible, but the number of passes is normally minimized
to increase productivity. In some cases, due to layout, the
number of passes has to be either odd oreven [6–9, 11,
12, 27].

Deformation by cold rolling accumulates in the
material producing the increment in strength (Fig. 16).
The grains elongate along the rolling direction, but their
size is not affected, as recrystallization does not occur.
As a result of this, cold-rolling materials present strong
and sharp textures that are reviewed elsewhere [73–75].

Cold-rolled material in process for galvanizing by
immersion is normally delivered in its as-rolled condition
since the steel will be annealed prior to immersion.

Figure 15 Stress-strain curve for a steel deformed at high
temperature assuming different hardening and softening
mechanisms. (From Ref. 65.)

Figure 16 Increase in yield strength of low-carbon steel
as result of cold rolling.
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All other products are annealed and, after this, subjected
to small reductions, normally less than 3%, to eliminate
strain aging effects [49–51]. This later process is called
tempering and can be used to control the surface aspect
of the strip by engraving a certain roughness on the
surface of the work rolls [7, 11, 12].

D. Annealing

Annealing is used to restore the values of strength and
ductility that were modified by the plastic deformation
imparted by cold rolling. It is common to associate the
restoration of such properties by recrystallization of the
highly distorted microstructure, although some processes
rely only on the arrangements of dislocations by recovery
mechanisms [76].

Cold-rolled steel strips can be processed in continuous
lines or in batch furnaces. In the first case, the strip goes
through installations that subject the material to heating,
soaking, and cooling cycles (Fig. 17a). A direct advantage
of such processing is the high productivity due to the
short times involved, as the low thermal inertia of the
strip allows for rapid heating and cooling (Fig. 17b). The
atmosphere within the furnace is controlled to avoid
oxidation. Annealing cycles and other parameters can be
modified by changing the speed at which the strip moves
within the furnace [7, 9, 77, 78].

Batch annealing is normally conducted on tight
wound coils arranged within a protective cover that
avoids oxidation. Figure 18a shows a schematic diagram
of a load consisting in four coils of cold-rolled strips, and
Fig. 18b shows the thermal evolution recorded by the

Figure 17 Schematic diagram of a continuous annealing
line (a) and the corresponding heating cycle (b).

Figure 18 Schematic diagram of a continuous annealing line (a) and the thermal cycle recorded by the thermocouple
close to the load (b).
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thermocouple located in contact with the coil located at
the bottom; the periods involved in heating, soaking, and
cooling are indicated. The most important advantages of
this type of process, when compared with the continuous
one, are the flexibility of its operation, the low initial
investment costs required, and the possibility for
expanding production capacity by adding extra basses
and furnaces. The high thermal inertia of the wound coils
implies strong thermal gradients within the material,
which, when not controlled, may result in the variation
of mechanical properties along the length of the coiled
strip [7, 9, 79, 80].

Comparison of Figs. 17b and 18b shows that the
metallurgical conditions are different for either type of
process, as restoration in continuous annealing involves
the transformation to austenite in heating and to ferrite
in cooling, whereas that in batch annealing is only by
recrystallization [7, 9, 49–51]. The texture present in
cold-rolled and annealed strips [75] affects the forming
characteristic of the material in the way described in the
following section.

V. SPECIAL PRODUCTS

The great variety of uses that steels can provide is due to
the possibility of achieving different properties by
tailoring their microstructure to specific applications.
Changes in size, shape, and distribution of the different
microstructural components in steels can be done by
varying the processing route as well as the chemical
composition.

A. High-Strength Low-Alloy Steels

Steels for structural applications require for both high
strength and toughness a combination that can only be
achieved by the reduction or refining of ferritic grain size
[49–51]. These steels are processed following either
controlled rolling [63, 70] or accelerated cooling [63, 71,
72] practices. The first one (Fig. 19) relies on the
progressive refining of the austenite grain size by
recrystallization between, or within, rolling passes. Further
reduction of the ferritic grain size can be achieved by the
addition of elements able to precipitate during processing.
Such precipitation inhibits recrystallization and allows for
the accumulation of strain within the austenite, which is
reflected by the increase of the surface-to-volume ratio (Sv)
of elongated grains. Further increase in Sv occurs when
deformation bands start to appear. Refining of ferrite
results from the enhanced nucleation rate propitiated by
the distorted microstructure [62, 63, 70].

Normal controlled rolling is carried out at
temperatures at which recrystallization does not proceed,
called Tnr, but above that for the start of transformation
to austenite (Ar3). Further reduction in ferritic grain size
can be obtained by rolling within the intercritical range
(between Ar3 and Ar1), where deformation proceeds in a
mixture of ferrite and austenite, although some authors
are worried about the texture-related effects arising from
the deformed ferrite [63, 69, 70, 81, 82].

The temperature at which recrystallization stops (Tnr)
depends on processing, and higher reductions imparted in
a given rolling pass, coupled with higher interpass times,
will result in the increase of such temperature [62, 63, 70,
83, 84]. Microalloying affects this temperature to a
dilferent degree depending on the amount and the type of
element added. Figure 20 [85] shows the temperature at
which recrystallization stops in a carbon-manganese steel
modified by the addition of various elements. The
difference in behavior shown in this last figure is not only
due to the solubilities of the particles able to precipitate
(Fig. 21) [86], but also on the crystallographic structure of
the precipitates [63, 87]. Figure 22 shows the
microstructures of a Nb-V microalloyed steel (0.08 C, 1.54
Mn, 0.35 Si, 0.055 Nb, 0.078 V, wt. %) after roughing (a)
and controlled rolling (b) stages in which the differences
in grain size can be appreciated.

Further reduction in the ferritic grain size can be
achieved by the depression of the temperature at which
the austenite to ferrite starts (Ar3), as the rate for
nucleation of new ferrite grains will be increased [63, 71,
72, 88–90]. Figure 23 [71] shows the effect that the
addition of Ni and the increase on cooling rate exert on
the depression of Ar3 and the consequent reduction of
the grain size of ferrite. Intensive use of water to reduce
the temperature during or at the end of rolling has

Figure 19 Schematic diagram of controlled rolling.
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resulted in accelerated cooling [63, 71, 72]. Such process
can be used in combination with controlled rolling to
reduce the time involved in cooling from the high-
temperature regime, at which austenite recrystallizes, to
those at which this phenomenon does not take place (see
Fig. 19) or at the end of the rolling process [91]. Variation
in toughness and strength of the steel can be achieved by
accelerated cooling. Figure 24 shows the way in which
the yield strength and the temperature at which the
ductile to brittle transition takes place as a function of
the cooling rate are achieved and the temperatures at
which accelerated cooling starts and finishes [63, 71].

Figure 20 Temperature at which recrystallization stops
in a C-Mn steel. (From Ref. 85.)

Figure 21 Solubility products for various carbides and
nitrides in austenite. (From Ref. 86.)

Figure 22 Microstructures, at different magnification, of
a Nb-V microalloyed steel after the roughing (a) and
controlled rolling (b) stages.

Figure 23 Variation of Ar3 and ferritic grain size due to the
increase in Ni content and cooling rate. (From Ref. 71.)
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Thermomechanical processing was developed to
obtain steels with a good combination of high strength
and toughness as result of the fine ferritic grain size
obtained [49–51, 62, 63]. Further increase in strength
can be obtained by other mechanisms, such as subgrain
formation or precipitation [63, 92–94].

B. Multiphase Steels

The oil crisis of the mid-1970s provided for the driving
force to search for new materials with higher strengths

that will be able to contribute in reducing the weight of
automobiles. One of the most promising materials were
dual-phase steels, so-called because they consist of a
mixture of finely dispersed martensite within a ferritic
matrix. These steels exhibit a superior combination of
high strength while retaining good ductility (Fig. 25) [96–
103]. Another point of favor for these materials is that
they do not show the abrupt yield point characteristic of
annealed steels that results in stretch marks in deformed
pieces [49]. The reason behind the mechanical behavior
of such steels has been explained in terms of the
combination of a hard and strong dispersed second
phase, martensite, that strengthens the soft and ductile
matrix, ferrite. The absence of yield point is attributed to
the high density of dislocations caused by the
transformation to martensite [98–100].

The dual-phase structure of these steels can be
obtained by the rapid cooling of a material held at the
intercritical range (between A1 and A3). It is normal
practice to alloy these steels with silicon and manganese
to expand the dual-phase region and retard the diffusive
transformation of austenite [95–100]. Two different
processing routes can be attempted. The first one (Fig.
26a) consists in heating the material at temperatures
above A3 for the time required to fully transform the
structure into austenite; the material is then allowed to
cool down to a temperature within the intercritical range
to promote the formation of ferrite. The temperature and
the time required to obtain the mixture of structures
depend on the chemical composition of the material. The

Figure 24 Schematic diagram of accelerated cooling
showing the changes in mechanical properties as result
of the variation of various processing parameters.

Figure 25 Typical values of strength and ductility of different types of steels.
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steel is quenched after this intercritical treatment to
transform the austenite. The second processing route
(Fig. 26b) consists in holding the material within the
intercritical range; the rate of transformation of carbides
and ferrite, as well as the enrichment of carbon to the
austenite, will depend on the chemical composition and
the temperature at which the treatment is carried out. As
in the former case, the mixture of ferrite and martensite
is achieved by quenching the steel. Figure 27 shows the
microstructure of a dual-phase steel (0.11 C, 1.26 Si, 1.53
Mn, wt. %) treated at 800°C for 10 min before quenching
it in water.

Evolution of dual-phase steels resulted in a new type
called TRIP due to the transformation-induced plasticity
effect that occurs when retained austenite transforms into
martensite during deformation. These effects allow for
high values of ductility and strength when compared with

other steels (Fig. 25). The enhancement in ductility in
these steels is attributed to the increase in the work-
hardening rate that results from the transformation to
martensite, which will delay the onset necking, or other
type of plastic instabilities [101–103].

The microstructure required to obtain the TRIP effect
in steels is attained by following the cycle shown in Fig.
26c, which consists in holding the material at a
temperature between A1 and A3, followed by holding at
a temperature that allows partial transformation of the
austenite into bainite. This partial transformation allows
for the retention of austenite once the steel is cooled down
to room temperature, as the best properties are obtained
in steels containing 7% to 11% of retained austenite
[102, 103]. Figure 28 shows a sample of a carbon steel
(0.13 C, 0.78 Si, 1.66 Mn, wt. %) treated for 5 min at
780°C and for 30 sec at 410°C to develop the TRIP
microstructure.

C. Steel for Electrical Uses

Steels are used in electrical devices due to the
ferromagnetic characteristics of iron. Various types are
used in transformers or in electrical motors; in general,
low-carbon steels are used in fractional motors and low-
power transformers, whereas silicon-bearing steels are
used in more powerful devices. Steels for high-power
applications can be processed to develop a strong <001>
texture to take advantage of the easy magnetization along
this particular crystallographic direction (Fig. 29) [49,
104–106]. Steels for electrical uses are rated in terms of
the power lost when subjected to magnetization in the

Figure 26 Thermal cycles that result in dual-phase (a)
and (b) or TRIP (c) steels.

Figure 27 Scanning electron microscope image of a steel
treated to develop a dual-phase structure (M: martensite,
F: ferrite).

Figure 28 Scanning electron microscope image of a steel
treated to develop a TRIP structure (RA: retained
austenite, F: ferrite, B: bainite).
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field produced by alternate current [107, 108]. The steel
in these applications is used as thin strips or shapes and
laminations; their surface can be either coated or oxidized
to reduce power losses due to eddy currents [106–108].

A ferromagnetic material consists of domains of
different sizes that can align along the direction of
magnetization. The domains in a nonmagnetized material
will be distributed in a random manner, so each cancels
the effect of others. Magnetization occurs when a magnetic
field is applied; it is possible for either the domains to rotate
and align in the direction of magnetization or for the better-
oriented domains to grow at expenses of those that are
not oriented to the field. The borders between neighboring
domains are around 50 nm; therefore precipitates and
grain boundaries constitute obstacles to the domains
during magnetization [49, 104–106].

The material used for laminations in fractional motors
and low-power transformers is cast with low contents of
carbon and nitrogen; addition of elements that may form
precipitates are avoided, as these particles reduce the
mobility of magnetic domains. Hot rolling is carried out
following normal practices; care is taken to finish rolling
and coil the strip at high temperatures to promote grain
growth. Two cold-rolling reductions, with an
intermediate annealing, are applied. The first one, used
to obtain a close to final thickness, can be in the order of
50% to 80%, depending on the thickness of the hot-
rolled band. The second reduction is limited to 5% to
8%; its intention is to provide for enough distortion that
will allow for grain coarsening during the last stage of
annealing. The intermediate annealing can be conducted
either in tight wound or in open coils; the latter is used in
conjunction with a decarburizing atmosphere. The steel
so produced is normally sent to the manufacturer of the

electrical devices, and it is called as semiprocessed. The
manufacturer punches out the laminations and anneals
them in a controlled atmosphere that will cause
decarburization of the steel and the formation of a thin
isolating layer of oxide [106–111].

Steels for higher-power applications are alloyed with
silicon to increase their electrical resistivity and, with it,
reduce electrical losses due to eddy currents. Iron can
dissolve up to 6.3% of silicon in weight, but, due to
brittleness caused by formation of various ordered
structures, it is normally kept below 4.5% [106, 112].
Figure 29 shows that the iron can be easily magnetized
along the [001] direction; therefore oriented steels are
processed to obtain such texture. The first successful case
to obtain a close texture was that of Goss [113], who
found that steels containing 3.5% Si were able to develop
a strong [001] (011), cube on edge, or Goss texture by
annealing thin samples within a 1050°C to 1200°C
temperature range. The ideal [001] (001), cube on face,
texture was developed by conducting a similar annealing
in a controlled atmosphere [114].

D. High Formability Steels

Formability in sheet metal is related to the capacity that the
material has to extend rather than thin down. This capacity
is expressed by the parameter r that is evaluated in a tensile
sample by measuring the ratio of the logarithmic strain
measured on the width of the specimen (εw):

(15a)

where wo and wi are the initial and instantaneous width
of the sample, respectively, over the logarithmic strain as
a function of the thickness of the specimen (εt):

(15b)

where to and ti are the initial and instantaneous thickness
on the gage length, respectively. The value of r is
calculated by:

(16)

An average value of this parameter r– is obtained by testing
samples cut along 0°, 45°, and 90° with respect to the
rolling direction:

(17)

Figure 29 Magnetization in iron as a function of diiferent
crystal orientations. (From Ref. 104.)
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that is normally called the average strain ratio. Another
parameter used to evaluate the formability of sheet metals
is the planar anisotropy (∆r) defined as:

(18)

that is associated with the tendency for ear formation
during deep drawing. Ears along 0° and 90°, with respect
to the rolling direction, are found when ∆r is greater than
0° and at 45° when negative [50, 73–76].

It has been shown that high values of r– are displayed
by materials that have a sharp and well-defined {111}
texture, i.e., they have a high proportion of grains with
their {111} planes parallel to the sheet plane, whereas
components such as the {001} have been found to reduce
the drawing capacity, being possible to relate r– with the
integrated intensity ratio of the components of texture for
{111} over {001} (Fig. 30) [50, 73–76, 115]. The formation
of texture in steels is affected by alloy chemistry and by
processing conditions for hot and cold rolling, as well as
cooling and annealing practices [50, 73–76].

Table 1 [116] summarizes the texture components
found in cold-rolled and annealed low-carbon steel
together with the average strain ration and planar
anisotropy. Examination of the values presented in Table
1 yields to the conclusion that the best combination, from
the formability point of view (maximum r–, coupled with
a minimum |∆r|), is obtained with a mixed texture of
{111}  and {111}  [75, 116–118].

Commercial sheet steels can be produced with
controlled compositions that are processed to maximize
the average strain ratio. The maximum values of 

displayed in rimming steels are close to 1.3 when batch-
annealed, whereas aluminum-killed batch-annealed steels
can easily reach the 1.7 value. Both types of steels exhibit
a dramatic decrease to around 1.1 when annealed in
continuous lines [50, 73–76]. The reduction in the value
of r- resulted in the formulation of new types of steels
susceptible to retain their good formability while being
annealed in a continuous way. These new types of steels
are normally referred to as ultralow carbon (ULC) or
interstitial free (IF) steels and are able to exhibit values
of  above 2.2. These steels are produced in modern
degassing steel-making facilities and are added with
strong carbide and nitride formers, such as Ti and Nb, to
put C and N out of solution [75, 77, 78, 119–121].

Different parameters affect ; for instance, reduction
in the temperature at which aluminum-killed hot-rolled
strip is coiled or decrease in the heating rate during
annealing tends to increase such parameters, and these
features are associated with the permanence in solution
of aluminum nitrate, which will be able to precipitate
when annealed with a low heating rate. Neither the
coiling temperature nor the heating rate affects to a high
extent ULC or IF steels [50, 73–76].

Conventional low-carbon steels are cold-rolling to a
reduction of around 70% to maximize , although it
seems that the reduction at which  is maximum tends to
increase with the reduction of carbon content [50, 73–
76]. A maximum value of  seems to be achieved at
around 10 ppm of either carbon or nitrogen [122, 123].

VI. CONCLUDING REMARKS

Steels constitute the most abundant and varied group of
engineering alloys due not only to the possibility of
alloying iron with various other elements, but also due
to the capacity that such other elements have to affect

Figure 30 Relationship between the integrated intensities
for the texture components for {111} over {001} and .
(From Ref. 115.)

Table 1 Major Texture Components in Cold-Rolled and
Annealed Low-Carbon Steels, and Their Effect on
Formability

Source: Ref. 116.
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the behavior of steels under controlled and adequate
processing conditions.

Control in chemical composition and processing
allows for tailoring the shape, size, and distribution of
different microstructural components of steels. Recent
developments in texture measurement and control have
put in evidence the importance of knowing, and
controlling, the crystallographic distribution of the
micro-structural aggregates. This knowledge allows for
tailoring the properties required by the material.

Care has to be taken with respect to surface quality
and dimensional control of steel products, as they may
be degraded if either their surface or shape does not
comply with specifications. These aspects are not only
affected by mechanical processing, but are also influenced
by steelmaking practices and environmental conditions.
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I. INTRODUCTION

A large proportion (~50%) of all aluminum alloys are
used as rolled products in the form of sheet, foil, or plate
for an increasingly wide variety of applications. Over the
last few decades, there has been a strong development of
aluminum sheet and foil for the packaging industry,
typically for beverage cans, foil containers, and foil
wrapping. The building industry is now also a major
user of sheet for roofing and siding, whereas the
transport industry, one of the first to use aluminum
alloys, is an expanding market for strong, light alloys;
both sheet and plate are used for aircraft construction,
ships, high-speed trains, and military vehicles. In this
context, the high-volume production of lighter
automobile frames and body parts in aluminum is now
expected to become a major feature of the drive to
improve fuel consumption and to reduce gas emissions.
Finally, a small but significant part of the foil material is
used in specialized “niche” markets such as electrical
equipment, heat exchangers, and lithographical plates.

The alloys are used essentially because of their over-all
combination of lightness, conductivity (electrical and
thermal), corrosion resistance, machinability, and a wide
range of mechanical strengths. Other important
properties such as formability and weldability vary
significantly with the composition and the processing
method. The reader will find a number of useful
descriptions of alloys [1], metallurgy [2], and processing
routes [3, 4].

In virtually all practical cases, the required properties
are tailored to a particular application by a close control
of their microstructures via their composition and the
thermal and thermomechanical treatments. Rolling, as
one of the most important solid state processing routes,
is obviously a thermomechanical treatment that offers
considerable potential for microstructure control. If,
traditionally, rolling has been used to transform the
material shape, for example, from ingot to sheet, then it
has also become a cost-effective process for
microstructure control and property improvement. A
well-known example is the breakup of the as-cast
structure and the refinement of grain size.

In more detail, the microstructural variables for a
given composition are grain size, shape, and orientation
(or macroscopical texture); the deformation
substructures are subgrain size and dislocation densities,
and, of course, the second-phase particle distributions
(size, shape, and spatial distributions). These variables
influence the mechanical strength, ductility, and
anisotropy of the product (i.e., most of the critical
properties for important industrial applications). They
depend on the composition of the alloy and the
thermomechanical treatments, sometimes in a rather
complicated way.

The aim of this chapter is, first, to describe the basic
relations between composition, rolling process, micro-
structures, and properties, and, second, to illustrate how
rolling processes can be designed to achieve optimal
properties for specific applications.
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II. TYPICAL ALLOYS AND PROPERTIES

Pure aluminum is a light (relative density 2.7 g/cm3) but
very soft metal only used for specific electronic
applications. It is usually alloyed (with Mg, Mn, Si, Zn,
Cu, etc.) to develop mechanical strengths (UTS) ranging
from 50 to 650 MPa. The most common types of alloys
that undergo rolling are given in Table 1.

More specific examples of the compositions and
properties of some well-known alloys are given in Table 2.

For a given alloy, the properties obviously depend on
the metallurgical state of the material as classified by the
characters O, H(x), and T(x). It is recalled that O refers to
the annealed (i.e., soft and ductile) condition, H is for a
work-hardened state, typically cold-rolled, and T denotes
the tempered condition (i.e., solutionized and aged for
precipitation hardening). The reader is referred to Ref. 1
for further details of the nomenclature concerning alloys
and their treatments.

Very schematically, foil material is made from the 1xxx
(and 8xxx) series for packaging; most sheets are from
the work-hardened alloys (3xxx, 5xxx; for can stock
and vehicle bodies) and most plates are from the high-
strength 2xxx and 7xxx age-hardened alloys for aircraft,
aerospace, etc.

III. ROLLING SCHEDULES

Most aluminum alloy ingots are produced by direct chill
(DC) semicontinuous casting with typical dimensions of
0.4–0.6 m thickness, 2 m width, and up to 9 m length
(weight, 20–30 tons). These ingots are destined to be

rolled down to plate, sheet, etc., by a rolling schedule
comprising hot rolling, cold rolling, and often
intermediate anneals, as detailed below.

A. Homogenization

The ingot is first homogenized (i.e., heated to a
temperature in the range 500–600°C) for relatively long
time (at least a few hours) to reduce segregation and to
remove nonequilibrium, low-melting point eutectics. This
facilitates subsequent hot working and improves
homogeneity. The homogenization treatment can also
have a further effect on the final microstructures of some
alloys in that precipitation reactions can occur during the
treatment. For example, the high-strength 7xxx alloys
containing Mn or Zr tend to precipitate out submicron
particles (dispersoids) of Al6Mn or Al3Zr during the
heating up stage. These dispersoids are very stable and
can strongly influence the recrystallization behavior, and
thereby the grain size and structure.

B. Hot Rolling

After homogenization, the ingot is usually hot-rolled
down to a 30- to 10-mm-thick strip in a reversible
(breakdown) rolling mill (Fig. 1). The number of passes
varies from 9 to 25. The strip from the single-stand
breakdown mill is either coiled to await cold rolling or, in
modern processing lines, further hot-rolled in a multiple
stand tandem mill. Figure 2 illustrates a conventional
reversible three stand tandem mill set up. In current
practice, the tandem mills have between two and six
stands.

Table 1 Generic Aluminum Alloys, Properties, and Applications (Minor Elements in Parentheses)
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Cold rolling is usually carried out in a reversible cold mill
between two coilers, as shown in Fig. 3. When correctly set
up, this equipment can be used to roll down the “softer”
alloys to a thickness of 15–20 µm. To obtain a very thin
packaging foil of about 6 µm in thickness, the foils are then
doubled up and rerolled. Intermediate annealing is
frequently necessary to achieve large cold rolling reductions.

It should be noted that an increasing proportion of
the less strongly alloyed sheet products are now produced
by continuous strip casting methods. As shown in Fig. 4,

the hot metal is poured between rotating cylinders to
produce a “thick” sheet (10–20 mm), which is then
immediately rolled in a tandem mill.

C. Rolling Conditions

Table 3 indicates some typical dimensions and temperatures
for the different rolling processes. Figure 5 also shows typical
temperature/time schedules for the production of (a) can
stock and (b) foil. Close microstructure control requires

Table 2 Some Specific Alloys, Treatments, and Properties (Typically 2–4 mm Sheets)

Figure 1 Schematic of reversible breakdown rolling mill.
(From Ref. 3.)

Figure 2 Schematic of reversible and (three-stand) tandem
mill setup. (From Ref. 3.)
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knowledge of the average and local strains, strain rates, and
temperatures as a function of time, together with the
interpass times for a given pass.

The values of these parameters should then be
evaluated throughout the entire rolling schedule.

The average deformation per pass is given by the
thickness reduction h0→h as ε=ln h/h0, and the
corresponding average strain rate  is obtained by
dividing by the pass time. It is now becoming standard to
use the more general description of strain (and strain
rate), that is, the von Mises equivalent strain defined as

 (or strain rate  ), adopting

the repeated indices summation convention. To a very
rough approximation for macroscopical sheets, rolling
deformation is plane strain compression for which the
transverse strain is zero and the averaged shear
components are taken as zero so that, in terms of strain
rate components:

(1)

The real instantaneous strain rates depend on the geometry
of the rolls, and the work piece and the friction conditions
between them. They vary through the roll bite and also
from the surface to the center. For cold rolling thin sheet,
the deformation can be considered close to plane strain
compression as assumed above. However, for hot rolling
of thick plates, there are significant redundant shear
deformations through a large part of the thickness. The
metal roll contact zone for this situation is illustrated
schematically in Fig. 6; only at the neutral point is the local

metal velocity exactly equal to that of the rolls. Before the
neutral point, the metal advances more slowly than the
rolls and, after the neutral point, it exits more quickly; the
difference gives rise to additional shear components whose
sign changes during the pass and which can be large near
the surface. The exact evaluation of the local deformations
during the process has been the subject of much research.
Approximate solutions are obtained by slip line theory,
but most of the recent analyses adopt finite element
methods (FEMs).

Figure 7 gives some finite element results for the
cumulated shear and compression strain components
through the roll gap of a breakdown mill, at two depths
in the sample and for two passes (strain rate and
temperature fields calculated for a 3104 alloy in the
stationary regime [5]). In the first passes, the (negative
and positive) shear terms are roughly equivalent so they
balance out, whereas during the later passes, the small
initial negative shear is more than compensated for by
the large positive shear at the exit. Note also that there
are temperature variations in the metal (on the order of
10–20°C) between the surface and the hotter center.

IV. MICROSTRUCTURE-PROPERTY EVOLUTION

A. Work Hardening

As seen above, many alloys are used directly in the work-
hardened state, so their work hardening characteristics are
a major issue. Work hardening is also important in a more
indirect way because of its influence on both formability
and subsequent softening processes such as recrystallization.

Figure 3 Schematic of cold rolling mill. (From Ref. 3.)

Figure 4 Schematic of continuous strip casting. (From Ref. 3.)
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The role of work hardening during forming is well known
because, according to the Considere criterion, the limiting
strain for homogeneous deformation is given by the work
hardening coefficient n; this is a major advantage of the Al–
Mg alloys that possess relatively high n values. 

The role of work hardening on microstructure
evolution is critical for subsequent softening by annealing
to enable recovery or recrystallization; in many practical
cases, this occurs during cooling after hot rolling, so the
hardening and softening phenomena during hot working
strongly influence the final structure. Finally, they also
control the loads required during the rolling process for
metal deformation. Concurrent softening during high-
temperature working is, of course, the fundamental
reason for carrying out hot rolling.

The work hardening of a metal is usually represented
by the flow stress σ and its evolution during deformation
(i.e., dσ/dε or dσ/dt). A general stress is described by the
Cauchy stress tensor [σ], which is often reduced to a scalar
equivalent stress or von Mises stress −σ, defined in a similar

way to the equivalent strain (Eq. (1)). During plastic strain,
this equivalent flow stress is identical to the flow stress of a
material as measured during a standard, uniaxial, tensile
test.

1. Cold Deformation

Work hardening will be described initially for the
temperature ranges where thermally activated processes
do not play a significant role (typically for homologous
temperatures below 0.4T

m
 or ~100°C for Al). At these

temperatures, material viscosity effects are negligible so
that, for example, plastic behavior is independent of the
strain rate. One can then define a unique yield stress s

y
,

the stress at which plastic flow begins. Figure 8 illustrates
some typical room temperature stress-strain curves for
Al–Mg alloys. Clearly, these alloys exhibit high work
hardening rates with flow stresses evolving from ~100 to
~400 MPa (and even higher during cold rolling).

Table 3 Some Typical Rolling Conditions

Figure 5 Two typical temperature/time schedules for the production of (a) can stock and (b) foil.
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Macroscopical Laws

Stress-strain curves are sometimes represented by the
simple Ludwik power law:

(2)

where k1 is the flow stress increase at −ε =1 and n is the
work hardening coefficient (∂ ln σ/∂ ln −ε ), which for most
metals takes values between 0.05 and 0.5.

If the initial yield stress is low compared with the work
hardening, the above relation can be reduced to the
Hollomon law:

(3)

These power laws apply reasonably well to the
parabolical part of the stress-strain curve, typically for

Figure 6 Schematic of metal roll contact zone during hot
rolling of thick plate. The neutral point is situated at an
angle ? to the vertical.

Figure 7 The cumulated shear and compression strain components through the roll gap of a breakdown mill, at two
depths (a, b, near center; c, d, near surface), and for two passes (strain rate and temperature fields calculated by finite
element methods for a 3104 alloy in the stationary regime). (From Ref. 5.)
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strains ≤=0.5. At higher strains, the hardening rate
decreases so that the flow stress tends to vary nearly
linearly with the strain. Two or more pairs of (k, n) values
are then required to describe the stress-strain curve over
a wide range of deformations. Alternatively, and
preferably for large strains, one can use the fact that the
flow stress tends to saturate at a value denoted σ. In this
case, the constitutive law can be approximately described
by an exponential relation initially proposed by Voce [7]:

(4)

where α is a dimensionless constant characteristic of the
work hardening behavior. In fact, as can be seen in Fig. 9,
the saturation stress of aluminum alloys deformed at

room temperature is not defined with any great accuracy.
Other variants of the Voce law have therefore been
proposed of which the most usual, initially due to Hockett
and Sherby [9], is:

(5)

where the exponent p takes values ~0.5 (see Lloyd and
Kenny [6, 10]).

Deriving the Voce law gives the current work
hardening rate −θ as a linear function of the flow stress:

(6)

where −θ0 is the initial work hardening rate. The experi-
mental values of this law are identified by plotting the
work hardening rate −θ as a function of the flow stress σ.
Both parameters are often normalized by the shear
modulus µ [i.e., θ/µ=f(σ/µ)]. Figure 10 illustrates this
type of plot at different temperatures (<0.4Tm). Clearly,

Figure 9 Torsion stress-strain curves of several aluminum
alloys. (From Ref. 8.)

Figure 8 Typical stress-strain curves of Al-Mg alloys.
(From Ref. 6.)

Figure 10 Schematic of work hardening stages and rates
as a function of flow stress at three temperatures.
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the work hardening rate, at a given flow stress, decreases
with temperature. In addition, it is apparent that at high
stresses (and therefore large strains), the work hardening
rate does not go to zero; there is a roughly constant
residual θ≈10–4 µ, independent of temperature.

Microscopical Mechanisms

The plastic flow of crystalline materials takes place by the
movement of dislocations along crystal planes under the
influence of an applied stress. Work hardening is a
consequence of the fact that the stress required for
dislocation movement usually increases during plastic flow
as the dislocations become increasingly hindered by
microstructural obstacles. Of the order of increasing size,
these obstacles are solute atoms, dislocations, precipitates,
and grain boundaries. The most important variation in
obstacle density is due to the dislocations themselves.

Dislocations slip in crystallographical directions on
planes of easy glide under the influence of a critical applied
shear stress τc. The emergence of each dislocation creates
a displacement along the slip direction of quantity b (the
magnitude of the Burgers vector). The amount of shear
strain due to the emergence of length l of dislocation in a
small volume element is dγ=ρbl, where ρ is the dislocation
density (in m/m3 or m-2). In terms of the shear strain rate,
this is written as .γ=ρbv, where v is the average speed of the
mobile dislocations. According to the von Mises law, the
plastic deformation of a crystal requires the operation of
as many slip systems as imposed strain rate components
(≤5), so usually several systems (combinations of slip
planes and directions) operate and interact in each grain.
The shear stress for plastic flow then evolves with strain
because the interaction of a moving dislocation with other
dislocations usually constitutes a barrier to further
movement. This requires an increase in flow stress for the
dislocation to continue moving either by circumventing
the barrier, or more often by creating a new segment of
dislocation, which is then activated in the vicinity. The
flow stress therefore increases with dislocation density
and the relation between them is usually written:

(7)

where τ0 is the glide stress at zero ρ and α is a material
constant (0.2–0.5). For aluminum at 20°C, µ=26 GPa,
b=0.286 nm, and α≈0.3, so that ∆τ=τ-τ0≈2.23 √ρ Pa (ρ is
in m-2). For dislocation densities typical of a softened,
recrystallized metal ρ≈1010 m-2 and so ∆τ≈0.2 MPa, which
is negligible. For ρ≈1015 m-2, as in heavily cold-worked
alloys, ∆τ≈70, MPa which is obviously significant. Note

that the applied macroscopical tensile stress would be
about three times τc (Section IV.A.1, “Microscopical-
Macroscopical Relations”) i.e., ∆σ≈210 MPa, which is of
the order of the difference in flow stress between the
annealed (O-temper) and work-hardened (H) states
(Table 2).

This elementary order of magnitude analysis of work
hardening can be developed further to characterize the
evolution of the dislocation density with strain, alloy
content, microstructure, and, at high temperatures, with T
and 

.
 ε. The details and the physical laws can be complicated

(and controversial) but the essential features are schematized
in Fig. 10 in terms of four stages [11], as follows:

Stage I: The dislocations are mostly confined to their
slip planes and the interactions occur principally between
the dislocation pileups and the grain boundaries. The
resistance of the grain boundaries to dislocation
movement gives rise to the well-known Hall-Petch grain
size (d) hardening relation:

(8)

where σ∞ is the flow stress of the material at a very large
grain size. In the latter case, the dislocations can, initially,
move freely with little interaction and the flow stress
remains low, but in the general case of polycrystals, Stage
I is very short and often neglected, except for the above
Hall-Petch relation.

Stage II: The dislocation interactions on different slip
systems give rise to a rapid multiplication of the
dislocations and the development of dislocation tangles,
which often adopt a cellular pattern. This Stage II, which
extends up to strains of 0.05–0.2 (or even more at low
temperature), is associated with a high work hardening
rate ~30×10-4 to 50×10-4 µ.

Stage III: Subsequently and up to strains of about
unity, the work hardening rate tends to decrease
progressively to values of ~1×10-4 in as the dislocation
multiplication processes are counterbalanced by local
annihilations (dynamic recovery due to localized climb
and/or annihilation of segments of opposite sign). The
microstructure evolves toward a well-defined cell
substructure (Fig. 11) composed of dislocation cell walls,
which delimit cell interiors of low dislocation density. The
cells have dimensions that decrease during deformation,
typically from a few microns to some tenths of microns.
Simultaneously, the misorientation between adjacent cells
increases from about 1–3° to 5° (and often higher for
heterogeneous deformations).
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Stage IV: At higher strains ≥1 typical of many rolling and
extmsion processes, many grains break up into bands of
different orientations, separated by transition zones and
grain boundaries (whose total surface per unit volume
increases significantly by large plastic deformations). This
is characteristic of fibrous micro-structures. As noted
above, the work hardening rate in Stage IV, although low,
does not go to zero but retains a near-constant value
of ~10×10-4 µ.

The crystal defects, particularly the dislocations,
generated by plastic deformation possess high elastic
energies, which are stored in the deformed material
essentially in the stress fields around the dislocations.
The energy per unit length of dislocation is:

(9)

(with K=4π for screws, or 4π(1-v) for edge-type
dislocations). R is the outer cutoff radius of the
dislocation stress field (≈the distance between
dislocations, or ρ-1/2) and R0 is the core radius (≈2b). For
typical densities of 10-14 to 10-15 m-2, E1≈0.5µb2 and the
stored energy/unit volume Ev≈0.5ρµb2. This value varies
from 50 kJ/m3 for lightly deformed aluminum to 2×104

kJ/m3 for heavily deformed steel.

Influence of Alloying Elements

The strong influence of alloying elements on work
hardening behavior is related to the metallurgical state of
the material and depends particularly on whether the
elements are in solid solution, or in a dispersion of second-
phase particles.

In solid solutions, certain elements such as Mg and
Cu segregate to the dislocation cores and significantly
reduce their mobility. This tends to confine the
dislocations to slip planes, reduce their capacity to recover
dynamically by local climb and cross slip, inhibit the
formation of “clean” cell structures, and thereby increase
the dislocation density for a given deformation. In
general, Stage II work hardening is prolonged and Stages
III and IV are retarded so the alloy work hardens
extensively (see the example of Al–Mg; Fig. 8). At
moderate temperatures (between room temperature and
~300°C), the reduced dislocation mobility by solute
segregation tends to favor heterogeneous deformation
by Lüders bands and Portevin LeChatelier serrations in
the stress-strain curves [12] (Fig. 12).

Elements in the form of second-phase particles usually
harden the material by requiring the dislocations to
expend additional energy by either cutting the particle
(fine particles of radius rp ≤=10 or 20 nm), or by looping
around them (rp=≥20 nm). The effect of these processes
on the yield strength is well documented because they
control, in part, the final properties (Fig. 13).

The effect of second-phase particles on work
hardening (i.e., after yield) depends critically on the
particle size but in a rather different way. The work
hardening rate tends to be rather low for very fine
particles (including the peak hardness distributions)
because the dislocations, once they have cut through one
particle, can cut through entire fields of particles at
roughly the same stress. This leads to the formation of
shear bands in which plastic deformation is heavily
concentrated (e.g., certain Al–Cu alloys). On the other

Figure 12 Stress-strain curves showing serrated flow and
the PLC effect in Al-2% Mg. (From Ref. 12.)

Figure 11 Substructure of aluminum alloy deformed at
room temperature (Al-1.3% Mn). (From Ref. 48.) (a)
Microband structure (as-deformed); (b) subgrain
structure (after recovery).
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hand, if the particles have dimensions ≥1 µm, the
dislocations loop around them and, on continued
straining, build up high local dislocation densities near the
particles and therefore relatively high work hardening
rates. In fact, a considerable fraction of the dislocation
population is required to accommodate the difference in
plastic strain between the hard particles and the soft
matrix; they are termed geometrically necessary
dislocations (GNBs) [13]. The accumulation of
dislocations in these particle deformation zones creates
high local stresses if the particles are sufficiently large to
withstand them (≥1 µm). This process creates a strongly
dislocated substructure with a dimension characteristic of
the interarticle distance and is particularly pronounced if
the particles are nonspherical [e.g., discs (Al–Cu) or fibers].

Microscopical Hardening Laws

The macroscopical hardening laws of Section IV.A.1,
“Macroscopical Laws”) are essentially empirical
descriptions of some parts of the flow curves; they are
incapable of describing a complete through-process material
behavior during rolling schedules. It is now recognized that
microscopical-based models of work hardening using
internal variables such as the dislocation density are required
for an accurate modeling of plastic flow. The particular
microscopical laws are often complex so the relatively simple
analysis given below in terms of the total dislocation density
can be considered as an illustration of the principles.

The microscopical work hardening rate dτc/dγ can
be written in terms of the variation of the dislocation
density as:

(10)

Using the standard τc(?) relation (Eq. (7)), the variation
of the critical shear stress with dislocation density is:

(11)

According to the analysis of Kocks [14] and Mecking
[15], the rate of creation of dislocations (dρ+) during a
small strain increment dγ is inversely proportional to the
mean dislocation slip distance λ so that dρ+/dγ=l/bλ and
the mean slip distance , where C1 is the average
number of obstacles that the dislocation meets before
stopping:

(12)

It can be noted that this relation between the rate of
creation of dislocations and  is not accepted by all
authors, some of whom (e.g., Laasraoui and Jonas [16])
prefer a constant value.

During Stage II hardening, where dislocation
annihilation is small and can be neglected, the above
model gives a constant hardening rate:

(13)

If the experimental value of this rate is 5×10-3 µ, C1 is
about 50 µm-1, and assuming that ρ≈1014 m-2, the average
slip length would be about 5 µm.

During Stage III, the hardening rate decreases
continuously as some of the dislocations are annihilated
by dynamic recovery at a rate written as dρ-/dγ. The exact
mechanisms of annihilation (cross slip, climb) are the
subject of current research, but one can write that the
rate of annihilation is proportional to the current density
ρ and a probability of elimination P(T), which is strongly
temperature-dependent:

(14)

consequently, Stage III work hardening rate becomes linear
in τc:

(15)

This law can be expressed in the following form for the
macroscopical stress: dσIII/dε=θ0(1-σ/σs), which is the
hardening rate in the Voce law (Eq. (6)).

At large strains and at low temperatures, dislocation
annihilation is insufficient to completely balance the rate
of creation. This results in the low, but nonzero, work
hardening rate of Stage IV; there is no general agreement
on the basic physical causes of this stage.

Figure 13 The influence of particle size on yield strength.
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Finally, it should be noted that the above analysis
assumes only one internal variable, the total dislocation
density. Several recent two-parameter or three-parameter
models take account of the different dislocation
distributions (cell walls, cell interiors, etc.). The added
complexity usually enables one to better define transition
behavior (varying T, .ε, etc.) [17, 18].

Microscopical-Macroscopical Relations

The plastic flow properties (e.g., the work hardening
behavior) of all crystalline solids are described in terms
of basic mechanisms by the microscopical quantities
(τc, 

.γ…) but are usually measured in terms of the
macroscopical parameters (σ, .ε…). The section below
briefly describes the relations between them and the way
they can be used to understand and to analyze the
important properties of textures and anisotropy.

The shear stress on a slip system (defined by its plane
normal n and slip direction b) is related to the
macroscopically applied stress σ by the standard relation:

(16)

where  and  are the direction cosines of the slip
direction b and the slip plane normal n (with respect to the
reference coordinate system). The same geometrical factors
enter into the relation linking the components of the strain
rate tensor 

.
ε with the slip rates  

.
γ of the glide systems:

(17)

The sum of the slip rates ∑ 
.
γ s in a grain g is used to define

the Taylor factor of the grain M(g). This factor relates the
microscopical and macroscopical flow properties by the
plastic work rate  

.

.

W(g):

(18)

If one assumes that the critical shear stresses of the different
slip systems are identical (termed isotropic latent hardening
and probably quite reasonable for aluminum), then:

(19)

For a polycrystalline aggregate, the average Taylor factor
over all grains  can be calculated for a given distribution
of orientations. In the case of the tensile deformation of an
fcc metal with a random orientation distribution,

=3.06. However, nonrandom distributions as in

textured polycrystals lead to other  values; typically,
they lie in the range 2–4. The Taylor factor is also important
for the work hardening behavior. To first order for small
strains σ τc=  /dε and therefore dσ/dε≈ (dτ/dε) so
that if dε=∑dγ/ , then dσ/dε≈ 2(dτ/∑dγ) (i.e., the
microscopical and macroscopical work hardening rates
are related by the square of the Taylor factor).

During plastic deformation, the individual grains
undergo lattice rotations toward certain orientations,
leading to the formation of deformation textures (Section
IV.C.1). During this process, the grains rotate at rates
that are functions of the above geometrical parameters

 and . In general, the rotation rate of the crystal
lattice during plastic deformation is ,
where  

.
d is the velocity gradient tensor imposed on the

material by the deformation process and the second term
is the velocity gradient tensor of the grain due to slip on
the activated systems.

2. Hot Deformation

Flow Stresses

At homologous temperatures above 0.4Tm, plastic
deformation is strongly influenced by thermally activated
processes so that the flow stress becomes temperature-
dependent and strain rate-dependent (viscoplastic). The
processes involved are mostly controlled by local atomic
diffusion and give rise to a strong dynamic recovery of
the dislocation substructure and reduced flow stresses.
The latter tend to saturate at a value function of T,  

.
ε, and

alloy content. It is generally recognized that the T and 
.
ε

terms can be regrouped into a temperature-corrected
strain rate known as the Zener-Hollomon parameter

, where R is the gas constant and Q is
an apparent activation energy for plastic flow. For many
aluminum alloys, Q≈156 kJ/mol.

At low Z values (typically In Z≤26 for Al), plastic flow
is purely viscous after an initial transition strain of about
0.1. At higher Z (26≤ln Z≤50), the flow stress also
depends on the applied strain [i.e., σ =f(T, 

.
ε,ε)]. Note that

in typical hot rolling schedules, ln Z varies from about 22
in the first passes to about 33 near the end.

In the low Z regime, many studies have shown that
the saturation flow stress σs can be related to the Zener-
Hollomon parameter by a power law:

(20)

where m is the strain rate sensitivity ∂ ln σ/∂ ln  
.
ε, typically

0.1–0.3.
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Blum [19] has shown that the saturation flow stresses
of different materials can be correlated by normalizing
with respect to the self-diffusion coefficient D and the
shear modulus µ (Fig. 14):

(21)

In the higher Z regime typical of most hot rolling
schedules, the relations (T,ε, 

.
ε) are more complex and

often represented by an empirical law due to Sellars and
Tegart [20]:

(22)

where A2, ω, and n´ are parameters to be evaluated
experimentally. At low Z values, this law is similar to the
above power law. At high Z, the sinh law can be reasonably
well approximated by an exponential function:

(23)

where σ(ε) is the flow stress at a given value of thev applied
strain and β≈ωn´.

To describe an entire work hardening curve in this regime,
there are two possible approaches: (a) purely empirical,
using a variant of the Voce law where the stresses are
functions of Z (e.g., the law used recently by Shi et al. [21]):

Figure 14 The temperature and strain rate dependence of
saturation flow stress for Al-5% Mg. (From Ref. 19.)
Note the power law relation at low s (low Z) and the
power law departure at higher s (high Z).

Figure 15 Experimental and calculated plane strain compression stress-strain curves of Al-1% Mn at different
temperatures and strain rates. (From Ref. 21.)
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(24)

where εr is a transition deformation and m~0.5. An
example of this type of representation for the stress-strain
curves of an Al-1 % Mn alloy at different T and 

.
ε is given

in Fig. 15; and (b) modified Kocks-Mecking approach,
which allows for the effect of different microscopical
variables on the rates of accumulation and annihilation
of the dislocation populations (usually more than one).
The reader is referred to Mughrabi [17], Nes [18], and
the reviews of Gil Sevillano [22] and Argon [23].

Hot Deformation Microstructures

The hot deformation microstructures of most aluminum
alloys are essentially composed of dislocation subgrains
within each of which there is a relatively low density of
free dislocations. The processes of dynamic recovery
(cross-slip, dislocation annihilation by local climb, etc.)
limit the accumulation of free dislocations so the flow
stress saturates rapidly at a level controlled by the
subgrain size (δ) and the dislocation contents of the
subgrain walls and interiors. These microstructural
parameters depend essentially on the T,  

.
ε, and solute

atom dislocation interactions. During plastic flow, the
subgrain boundaries (unlike the grain boundaries) are
continually annihilated and replaced by new ones by a
dynamic polygonization of the free dislocations, so that
their average size (δ) remains constant over very large
strains. Their average misorientation tends to saturate at
strains about unity but may also continue to increase for
some alloys and deformation modes.

A frequently used relation between subgrain size and
flow stress is of the form:

(25)

where the constant k~8 and the exponent c is between
0.75 and 1.5 according to the alloy and deformation
conditions; to the first order, it is often taken as 1.

A more sophisticated version of the above is taken
from Nes [18] and allows for the influence of free
dislocations within the cells ρi, that is,

(26)

B. Softening by Recovery
and Recrystallization

1. Phenomenology

During deformation, the strength of a metallic material
increases substantially, whereas its residual deformability
decreases. As described above, this work hardening is
caused by the formation and the storage of dislocations
on deformation. Although these dislocations are
thermodynamically unstable, at room temperature,
processes to rebuild the resulting dislocation structure are
too slow to enable significant changes. On a subsequent
annealing treatment, however, thermally activated
processes give rise to a release in dislocation energy
accompanied by a decrease in material strength. As a result,
the material may be subjected to further deformations.
For instance, thin aluminum converter foil is rolled from a
600-mm cast slab down to a 6.5-µm final gauge (see Section
V.G). Such a total strain of as much as 99.999% thickness
reduction (ε>10) can only be achieved with the help of
repeated softening processes that occur along the entire
thermomechanical processing of the foil. As an example,
Fig. 16 shows the evolution of Vickers microhardness with
annealing time for different annealing temperatures. The
hardness curves imply that the softening behavior may
roughly be subdivided into three steps, which correspond
to the mechanisms of recovery/nucleation, (primary)
recrystallization, and grain growth (e.g., Refs. 24 and 25).
Figure 17 schematically summarizes the microstructural
processes during these steps.

During the early stages of annealing, the material
gradually softens, which is caused by recovery reactions.
The term “recovery” combines all reactions leading to

Figure 16 Evolution of Vickers microhardness Hv with
annealing time t as a function of annealing temperature
(Al-1.3% Mn, 97% cold-rolled). (From Ref. 48.)
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changes in the as-deformed microstructure through
dislocation reactions, including dislocation, annihilation,
and rearrangement of dislocations into more stable cell
or subgrain structures (Fig. 17a and b). Under certain
circumstances, recovery is so extended that essentially
the entire excess dislocation density is removed through
recovery (see, for instance, the curve for 350°C in Fig. 16,
Section IV.B.5).

In most cases, by contrast, recovery reactions give rise
to the formation of recrystallization nuclei, which, after a
certain incubation period, appear at distinct locations in
the as-deformed microstructure (Fig. 17c, Section IV.B.6).
During further annealing, these nuclei grow by
consumption of the deformed matrix until they impinge
with other growing grains. These processes lead to a
complete transformation of the microstructure, which,
originally, gave rise to the term “recrystallization.” The
driving force for this so-called primary recrystallization is
provided by the reduction in dislocation density.
Recrystallization is characterized by the formation of new
grain boundaries during nucleation and their subsequent
motion into the as-deformed microstructure. Accordingly,
recrystallization is accompanied by characteristic texture
changes (Section IV.C.2), which may be used to monitor
the progress of recrystallization and to elucidate the
underlying recrystallization mechanisms. In terms of the
mechanical properties, the progress of recrystallization is
manifested by a rapid hardness decrease (Fig. 16).

Following this primary recrystallization, the
recrystallized grains may coarsen further. Here, the driving

force is provided by the reduction in the energy stored in
the grain boundaries. Grain growth processes may take
place either continuously (Fig. 17e), or discontinuously
(secondary recrystallization; Fig. 17f), with the latter being
favored in the presence of second-phase particles, or in
materials with a pronounced texture. In most cases, grain
growth processes stop when the grain size reaches the
smallest specimen dimension (e.g., the thickness of a rolled
sheet). In some cases, especially in very thin sheets, however,
a few grains may continue to grow discontinuously.
Depending on the annealing atmosphere, these processes
may be accelerated, suppressed, or even reversed. To
differentiate this from secondary recrystallization, the latter
process—driven by differences in the anisotropy of the
specific energy of different crystal surfaces—is labeled
tertiary recrystallization.

2. Driving Force

In contrast to the exact atomistic processes acting on
recrystallization, the energetical causes of recrystallization
are quite well understood. The driving force for primary
recrystallization is provided by the reduction in elastic
energy due to the dislocations stored in the as-deformed
state. A brief estimate of the driving force pD yields:

(27)

(where Γ is the line energy and ρ is the density of the
dislocations). For heavily deformed aluminum alloys with
a dislocation density of as much as ρ=1016 m-2, this results
in a driving force on the order of 107 N/m2=10 MPa.

As noted above, recovery reactions that take place
dynamically during the deformation or statically during
the first seconds of a subsequent recrystallization annealing
will transform the dislocations into a more or less well-
defined cell or subgrain structure (e.g., Refs. 11 and 26;
Section IV.A.1, “Microscopical Mechanisms”). In that case,
the driving force pD is comprised of two contributions, the
energy stored in the cell or subgrain boundaries, and the
energy of the free dislocations in the cell interior:

(28)

(where α is the geometrical constant on the order of 3,
and γSB is the specific subgrain boundary energy). The
dislocation density within the subgrains ρi and the
average subgrain size δ have been found to be linked
through the relation , where C is an alloy-
dependent constant on the order of 2. Both the energy of

Figure 17 Schematic diagram of the processes that may
occur during the annealing of a deformed metallic
material. (a) Deformed grain structure; (b) recovered
subgrain structure; (c) partially recrystallized structure;
(d) recrystallized structure; (e) continuous grain growth;
and (f) discontinuous grain growth. (From Ref. 24.)
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a subgrain or low-angle grain boundary γSB and the
energy of an ordinary high-angle grain boundary γGB can
be expressed in terms of the well-known Read-Shockley
relation, so that the driving force pD can be rewritten as:

(29)

θ and θc, respectively, denote the average and the
maximum angle between neighboring subgrains.
Whereas θc is usually estimated to be 15°, θ varies with
strain e to values from 3° to 5°.

For typical data of heavily cold-rolled aluminum
(γGB=0.25 J/m2, θ=3°, and (δ=0.3 µm), the contribution
of the free dislocations is negligible compared with the
energy stored in the subgrain boundaries. The driving
force becomes pD≈106 N/m2=1 MPa, which is about one
order of magnitude smaller than the value derived for a
homogeneous distribution of dislocations (Eq. (27)). In
hot-rolled aluminum (θ=5° and δ=1.5 µm), the driving
force is even smaller, pD≈3×105 N/ m2=0.3 MPa.

The driving force for grain growth processes pGG is
provided by the reduction in grain boundary area and,
thus, in (absolute) grain boundary energy:

(30)

(where R is the curvature of the grain boundary and d is
the grain size).

3. Kinetics

From a technological point of view, recrystallization
kinetics is of outmost importance. As an example, Fig. 18
shows the evolution of the recrystallized volume fraction
X as a function of the annealing time t for different tensile-
strained Al samples [27]. The data of the evolution of the
recrystallized volume fraction with time X(t) can be
determined metallographically, or derived from the
changes in mechanical properties (Fig. 16). A promising
technique to determine recrystallization kinetics is
provided by calorimetrical measurements of the energies
released during recovery and recrystallization [28],
although it is difficult to interpret DSC data for aluminum
alloys that undergo precipitation reactions.

Primary recrystallization takes place by nucleation and
subsequent growth. Thus, for a quantitative description
of recrystallization, the thermal dependency of both
processes must be taken into account:

(31)

(where k is the Boltzmann constant and T is the
temperature). The nucleation rate  

.
N is the number of newly

formed grains per volume and time in the nonrecrystallized
volume 1-X; v is the growth velocity of the new grains.
QN and Qv are the activation energies of thermally
activated nucleation and growth, respectively.

At variance with the classical nucleation processes of
solidification and phase transformations, the reduction in
dislocation density during recrystallization is an irreversible
process whose driving force is essentially independent of
temperature (except for the minor temperature
dependency of Burgers vector and shear modulus; Eqs.
(27) and (29)). Nonetheless, the progress of
recrystallization is often characterized by a recrystallization
temperature TRX, at which recrystallization is completed in
a given time, say 1 hr. Because of the thermal activation of
both nucleation and growth processes, a minor change in
temperature leads to large changes in recrystallization time;
in contrast, changes in the prescribed time necessary to
complete recrystallization to, say, 0.5 or 2 hr give rise to
only marginally changed recrystallization temperatures.

For a quantitative description of the characteristic S-
shaped kinetics curves (Fig. 18), the Johnson-Mehl-
Avrami-Kolmogorov (JMAK) equation is generally
utilized [29–31]:

(32)

(where q is the so-called Avrami exponent and tRX is the
recrystallization time.) The JMAK equations allow one
to determine parameters of technological interest,
including recrystallization time tRX and recrystallized grain

Figure 18 Recrystallized fraction X as a function of
annealing time t in tensile-strained aluminum (annealing
temperature 350°C). (From Ref. 27.)
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size dRX. Under certain conditions,   
.

N and v can be derived
and the progress of recrystallization can be quantified.
The assumption of a constant nucleation rate and
isotropic growth yields an Avrami exponent of q=4, and
it follows that:

(33)

If nucleation prevails at the early stages of recrystallization
(“site-saturated nucleation”), q=3. Experimentally, the
Avrami exponent can be determined from a plot of the
expression ln{ln[1/(1-X)]} versus ln t.

Based on the JMAK equation, the kinetics and
microstructure evolution accompanying recrystallization
can be modeled (e.g., Refs. 32–35). Nuclei are assumed to
form in a given simulation volume with a certain rate.
Textural effects may be incorporated through a distinct
spatial or orientational correlation of the nuclei, and/or
through orientation-dependent nucleation rates. Then,
the nuclei grow in accordance with the JMAK equation
until impingement. Again, orientation-dependent growth
rates may be considered. The resulting microstructure
(grain size and shape) is revealed by two-dimensional
sections through the threedimensional simulation space.

4. Recovery

From Fig. 16, it is evident that during the early stages of
annealing, the material gradually softens, which is
attributed to recovery reactions. The term “recovery”
combines all reactions leading to changes in the as-
deformed microstructure through dislocation reactions.
Recovery can take place dynamically (i.e., during the
deformation) or statically (i.e., after deformation has been
completed, typically during a subsequent annealing
treatment). Because of the high stacking fault energy and
the high homologous temperature of aluminum recovery,
reactions are typically quite pronounced. At elevated
temperatures, dislocations may cross-slip and, at higher
temperatures, may climb so that blocked dislocations are
remobilized. Thus, dislocations can annihilate, which
reduces the overall dislocation density. Furthermore, the
as-deformed substructure characterized by microbands
(Fig. 11a) may be rearranged into energetically more stable,
lower-energy configurations such as cell structures and,
on further recovery, into a well-defined subgrain structure
(Fig. 11b). During further annealing, the subgrains coarsen
by the reduction in subboundary energy. Subgrain
coarsening may occur through the mechanism of subgrain
coalescence as originally proposed by Li [36] and Hu [37].

In most cases, however, subgrain coarsening will take place
through subgrain boundary motion (i.e., analogous to
ordinary grain growth) [38, 39]. During this subgrain
growth, the misorientations between neighboring
subgrains may slightly increase as, for example, recently
studied in detail in commercial-purity aluminum by Furu
et al. [40]. Despite the obvious microstructural changes
during recovery, the textures remain virtually unaffected,
except for a slight sharpening of the texture (e.g., Refs. 41
and 42).

5. Extended Recovery and Continuous
Recrystallization

In principle, the dislocations brought into the material
during deformation can be released solely by recovery. For
instance, on deformation of high-purity metals, or in
samples deformed at high temperatures, dynamic recovery
can reduce the dislocation energy so efficiently that no
recrystallization is initiated [43]. In Al alloys, this extended
recovery is of particular importance when solution-treated
alloys are annealed at low temperatures such that
precipitation reactions can interfere with the recrystallization
process [44, 45]. Under such circumstances, the subgrain
boundaries may be pinned by finely dispersed precipitates
and, therewith, nucleation of recrystallization is strongly
retarded or even completely suppressed (Fig. 19a). Thus,
provided the sub-grain boundaries cannot break free from
the particles, the substructure evolution is controlled by
subgrain growth governed by the coarsening of the particles
[45–47] (Fig. 19b). Under extreme circumstances, especially
in highly strained two-phase alloys with large local
orientation perturbations, these processes can eventually
lead to the formation of high-angle grain boundaries and
microstructures that strongly resemble those of mat-
erials that have undergone discontinuous recrystallization
[49, 50] (Fig. 19c). This gave rise to the terms “continuous
recrystallization” or “recrystallization in situ,” although the
underlying mechanisms are inherently different from
genuine, discontinuous recrystallization, which will now be
discussed.

6. Nucleation

In most cases, during the annealing of a deformed
microstructure, genuine recrystallization occurs through
the formation of recrystallization nuclei at some distinct
places in the microstructure followed by their growth
under consumption of the as-deformed neighborhood.
According to classical nucleation theory, supercritical

Copyright © 2004 by Marcel Dekker, Inc.



85Design of Aluminum Rolling Processes

nuclei that will be able to grow form through thermal
fluctuations. At critical sizes, the reduction in volume free
enthalpy ∆gv·dV associated with the formation of a
nucleus of volume V just balances the energy increase
associated with the creation of a new grain boundary of
area A. Thus, for the critical nucleus size rcrit, it holds:

(34)

This estimate yields a critical nucleus size on the order of
0.1,…, 0.5 µm and, correspondingly, a critical nucleation
energy on the order of ∆GC≈2×10-13 J/mol≈106 eV. This
results in a nucleation probability on the order of N/
N0≈exp(-107), which is so small that thermal nucleation
of recrystallization can completely be ruled out.

The above argument clearly proves that the
“recrystallization nuclei” cannot form by thermal
fluctuations, but must be provided by other means. In
materials with a high stacking fault energy such as
aluminum, the formation of new orientations by
recrystallization twinning does not play an important
role, so that the orientations of the recrystallization nuclei
must already preexist in the deformed microstructure
(preformed nuclei; e.g., Refs. 51–53). Nonetheless,
because of the strong analogies between the
microstructural processes acting during recrystallization
and nucleation and growth during thermodynamic phase

transformations, the same terms are commonly used to
describe recrystallization.

Considering the substructure of (recovered) deformed
aluminum and the critical nucleus size on the order of a
few tenths of a micron (Eq. (34)), this implies that, in
principle, all dislocation cells or subgrains may be
regarded as potential nuclei. This, however, raises the
question of why so few subgrains actually act as nuclei.
For an average subgrain size of 1 µm after recovery and a
typical final grain size of 50 µm, only one out of 125,000
subgrains becomes a recrystallized grain.

The reason for this extremely low proportion of
successful nuclei is attributed to the necessity that the
boundary between a nucleus and the surrounding matrix
must principally be able to move (i.e., the nucleus must
possess a high-angle grain boundary). This implies that
during the nucleation period, local misorientations in
excess of about 15° have to be formed, whereas recovery
in the deformed matrix only provides misorientations
that scarcely exceed 10° [40]. Consequently, nucleation
is generally restricted to sites in the vicinity of deformation
inhomogeneities, where substantially larger local
misorientations are built up already during the preceding
deformation.

The requirements of steep orientation gradients with
high local misorientations and, therewith, sufficiently high
grain boundary mobility are naturally given at the

Figure 19 Extended recovery as caused by the coarsening of finely dispersed second-phase particles. (a) Heavily
pinned subgrain structure in cold-rolled, supersaturated Al-1.3% Mn (annealed for ~106 sec at 350°C; see Fig. 16).
(From Ref. 48.) (b) Schematic sketch of subgrain growth controlled by particle coarsening. (From Ref. 2.) (c)
Microstructure after continuous recrystallization in Al-1.8% Fe-1.1% Si (96% cold-rolled, annealed for 104 sec at
300°C). (From Ref. 50.)

Copyright © 2004 by Marcel Dekker, Inc.



Driver and Engler86

preexisting grain boundaries between the deformed grains.
Recrystallization nuclei may form by bulging of a given
grain boundary into a grain with a lower dislocation
density (strain-induced boundary migration, or SIBM). In
Al alloys, which usually comprise a recovered subgrain
structure prior to the onset of recrystallization (e.g., Fig.
11b), nucleation at a grain boundary can proceed by the
growth of a given subgrain on one side of the boundary
into the deformed structure on the other side of the
boundary (Fig. 20a). Accordingly, the resulting
recrystallized grains will have orientations of the former
deformation texture [54], including the characteristic R-
orientation [55]. Furthermore, in regions close to the grain
boundaries, generally higher dislocation densities and
stronger orientation gradients exist due to the activation
of additional slip systems to reduce strain incompatibilities
at the grain boundaries during deformation. Therefore,
favorable conditions for recovery and, consequently, for
successful nucleation events prevail in regions close to the
grain boundaries (Fig. 20b).

Similarly, the disturbed zones close to large particles
can act as nucleation sites. According to Humphreys [56],
these socalled deformation zones are caused by the
deformation incompatibilities at the matrix/particle
interface, where very high dislocation densities and,
consequently, strong lattice rotations are being built up
during rolling. During recovery, the dislocations recover
rapidly into subgrains that are substantially smaller than
the subgrains in the matrix well away from the particles. In

the next stages of annealing, subgrain growth takes place
in this very fine local subgrain structure, until finally one
or a few large subgrains have consumed the deformation
zone and have formed high-angle grain boundaries to the
surroundings (Fig. 21). Finally, if their size exceeds the
critical diameter of ~1 µm, some of the enlarged subgrains
may be able to start growing into the deformed matrix.
The textures of samples where recrystallization is
dominated by this so-called particle-stimulated nucleation
(PSN) are typically quite weak with a high fraction of
randomly oriented grains. It is worth mentioning here that
the formation of the deformation zones depends on the
strain rate and particularly on the deformation
temperature. At high deformation temperatures and/or low
strain rates, dynamic recovery counteracts the formation of
the deformation zones and, hence, prevents the occurrence
of PSN, as discussed in detail elsewhere [57].

Furthermore, other deformation heterogeneities,
including transition bands and shear bands, may provide

Figure 20 Nucleation of recrystallization at a preexisting
grain boundary. (a) Nucleation through strain-induced
boundary migration; (b) nucleation at a grain boundary
in a subgrain structure; and (c) example of nucleation at
a grain boundary in commercial purity aluminum
AA1145 (86% rolled, annealed for 1000 sec at 250°C,
scanning electron microscopy).

Figure 21 Example of PSN in two-phase Al-1.3% Mn
containing large Al6Mn precipitates (80% rolled, annealed
for 30 sec at 350°C, transmission electron microscopy
or TEM).
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recrystallization nuclei. Because of the highly localized
strain, they comprise an elevated dislocation density,
which, during recovery, leads to rapid subgrain growth
and, accordingly, to favorable nucleation conditions.
When the critical nucleus size is exceeded, the growth of
the nuclei can readily take place due to the high local
lattice rotations.

Shear bands are characteristic bandlike deformation
heterogeneities that typically form at an angle of
approximately 35° to the RD in several Al alloys (Fig. 22)
(e.g., in the presence of fine shearable particles [58, 59],
or in alloys with a high concentration of Mg atoms [60,
61]). Transition bands form when an unstable crystal
orientation tends to split off into two different
orientations on deformation. In Al alloys, cube-oriented
grains are often assumed to nucleate in transition bands,
which form through a mechanism originally proposed
by Dillamore and Katoh [62]. By Taylor-type model
calculations (see Section IV.A.1, “Microscopical-
Macroscopical Relations”), it can be shown that during
plane strain deformation, all orientations close to the
cube orientation in the starting texture rotate about the
RD toward the rolling texture orientations. This rotation
is divergent, which means that a grain with an orientation
along the cube RD rotation path can split during rolling
and that the two parts of the grain rotate apart toward
two symmetrically equivalent rolling texture orientations.
These rotation paths are shown schematically in Fig. 23.
The transition band then represents the bandlike
remaining part of the splitting grain that still comprises
its original orientation.

7. Growth Processes

The critical size of a recrystallization nucleus in heavily
deformed aluminum is on the order of 0.5–1 µm (Section
IV.B.6), whereas typical recrystallized structures reveal
grain sizes of 10–50 µm. This size difference underlines
the importance of growth effects after the nucleation stage
on microstructure and texture of recrystallized materials.
Growth takes place through the movement of grain
boundaries into the as-deformed microstructure. Hence,
growth is controlled by the mobility of the grain
boundaries involved, which, in turn, depends on the
structure of the grain boundary plus external factors
such as annealing temperature, driving force, and alloy
composition, including impurities, etc. [63–66].

Thermally activated grain boundary motion takes
place through the transfer of a given atom from the lattice
of the shrinking grain, through the boundary and onto
the lattice of the growing grain (Fig. 24a) [67–69]. When
a grain boundary moves under a driving forced pD, this
elementary step is associated with an energy gain of pD b3

(b3 is the atomic volume) (Fig. 24b). The grain boundary
velocity v is given by the difference in thermally activated
diffusion jumps Γi between the two grains:

(35)

(v0 is the Debye frequency, ~10 sec-1; ∆x≈b is the jump
distance; ∆G is the activation enthalpy for the diffusion
jump; and cv

GD is the vacancy concentration in the
boundary). For all recrystallization processes pD«b3kT,
so that:

Figure 22 Nucleation at shear bands in a rolled single
crystal with {112}〈111〉C orientation (Al-1.8% Cu, 80%
cold-rolled, annealed for 100 sec at 300°C).

Figure 23 Scheme of the orientation changes during the
formation of transition bands according to the Dillamore-
Katoh [62] mechanism, represented in the ODF ϕ2=0°
section.
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(36)

Thus, the grain boundary velocity v is proportional to
the driving force pD; the proportionality factor is denoted
by mobility m. It also follows from Eq. (36) that the
mobility reveals an Arrhenius-type temperature
dependency m=m0·exp(-Q/kT). For an accurate analysis
of grain boundary mobility, dedicated experiments with
specially prepared bicrystals are best suited. Such
experiments have given good evidence of the
proportionality between grain boundary velocity and
driving force, which, in turn, enables one to derive the
mobility as a function of temperature, alloy composition,
mis-orientation, etc. [70].

Besides temperature, the grain boundary mobility
also depends on the misorientation between the two
grains. In general, low-angle grain boundaries as well as
(coherent) twin boundaries display very low mobility.
In contrast, the so-called “special” grain boundaries
may have higher mobility than average (i.e., “random”
boundaries). This behavior is commonly explained in
terms of the so-called “coincidence site lattice” (CSL)
theory. The CSL boundaries are thought to be densely
packed such that they will absorb less solutes that lower
the mobility of random boundaries (see below).
However, the grain boundary mobility not only depends
on the misorientation, but may also depend on the exact
position of the grain boundary plane. Figure 25
reproduces the well-known results of Liebmann et al.
on the grain boundary velocity as a function of the
misorientation angle for tilt boundaries in aluminum
[71]. Evidently, grains with a 40° orientation relation
depict maximum mobility, which will become important
with a view to the interpretation of recrystallization

textures where this special orientation relationship is of
great importance.

Alloying elements, both in solid solution and in the
form of precipitates, may strongly retard recrystallization
by exerting a retarding force on the moving grain
boundaries. Most works on the influence of solutes on
grain boundary motion are based on a model developed
simultaneously by Cahn [72] and Lücke and Stüwe [73].
This Cahn-Lücke-Stüwe theory is based on the idea that,
due to local lattice distortions, solutes close to the grain
boundaries have a lower energy than in the undistorted

Figure 24 On grain boundary motion during the growth of recrystallization nuclei. (a) Schematic sketch of the grain
boundary structure; and (b) evolution of the free enthalpy G across a grain boundary under a driving force p

D
.

Figure 25 Grain boundary velocity as a function of the
misorientation angle for 〈111〉 tilt grain boundaries in
aluminum. (From Ref. 71.)
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matrix in the grain interior. This difference in energy
results in an attractive force dU/dx between the grain
boundary and the solute (Fig. 26a) and, therefore, an
increased concentration of solutes in the vicinity of the
grain boundaries:

(37)

(where c0 is the average solute concentration and cGB is the
concentration of solutes in the vicinity of the grain
boundary).

If the grain boundary moves, the solutes have to follow
the grain boundary by diffusion processes so as to retain
their low-energy position (Fig. 26a, dashed line). This
results in a retarding force pF that reduces the driving
force and, hence, the grain boundary velocity (“impurity
drag”):

(38)

At low velocity, the grain boundaries are “loaded” with
solutes and the impurity drag increases with grain
boundary velocity. At high velocity, the grain boundaries
will break away from the solutes and then move more or
less freely. In the intermediate regime, there is transition
between the behavior of loaded and free boundaries,

where grain boundary velocity and driving force may be
nonproportional (Fig. 26b).

Second-phase particles likewise exert a drag on the
moving grain boundary. This so-called Zener drag [74]
is caused by the interaction of grain boundary and
particles so as to reduce grain boundary area (Fig. 27).
The resulting retarding force pz is given by:

(39)

(where f is the volume fraction and rP is the radius of the
second-phase particles). Thus, the Zener drag is largest
in the presence of small, finely dispersed particles.

C. Textures

The large plastic strains encountered in rolling operations
develop directional structures, or textures, which can
strongly influence the resulting mechanical (or
physicochemical) properties of the material. The most
well-known effect is the plastic anisotropy of sheet
products, an example of which is illustrated in Fig. 28
[75]; the properties in the sheet plane [e.g. σy, at an angle
a to RD (α≈55°)] are significantly lower than along RD.
This type of anisotropy can also strongly influence

Figure 26 Solute drag. (a) Development of potential U, interaction force p, and concentration of solutes c along
distance x across a grain boundary. The dashed line indicates the changes in the concentration profile c(x) for a grain
boundary that moves from right to left; and (b) grain boundary velocity v as a function of the driving force p for
different concentrations of solutes c.
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formability (e.g., the product shape during a deep drawing
operation), as can occur for beverage cans (Section V.D).
The deformation textures developed during rolling can,
of course, be modified by annealing to generate new
recrystallization textures.

Crystallographical textures in polycrystalline
aggregates are characterized by the volume fractions of
a particular orientation (g) compared with its theoretical
value in a perfectly random set of orientations.
Formally, they are represented by an orientation
distribution function (ODF) defined by the volume
fraction of a material (dv/V), which possesses an
orientation within a small angular range dg [i.e.,
f(g)=(dv/V)/dg]. In practice, textured metals are usually
composed of grains with orientations close to one or
more “ideal” texture components and other grains
oriented at random well away from the latter (often
termed random orientations).

An individual orientation can be defined in several
ways; the parameters most used by the texture
community are the three Euler angles (ϕ1, Φ, ϕ2), which,
by three successive rotations, bring the orientation (g) to
some common reference orientation. In cubic materials,
the latter would be the three 〈100〉 crystallographical
axes parallel to the principal axes of the deformation
process (i.e., RD, TD and ND in rolling). The metallurgical
community often prefers the Miller indices {hkl} ,
giving the crystal planes and directions of the major
texture components aligned with the principal straining
directions [i.e., {hkl} for the sheet plane and  for the
rolling direction]. The correspondences of Miller indices
and Euler angles for some typical sheet metal orientations
are given in Table 4.

For symmetry reasons, the possible ranges of the Euler
angles can be restricted to specific values (e.g., ϕ1=90° for
orthotropic symmetry typical of rolled sheet) so that each
orientation is defined by its (ϕ1, Φ, ϕ2) coordinates in a
well-defined 3D Euler space. For practical visualization,
this 3D Euler space is sectioned into 2D sections of
constant ϕ2 in which the ideal texture components are
easily located. The reader is referred to Bunge [76], Kocks
et al. [77], and Randle and Engler [78] for further details
and particularly the diffraction techniques used to
determine textures and ODFs.

1. Rolling Textures

Sheet rolling textures of fcc metals are usually characterized
by continuous spreads of orientations along one of two
fibers, denoted as the α and β fibers. The β fiber

Figure 27 Interaction between a particle and a grain
boundary moving under a driving force p (Zener drag).

Figure 28 Yield stress anisotropy in a high-strength Al–
Li alloy. (From Ref. 75.)

Table 4 Miller Indices and Euler Angles of the Most
Important Orientations of Al and Al Alloys After Rolling
and After Recrystallization (Approximated)
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orientations, usually developed in rolled aluminum, include
“Cu” {112}  , “S” (123} 〈164〉, and “Bs” {011}
〈211〉. The α fiber components extend from the same “Bs”
to “Goss” {011} , (i.e., possess an {011} crystal plane
parallel to the sheet plane). Figure 29 gives an example of
the {111} and {100} pole figures of rolled aluminium sheet,
and Fig. 30 gives the corresponding ODF sections.

In cold-rolled aluminum sheets, the strongest
components at the sheet center are usually the S and Cu
components, together with small but significant amounts
of Bs and Goss, in this order. However, the rolling
conditions, the alloy content, and the initial texture prior
to rolling can influence this order. Cold rolling is always
very close to plane strain compression, so the deformation
textures tend to be very similar if the same deformation
mechanism operates. An important case, treated in detail
in Section V.D, is cold rolling of cube textured sheet for
beverage can applications; the cube texture gradually
decreases in intensity to be replaced by the ß fiber
components at high strains.

The rolling textures can be modified only if the strain
path and/or the deformation mechanisms change. This
occurs at room temperature if the usual slip processes are
replaced at high strains by pronounced shear banding,
as is observed in some particle-strengthened alloys
containing fine shearable precipitates (Al–Li and Al–Cu).

Figure 29 (a) {111} and (b) {200} pole figures of cold-rolled Al (AA5182, 92% rolled).

Figure 30 The ODF of the pole figures shown in Fig. 29
(92% cold-rolled Al alloy AA5182).
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In this case, the intense localized shears along the bands
tends to strengthen the Bs and Goss components (see
Ref. 58). Mechanical twinning has a similar effect but is
usually not encountered in current aluminum alloys.

During high-temperature rolling, the deformation
textures can be significantly different because there are
fewer constraints on both the strain path and the slip
systems. The strain path varies because the hot rolling of
an ingot by reversible rolling and then tandem rolling
(Section III.B) superimposes significant shear components
on the plane strain compression mode; the shears vary
from zero at the center to high values near the surface.
Also at temperatures >0.5Tm, slip in the aluminum is no
longer restricted to the {111} planes but can occur on the
{110} and {100} planes (and possibly others) (see
Maurice and Driver [79] and Perocheau and Driver [80]).
An example of the texture variation through the thickness
of a reversibly rolled AA3103 alloy is represented in Fig.
31 by {111} pole figures. Near the center (L=0.2), there is
a typical hot rolling ß fiber texture albeit with a stronger
Bs component than usually found after cold rolling.
Midway between the center and the surface (L=0.5), the
texture is quite different and, near the surface (L=0.9),
tends to a unique {001}  shear component. This
develops as a consequence of the reversed shear
deformation that material elements undergo both within
a pass and from pass to pass. On subsequent tandem
rolling, the shear is reduced in amplitude and rolling is
unidirectional. The deformation mode during tandem
rolling then transforms the {001}  shear component
into two symmetrical {112}  Cu components, which
form part of the usual β fiber texture. The final hot-
rolled plate from the tandem mill has, therefore, a β fiber
texture in which the Bs component tends to be strongest

in the center and the Cu component tends to be stronger
near the surface [81].

An important point with regard to subsequent
recrystallization texture development is the amount of
cube texture left in the as-hot-rolled material. During cold
rolling, the cube component is unstable so cube grains
gradually break up by deformation banding before
ultimately (at ε≥2) rotating to the β fiber (near-S)
components. However, even after large strains, some
fragments of the cube grains are left over and can become
sites for recrystallization nuclei. During hightemperature
rolling, many studies have now shown that the cube
grains are stable (as a result of the change of slip systems)
up to very large strains and therefore survive the entire
hot rolling process as elongated “cube bands.”

The evolution of these rolling textures can be modeled
quite successfully by the crystal plasticity models
described briefly in Section IV.A.1, “Microscopical-
Macroscopical Relations.” An example of a cold rolling
texture simulation assuming {111}  and plane strain
compression is given in Fig. 32a. This shows strong S
and Cu components with some Bs. Hot rolling textures
and their gradients have also been modeled more recently
using FE data for the strains along different material flow
lines as shown in Fig. 32b and c. At the center, there is a
classical β fiber with strong Bs, S, and Cu components,
together with some Bs and Goss. Toward the surface, the
alternating shears in the breakdown mill lead to a well-
developed {001}  shear texture and subsequent
(virtual) deformation in the tandem, then destroy most
of this shear components to reform a β fiber texture.

2. Recrystallization Textures

The most common recrystallization textures of rolled
and annealed aluminum alloys are the cube {001}  ,
the R (or retained S) {124}  and, under certain
circumstances, the P {011}  or Q {013}  com-
ponents. Texture evolution during recrystallization is a
complex (and often controversial) subject, so the
following will attempt to describe the essential features of
the problem, at the risk of oversimplification. The
textures depend very sensitively on the details of the
nucleation and growth mechanisms outlined in Section
IV.B (i.e., are functions of the deformation texture, the
microstructure, and, particularly, the solute and
precipitate distributions, together with the annealing
conditions).Figure 31 Examples of texture variations through the

thickness of hot-rolled AA3103. (a) Center; and (b) near
surface.
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In sheets of pure fcc metals such as aluminum, large
rolling reductions and high annealing temperatures
strongly favor the cube recrystallization texture as a
consequence of rapid nucleation of cube grains from
the cube fragments and their growth into the adjacent,
highly dislocated matrix (cube with fmax>20).
Recrystallization after hot rolling can produce even
stronger cube textures. However, even small quantities
of Fe in solid solution, as occurs in most commercial
aluminum alloys, can modify this texture. For example,
Hirsch and Lücke [82] have shown that cold-rolled Al-
0.007% Fe, when annealed at 360°C, leads to a R+
cube texture, probably due to the influence of the
precipitation of Fe on the migrating boundaries. When
both Fe and Si are present (as in the commercial 1xxx

alloys), they form Al–Fe–Si phases during casting, which
act as nucleation sites for PSN. Subsequent rolling and
recrystallization then promote a degree of texture
randomization by PSN (Fig. 33). Note that the cube
texture still dominates but fmax~10 due to PSN
randomization. Because most commercial alloys contain
typically ~1% (Fe+Si), clearly PSN will be a major factor
controlling recrystallization textures, at least after cold
rolling. Recrystallization after hot rolling, as pointed
out in Section IV.B.6, is less influenced by PSN because
the deformation zones around the particles are reduced
by dynamic recovery [57].

In the more highly alloyed 2xxx, 5xxx, and 1xxx
series, which contain either fine shearable precipitates or
high Mg contents, shear banding can occur (Section
IV.A.1, “Influence of Alloying Elements”). These
deformation inhomogeneities are also nucleation sites for
recrystallization (Section IV.B.6) and have been
extensively studied by Engler [83]. It appears that shear
bands tend to favor the Goss {011}  component and,
at very high strains, the Q orientation. If the same alloys
are deformed without shear banding, then the other
mechanisms such as PSN, SIBM, etc., operate.

Figure 32 Numerical simulations of texture evolution
during the rolling of aluminum alloys. (a) Cold rolling;
(b) reversible hot rolling along center line; and (c)
reversible hot rolling near the surface. (From Ref. 5.)

Figure 33 Recrystallization texture evolution in
commercial purity aluminum due to the presence of (Fe+Si)
particles.
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Clearly, recrystallization texture development is
sensitive to the relative rates of nucleation and
subsequent growth from a wide variety of sites in the
deformed metal (cube bands, PSN, SIBM, and shear
bands) and which obviously depend on the deformation
microstructure (i.e., the deformation conditions and the
alloy). Theoretical prevision of recrystallization texture
development is not easy. However, there is a general
tendency for the recrystallization texture to be controlled
by the first stages of nucleation and growth, often termed
microgrowth, of small micron-sized elements out of the
deformation structure and which are often related by
30–40°  rotations with respect to their local
environment. It follows that recrystallization textures can
sometimes be modeled by simply taking the deformation
texture and by imposing 40°  rotations to each
component of the deformation texture [50, 84]. As
shown in Fig. 34, for random nucleation, which is
approximately given when PSN prevails, this
transformation texture can give quite a reasonable
approximation of the recrystallization texture. A
somewhat more sophisticated model has been developed
by the Trondheim group [85] for the case of hot

deformed alloys (where shear banding does not
intervene). The analysis relies on models for the rates of
nucleation and the growth of the PSN, SIBM, and cube
band sites as a function of the deformation structure and
texture. It can also be extended to predict recrystallization
grain sizes.

In a more generalized context, it has been
demonstrated that the recrystallization textures of most
rolled Al sheets can be modeled by the multiplication of a
function representing the probability of the nucleation of
the new grains with their growth probability function,
with the latter being identical to the 40° 
transformation texture [86, 87]. The probability of
nucleation is given by the distribution of potential nucleus
orientations that form at the corresponding nucleation
sites, which means that it can be determined
experimentally.

More recently, Engler and Vatne have combined these
two approaches in that the Trondheim model is utilized
to determine the contribution of nucleation at the various
characteristic nucleation sites acting in rolled Al alloys
(cube bands, grain boundaries, and large particles) to the
distribution of nucleus orientations. This approach has
been successfully applied to simulate the recrystallization
textures of a variety of Al alloys with different
microstructural characteristics processed under different
processing parameters, viz. strain, strain rate, and
deformation temperature [88].

3. Anisotropy

The crystallographical textures developed by rolling
deformation and eventually subsequent recrystallization
lead to anisotropic mechanical properties. An example is
the variation, with direction in the sheet plane, of the
yield strength of an Al–Li alloy as illustrated in Fig. 28. A
second case concerns the plastic anisotropy during a
forming operation such as deep drawing. A circular blank
stamped out of a sheet is drawn down by punching
through a die into a cup shape, but the resulting “cup”
develops irregular wall heights commonly denoted “ears”
(Fig. 35). The ears are situated at certain angles to the
sheet directions according to the plastic anisotropy, or
the texture, of the sheet (see Section V.D).

Plastic anisotropy of sheet materials is measured
experimentally by the contraction ratios of flat tensile
samples taken at angles α to the rolling direction. The
ratio of the width (plastic) strain ew to the through-
thickness strain et is denoted by the Lankford coefficient
or the R value:

Figure 34 Rolling-to-recrystallization transformation
texture obtained by 40° 〈111〉 rotations (Al–Fe–Si, 90%
cold-rolled; regions with intensity <1 are dotted).
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(40)

In theory, R varies from 0 (no widening) to ∞ (no
thickening) and equals 1 for isotropic materials. Note
that some authors use the contraction ratio 
measured in terms of the strain rates along the sample
width and length (i.e., q=r/1+r and varies from 0 to 1).

To characterize the overall resistance to thinning of a
sheet, an average of the R values at three alpha angles is
usually determined:

(41)

and to measure the amplitude of the in-plane anisotropy
(related to the ear heights), the difference value is used:

(42)

An   value greater than 1 means that during elongation,
the sheet thins less than it contracts and often indicates
good formability. Average  values greater than 1 are
not common in most aluminum alloys. Only in materials
that have been produced to include pronounced shear
textures have  values of about unity been obtained [89].

A more general description of plastic anisotropy is
contained in the yield surface. In theory, these are five
dimensional spaces that describe the current yield stress
as a function of any 5D stress direction. In general
practice, they are measured in the sheet plane by applying
different combinations of in-plane loads so that
experimental yield surfaces are essentially 2D. An example

Figure 35 (a) Deep drawing of cylindrical cups and (b, c) typical earing profile with ears under 0° and 90° to the rolling
direction developed during cupping of a circular aluminum sheet with strong cube texture (AA3104 hot band).
(Courtesy of Dr. J.Hirsch, Hydro Aluminium Deutschland GmbH.)
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of the sheet plane yield surface of an aluminum alloy is
given in Fig. 36.

Anisotropy is frequently modeled using the crystal
plasticity analysis outlined in Section IV.A.1,
“Microscopical-Macroscopical Relations.” For the
extreme case of a single crystal, the basic equation is the
generalized Schmid criterion for slip on a system under a
general stress state [σ]:

(43)

Assuming that the stress normal to the slip plane has no
influence, this can be written in terms of the five-
component stress deviator [s] and defines a set of
hyperplanes in 5D space. Because, according to the above
equation, the glide stress cannot exceed the value , the
surface made up of the inner set of hyperplanes describes
the stress states for plastic flow; this is termed the (lower
bound) single crystal yield surface, or yield locus. For a
textured polycrystalline aggregate, the condition of plastic
flow is determined both by the Schmid criterion and by
the requirements of strain compatibility between grains.
An upper bound yield locus is given by the Taylor, Bishop,
and Hill analysis by calculating, for all possible strain
increments, the associated stress states (i.e., the stress
corresponding to the maximum plastic work rate of the

material). An example of an upper-bound single crystal
yield surface is given in Fig. 37.

For a textured polycrystalline aggregate, the stress
state for each strain increment is obtained by an
averaging procedure over a representative population of
grains, usually based on the orientation distribution
function. This then gives the plastic work rate and the
average Taylor factor . The methods are outlined by
Hosford [90] and Kocks et al. [77]. The yield loci of
textured polycrystals tend to be intermediate between the
single crystal case of Fig. 37 and the (isotropic) von Mises
ellipse (see Fig. 36). All yield loci obey the normality rule
according to which the strain rate vector, for a particular
stress state on the yield surface, is normal to the yield
surface at that point. One of the important features of
these textured yield loci are the vertices, which, for a single
grain, correspond to a discontinuous change in slip
systems for a small change in stress state. According to
the normality rule, they imply large changes in strain path
with two important consequences: (a) the Lankford
coefficient can be very dependent on texture and straining
conditions; and (b) pronounced discontinuities of the
normal to the yield surface often imply plastic instabilities,
which can be more or less localized.

Figure 36 Anisotropic 2D sheet plane yield surface of
textured Al from Ref. 90. The stresses are normalized to
the x-direction yield strength. S indicates the normalized
level of τxy.
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V. PROPERTIES AND SPECIFIC
APPLICATIONS

A. Introduction

Rolled products (i.e., sheets, plates, and foils) constitute
almost 50% of all Al alloys used. In North America and
Western Europe, the packaging industry consumes the
majority of the sheet and foil for making beverage cans,
foil containers, and foil wrapping. Sheet is used
extensively in buildings for roofing and siding; in
transport for airframes, road, and rail vehicles; in marine
applications, including offshore platforms; and
superstructures and hulls of boats. Although, to date,
only relatively little Al is used in the manufacture of high-
volume production automobiles, it is expected that the
next decade will see a substantial increase of aluminium
sheet used for body panels. Plates are used for airframes,
military vehicles and bridges, ship superstructures,
cryogenic and chemical vessels, and as tooling plates for
the production of plastic products. Foil applications
outside packaging include electrical equipment, insulation
for buildings, lithographical plate, and foil for heat
exchangers.

In this chapter, several typical examples of the use of
aluminum-rolled products will be presented in order to
illustrate the impact of the various steps during the
processing of rolled Al products on the resulting
product properties. In the sequence of thickness
variations during rolling, the examples start with the
use of thick hot-rolled transfer slab for aeronautical
applications. Hot bands with thickness of 4–8 mm may
be used for undercarriage and wheels in automotive
applications. Examples of cold-rolled strip include hard
(i.e., unrecrystallized) can stock for beverage cans as
well as soft (i.e., recrystallized) clad brazing sheets for
heat exchangers. Furthermore, solution-treated sheets
of age-hardenable Al alloys for applications in car body-
in-white applications will be addressed. Finally, we will
discuss the production of Al foil that is used in
numerous applications in packaging.

These examples were chosen to cover a wide range of
use of Al alloys in applications of technological
importance. In each example, we will discuss the main
property requirements as well as the important
processing parameters that need to be controlled so as to
achieve these requirements. It is worth noting that most
of the new products have been developed by a
combination of engineering ingenuity and improved
scientific knowledge of the physical mechanisms.

B. Use of Thick Al Plate in Aeronautical
Applications

The development of modern air traffic was virtually
impossible without the use of aluminum. The
combination of good corrosion resistance, high
formability, and high strength, and, in particular, the low
specific weight, makes Al the most versatile material for
aircraft applications. For instance, the Boeing 747
“jumbo jet” contains 75,000 kg of aluminum. Despite
the development of new composite materials, Al remains
the primary aircraft material, comprising about 70% of
a modern aircraft’s weight. The alloys used most widely
for aircraft applications are the heat-treatable alloys of
the Al–Cu system (2xxx series) and, for components
requiring higher strength, the Al–Zn–Mg system (7xxx
series). For many years, alloys 2024 and 7075 dominated
in aircraft applications. By limiting the contents of
accompanying elements, especially Fe and Si, and by
optimizing the thermomechanical processing, damage-
tolerant variants of these alloys have been established
(e.g., Refs. 91–93).

The fuselage of commercial aircraft consists of a skin
with longitudinal stiffeners (stringers) and regularly
spaced frames in the circumferential direction. An
important design driver is damage tolerance of the
structure, associated, for example, with the tensile stresses
introduced in the skin by the pressurization cycle.
However, other loadings lead to additional requirements,
such as stability in the compression of the lower part of
the fuselage. Currently, there is a major development
toward welded structures as opposed to riveted ones so
as to reduce productions costs.

Wings of commercial aircraft consist of upper and
lower wing covers reinforced with riveted or integrally
machined longitudinal stringers. Longitudinal spars and
transverse ribs are used to stiffen the wing box.
Auxiliary structures include leading and trailing edges,
control surfaces (ailerons, flaps, slats, etc.), and engine
beams. Upper wing components are compression-
dominated structures, whereas bottom wing structures
are designed for damage tolerance requirements.
Intermediate spar and rib components must achieve the
best compromise between the technical needs of the
upper and lower wings.

The mechanical structure of the horizontal and vertical
stabilizers of commercial aircraft can be compared with
the structure of the wings, albeit with smaller dimensions,
with the fin box and the tailplane outerbox, and the center
box and auxiliary structures (leading and trailing edges,
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elevator, etc.). Loads on the horizontal stabilizers are
typically inverted compared with those on a wing, with the
need of compression-resistant solutions for the lower parts
and damage-tolerant alloys for the upper structures. As
far as the vertical stabilizers are concerned, complex loads
involving overall bending and local gust loads may occur.

Sheets are typically used in an aircraft for fuselage
panels, skins of auxiliary structures (leading/trailing edges),
and control surfaces, as well as for bent stiffeners or frames.
Tempers vary from annealed “O” to quenched “T” or as-
fabricated “F,” depending on the forming operation of the
component and the alloy formability. In addition, for
outside panels, corrosion protection through cladding
with commercial purity Al is often required.

Plates are increasingly used in the structure of
commercial aircraft to substitute for assemblies of sheet
or small gauge plate and stiffeners by so-called integral or
monolithic structures. A conventional assembly usually
consists of a number of formed sheets and extruded,
forged, and/or machined parts, which are riveted together
or joined otherwise. An integral structure, on the other
hand, integrates the function of all these individual parts
into one large structure with the advantage of weight
reduction and production cost savings due to the lower
number of components. Manufacturing of the integrated
structure itself is cost-efficient due to high-speed milling
machines, with up to 25,000 rpm and high feed rates,
which are available today for machining of high-strength
Al alloys.

The major challenge for the material suppliers in view
of this substitution process is that the property
combination of the raw material should not limit the
performance of the integral structure when compared
with a classical assembly. For that reason, a number of
limitations of conventional Al plates had to be overcome.
The maximum thickness of conventional Al plates had to
be increased in order to allow the machining of very heavy
sections. The residual stress level of the plate material had
to be controlled to an extremely low level to guarantee
distortion-free machinability even with the large
dimensions and the high aspect ratios involved. Residual
stresses are relieved by a controlled stretching operation
wherein the plates are stretched by a few percent in their
long dimension. The development of new alloys with
lower quench sensitivity such as 7010 and 7050 led to
improved through-hardening properties of thick plates.
Additionally, several key properties of the plate material
such as corrosion and fatigue resistance, toughness, and
ductility had to be improved in order to compete with
properties of other product forms.

In general, the fracture toughness of 7xxx series alloys
depends on yield stress, chemistry, and on the distribution
of second-phase particles [94–98]. Furthermore, to
improve toughness and resistance against stress corrosion
cracking, it is necessary to suppress recrystallization. Figure
38 shows the microstructure of alloy 7010 after
laboratory deformation through plane strain compression
tests [42], displaying a fine recovered subgrain structure
plus a few strongly enlarged recrystallized grains. In order
to suppress recrystallization, elements such as Cr and/or
Zr are usually added. In addition, the thermomechanical
processing must be controlled so as to minimize
postdynamic recrystallization.

Thus, the optimization of the chemical composition,
together with an appropriate thermomechanical
processing, led to the development of aircraft alloys that
combine high strength, high corrosion resistance, and
high fracture toughness. These alloys are used in the most
recent generation of airplanes such as the Boeing 777, or
the planned new Airbus A380 (Fig. 39).

C. Hot Band for Welded Aluminum Wheels

Light metal wheels made from Al alloys have acquired a
large market. However, such Al wheels, which are
produced by casting or forging, are used mainly because
of their attractive styling, but with weights of up to 10 kg,
they do not offer a large potential for saving weight
compared with conventional steel wheels. Therefore, there
is an increasing interest in welded wheels made of
aluminum hot band (e.g., Ref. 99). The deep-drawn disk is
joined to the welded rim by MIG welding. With a weight of
5.6 kg, these wheels are about 30% lighter than their steel
counterparts (Fig. 40). Thus, although Al wheels are more
expensive than steel wheels, they offer the potential of
reducing unsprung mass of the chassis, resulting in better

Figure 38 Optical micrograph of hot deformed, partially
recrystallized AA7010 (etched in chromium acid).
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ground contact and, there-with, improved safety, handling,
and driving comfort, as well as improved fuel efficiency.

For such applications, and for other components of
the chassis, naturally hard alloys of the Al–Mg–Mn
system (5xxx series) are well suitable [100]. In the soft
state, 5xxx series alloys exhibit very good formability as
required for producing the deep-drawn disks. The

strength of Al–Mg alloys strongly increases with strain
(Fig. 8), with the entire strength level depending on the
Mg concentration. The corrosion behavior of Al–Mg
alloys is generally excellent, such that many automotive
parts may be used without a protective layer. However,
alloys with Mg contents in excess of 3% may suffer from
intergranular corrosion when they are exposed for a long
time to temperatures in the range 60–200°C. Figure 41
shows the influence of Mg concentration on strength

Figure 40 Light metal wheel made from 8.6-mm-thick
hot band of alloy AA5454. (Courtesy of Hydro
Aluminium Deutschland GmbH.)

Figure 41 Yield strength Rp0.2 and resistance against
intergranular corrosion of 5xxx series Al–Mg alloys as a
function of the Mg content. (Courtesy of Dr. D.Wieser,
Hydro Aluminium Deutschland GmbH.)

Figure 39 Airbus A380 (computer simulation; courtesy of EADS).
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and on the resistance against intergranular corrosion,
the latter being expressed as weight changes during
annealing for 17 hr at 130°C (ASTM G67). Thus, 5xxx
alloys with 2–3 % Mg—including the alloys AA5049
(EN AW–AlMg2Mn 0.8), AA5454 (AlMg3Mn), and
AA5918 (AlMg3.5Mn)—offer a good compromise
between strength and resistance against intergranular
corrosion. Age-hardenable 6xxx alloys would allow for
further weight savings through down-gauging, yet the
production must be tailored so as to allow for the age
hardening effect to be exploited.

The deep-drawn disk is fabricated from hot strip with
a thickness of about 8 mm. Here, by controlled partial
recrystallization, some of the hot rolling texture is
preserved to effectively balance the opposite anisotropy
of the cube recrystallization texture (see Section V.D).
Thus, an almost even cup rim profile can be produced,
which is required because strong anisotropy effects can
lead to severe deviations from the rotational symmetry.
The necessary condition of deviations below 1 mm
correlate well with the deformation anisotropy measured
in form of the R-value (Fig. 42).

D. Production of Can Body Stock for
Beverage Cans

One of the probably best-known examples of products
from rolled Al sheet is the aluminum beverage can,
recognized as one of the most innovative packaging
containers in the world. In 1999, more than 112 billion
aluminum beverage cans were produced in North

America (i.e., about 300 cans per person). As illustrated
in Fig. 43, the production of the standard two-piece
beverage can is carried out in a sequence of drawing and
ironing operations. In a press operation, 12–14 circular
blanks are stamped out in parallel from highly cold-rolled
sheet with thickness of 0.25–0.30 mm, followed by deep
drawing into a cup. In a second operation, the
“bodymaker,” the cup walls are further ironed down to
about 0.1 mm thickness with concurrent forming of the
can base. The can top is then trimmed to length. After
chemical cleaning, the cans are given their final design by
a sequence of internal and external coatings and printing
operations. Finally, the cans are necked-in at the top to
reduce can diameter and flanged so that the top of the
can (Fig. 43) can be attached and sealed after filling. The
can end is produced separately in a sequence of high-
speed stamping and forming operations, with up to 28
blanks stamped out in parallel from coil-coated Al. The
so-called shells are fed through a high-precision press
where rivet making, scoring, and tabbing occur in
progressive operations. After the cans and ends are
inspected, they are ready for shipping and filling.

The common Al alloys used for the production of can
bodies are Al–Mn–Mg alloys of the 3xxx series (AA3004
and AA3104), which meet best the requirements for can
strength and formability. Continuous efforts to increase
strength for further materials savings by downgauging led
to the addition of small amounts of Cu (up to maximum
of 0.25%). For the can end, higher strength is achieved
through a higher Mg content, ranging from 4% to 5%, as
in alloy AA5182. Can tabs used to be produced from an
intermediate-strength variant, such as AA5042, but for
several years, AA5182 has been used almost exclusively.
Typical alloy compositions are listed in Table 5.

The conventional fabrication route for can body sheet
consists of DC casting of large ingots, a two-step
preannealing (up to 600°C), breakdown hot rolling (at
about 500°C) to 20–40 mm transfer slab gauge, followed
by tandem hot rolling to about 3-mm hot band with exit
(coiling) temperatures of about 300–350°C (Section III).
Modern multistand hot rolling lines that are optimized
for maximum mass output are characterized by a
combination of high speed, short interstand times, and
large reduction steps, which prevents interstand
recrystallization and, accordingly, gives rise to a fairly
high-stored energy. Thus, for sufficiently high coiling
temperatures, recrystallization will take place in the coiled
hot strip, which is referred to as “self-annealing.” The
final cold rolling, usually without interannealing, yields a
finish gauge sheet with a thickness below 0.3 mm in a
high-strength state (condition “H19”).

Figure 42 Correlation between the r-value and the
deviation in rotational symmetry in a deep-drawn wheel
disk. (Courtesy of Dr. J.Hasenclever, Hydro Aluminium
Deutschland GmbH.)
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The major requirements for AA3104 can body stock
include sufficiently high strength and good formability.
High strength is needed to avoid the buckling of the can
base under high internal pressure (dome reversal) and to
achieve sufficient structural stability (column strength),
which is of particular importance for the very thin can
wall thickness below 0.1 mm. The increase in yield
strength is achieved by cold rolling. Figure 44 shows the
evolution of yield strength Rp0.2 as a function of
(laboratory) cold rolling level, starting from two
differently recrystallized hot bands.

Evidently, the properties of the finish gauge sheet are
largely controlled by the hot rolling parameters. The hot
strip thickness dictates the reduction by cold rolling
required to achieve the final sheet gauge and, therewith,
the final strength (Fig. 44). Furthermore, the hot band
determines the formability and anisotropy of the final
sheet, which is important because of the heavy forming
operations accompanying can making (Fig. 43) [101–
105]. Plastic anisotropy due to the crystallographical

texture of the sheet gives rise to the formation of an
uneven rim of the can during deep drawing and ironing
operations (Fig. 35, Section IV.C.3). When cups are deep-
drawn from circular blanks cut from a textured sheet,
the plastic flow properties vary with the angle α around
the sheet. Therefore, the flow of metal will be uneven and
gives rise to the formation of an undulating rim with a
number of high points, known as “ears,” and an equal
number of low points, known as “troughs.” Highly

Figure 43 Production sequence of drawn and wall-ironed “DWI” cans and can ends.

Table 5 Chemical Composition of Alloys Used for Can
Production (wt.%)
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uneven cup rims are detrimental for the transport of the
can bodies and affect the whole process when ears are
stretched and clipped off during ironing, leading to
machine downtime reducing efficiency. Thus, the amount
of earing must be minimized in can body stock production
to ensure the optimum performance of the can-making
processes.

The characteristic cube texture of a recrystallized hot
band generates four ears at 0° and 90° to the former
rolling direction, whereas a cold-rolled sheet with the
typical ß fiber rolling texture will develop four ears at
±45°. Figure 45 illustrates how earing in can stock can be
minimized by controlling the texture such that both
texture components are mixed. As already mentioned
earlier, multistand hot rolling produces a recrystallized
hot strip with a strong cube texture, which, during deep
drawing, generates four 0°/90° ears. The quite slow
rotation of cube-oriented grains toward the stable rolling
texture ß fiber and the resultant mixture of both texture
components efficiently balances these opposite effects.

Incomplete recrystallization at too low coiling
temperatures leads to a hot band with a less pronounced
cube texture but stronger rolling texture components
(Fig. 45a and b). Consequently, there is a tendency to
form 45° ears in the hot band (Fig. 45d), which is further
enhanced during subsequent cold rolling (Fig. 45e).
Complete self-annealing is achieved only at coiling
temperatures in excess of 300°C. Otherwise, additional
hot band annealing or interannealing treatments must be
applied. On the other hand, at too high rolling
temperatures, recrystallization may occur between rolling
passes, which also reduces cube texture intensity [106].
Thus, for maximum cube texture—as necessary for

optimum earing properties at final gauge—an optimum
combination of hot rolling process parameters is
required, which is best achieved in multistand hot rolling
lines [107].

By cold rolling, the final material properties are
reached. As illustrated in Fig. 44, for a 2.2-mm hot strip
with a fully recrystallized microstructure, the required
final yield strength in excess of 275 MPa (H19) is reached
only at cold rolling reductions of as much as 80–90%
and a finished gauge thickness below 0.5 mm. For a
partially recrystallized or unrecrystallized hot strip, this
level is reached sooner, but as outlined earlier, because of
the less pronounced cube texture in the hot strip, the
acceptable level of 45° earing in the cold-rolled sheet is
reached at too low rolling degrees (Fig. 45).

Another factor affecting finish gauge strength is the
cold rolling temperature, which, under industrial rolling
conditions, may rise up to as much as 150°C, significantly
reducing cold rolling strength by recovery reactions.
Likewise, any further heat treatment will give rise to
recovery and/or recrystallization and, hence, will affect
final material properties. For instance, in subsequent
paint bake annealing operations, a certain decrease in
strength is implied due to the recovery processes involved.
Thus, such processes must be integrated in a complete
description of final strength effective in the product
application (e.g., Ref. 107).

In conclusion, the production of such an apparently
simple object as the aluminum beverage can requires a
very detailed knowledge of the deformation and
recrystallization mechanisms of the corresponding
materials as well as a sophisticated control of the main
processing parameters.

E. Brazing Sheet

Up to the 1970s, radiators and other heat exchangers
for vehicles were manufactured from copper and copper
alloys. In order to utilize the lower weight of aluminum
alloys, brazing techniques suitable for aluminum have
since been developed. Today, aluminum alloys are most
commonly used in heat exchanger applications, including
radiators, heater cores, oil coolers, as well as evaporators
and condensers in air-conditioning devices [108–111].
Figure 46a shows a typical modern car radiator with a
brazed core made of different aluminum alloys in tubes,
end plates, side plates and fins, and a plastic tank on each
side. The plastic tank is mechanically fastened to the core
by bending the outer rim of the end plate. New
development is focused toward the development of fully

Figure 44 Effect of the level of cold rolling on yield strength
Rp0.2. (From Ref. 106.)
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Figure 45 Influence of (a, b, c) hot band textures with different degrees of recrystallization and, consequently,
different fractions of the cube texture ({111} pole figures) on anisotropy in (d) hot strip and (e) final cold-rolled can
body stock (symmetrized earing profiles). A decrease in hot band temperature results in incomplete recrystallization
with less pronounced cube recrystallization texture. Accordingly, the 45° ears in the hot strip are increased at the
expense of the desired 0°/90° ears, which, on cold rolling, results in too strong 45° earing profiles. (Courtesy of Dr.
P.Wagner, Hydro Aluminium Deutschland GmbH.)
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recyclable all-aluminum heat exchangers (e.g., Fig. 46b).
This design requires both good formability and high
mechanical strength of the end plate material. The brazing
of aluminum is most often performed using sandwich
material in which the core alloy—usually a 3xxx Al–Mn
alloy or, less frequently, a 6xxx Al–Mg–Si alloy—is clad
with a thin layer of a braze with a lower melting point,
typically a near-eutectic Al-Si alloy of the AA4xxx series
containing 7.5–12.5% Si (Fig. 47a). The cladding alloy
melts during brazing and accumulates at inward bends in
order to minimize the surface tension (Fig. 47b).

Semifinished products of brazing alloys are produced
through conventional hot and cold rolling processes. The
core alloy is clad with a layer of 5–10% thickness of the
core either on one or on two sides with the filler. The
sandwich of as-cast ingot plus—mechanically joined or
welded—clad is preheated, with the temperatures
involved depending on the demands regarding final grain
size. Heating of the ingots to about 500°C gives a coarse
grain size because alloying elements such as Mn will
essentially remain in solid solution. Thus, there is a large
supersaturation of Mn, which, during the following steps
of thermomechanical processing, will give rise to finely
dispersed precipitates that interfere strongly with the
progress of recrystallization. Homogenization at a
temperature of about 600°C for 10 hr and hot rolling at
500°C will give rise to fairly coarse precipitates and,
consequently, result in a material with a much smaller
grain size. The heated sandwich is introduced into the
rolling mill, where the connection between core and clad
material is achieved by roll bonding during the first hot
rolling passes. The material is hot-rolled to a thickness of
3–7 mm and then cold-rolled to final gauge. The material
may be delivered soft-annealed (temper O), or back-
annealed (temper H22, H24, or H26). Interannealing

may be performed at a suitable sheet gauge for materials
to be delivered in the cold-rolled tempers: H12 (=1/4
hard), H14 (=1/2 hard), or H16 (=3/4 hard).

Besides the technological factors affecting brazeability,
a necessary metallurgical condition for good brazeability
is that the core material is recrystallized, preferably with a
reasonably coarse—or rather strongly elongated—grain
size. When the as-received material is not yet
recrystallized, it must be ensured that the core
recrystallizes during the brazing cycle, well before the
braze reaches its melting temperature (550–590°C). A
coarse-grained structure is required to prevent the silicon
in the cladding from diffusing along the grain boundaries
into the core material (Fig. 48) and to improve sagging
resistance. Loss of silicon due to diffusion would give rise
to an increase in the melting temperature of the filler
material, together with a reduction in its ability to flow
and to form joints.

All parts of the heat exchanger must have good
corrosion resistance in the environment where it is used.
A radiator in a car, for example, should sustain the salt
and wet atmosphere on the roads in northern countries
without any extra corrosion protection. Special alloys
have been developed for that reason. In general, silicon
penetration into the core is also detrimental to the
corrosion resistance, which means that the grain size
should be large.

Another important consideration is mechanical
strength of the brazed parts. Saving vehicle weight by
downgauging is an important issue for car
manufacturers, resulting in a demand for alloys with
higher mechanical strength. However, most of the usual

Figure 46 (a) A typical modern car radiator with a brazed
core made of different aluminium alloys in tubes, end
plates, side plates and fins, and a plastic tank on each
side. (Courtesy of AKG Autokiihler, Germany.) (b)
Prototype of an all-aluminum car heat exchanger.
(Courtesy of Behr, Germany.)

Figure 47 Section through a brazing material. (a) Core
material, AA3005, one-side plated with a 10% layer of
AA 4045 after a simulated brazing cycle. (Courtesy of
Dr. R. Sicking, Hydro Aluminium Deutschland GmbH).
(b) Cross-section of the joint between a tube and a fin in
a brazed car radiator. (Courtesy of Dr. H.-E.Eckström,
Sapa Technology.)
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strengthening methods of common Al alloys cannot be
used, either because the alloying elements would interfere
with the brazing process, or because of the temperatures
imposed during the brazing cycle. For instance, the
solidus temperature of the core material must be at least
10°C higher than that of the flller (i.e., typically higher
than 600°C). With regard to age-hardenable alloys, the
cooling down from brazing temperature is too slow to
allow for good age hardenability. As mentioned earlier,
the grain size of brazing alloys must be large; hence, the
only means to increase mechanical strength are solute
and, particularly, dispersion hardening. Therefore, the
common brazing alloys of the AA3xxx series alloys
contain up to 0.5% Fe and 1–1.5% Mn (e.g., AA3103
and AA3005). The most modern method for brazing,
controlled atmosphere brazing (CAB), uses a flux that is
only capable of operating for alloys with maximum Mg
concentrations of 0.3%. Alloys with higher Mg contents,
including AA6xxx series alloys such as AA6063, have to
be brazed under vacuum or with—very expensive—
special Cs-containing fluxes. Additions of Cu and Zn are
limited because they lower the melting point of the core
material. However, with concentrations of a few tenths of
a percent, both elements can be used to adjust the
corrosion potential of the various components of a heat
exchanger.

In order to enable one to produce the rather complex
shaped parts of a heat exchanger, the material must have
good formability. Although forming of parts is usually
made before brazing, some ductility is needed when the

brazed parts are joined to other parts of a radiator using
mechanical joining. To obtain good formability, the grain
size should be small, whereas high amounts of alloying
elements added to increase mechanical strength tend to
decrease the ductility. This means that a compromise must
frequently be made among optimal brazeability,
formability, and mechanical strength after brazing.

F. Aluminum Sheet for Car Body Panels

The demands for weight reduction in automotive
construction led to increasing interest in sheets made
from aluminum alloys for autobody applications so as
to increase fuel efficiency and reduce vehicle emissions
(e.g., Refs. 111–118). Two types of Al alloys are being
used, the nonheat-treatable Al–Mg (or Al–Mg–Cu) alloys
of the 5xxx series and the heat-treatable alloys of the
2xxx (Al–Cu) and 6xxx (Al–Mg–Si) series. The main
requirement for automotive sheets is to have a good
formability such that complex panels can be stamped at
economical rates. The 5xxx series alloys stand out by
very good formability, but have relatively poor strength,
and they suffer from strain markings during forming
(e.g., Ref. 100). Therefore, they are generally used for
interior structural applications. The heat-treatable alloys,
on the other hand, achieve their final strength only during
the automotive paint bake cycle. Thus, they combine the
good formability of the solution-treated state (T4 temper)
with the increased service strength of the age-hardened
state (T6 or T8 temper). Therefore, these alloys are
superior for automotive skins where high dent resistance
is required. Originally, the 2xxx series (e.g., alloys
AA2008, AA2010, and AA2036) were most frequently
used, for instance, as inner and outer hood panels for the
Lincoln Towncar. However, these alloys suffer from poor
corrosion resistance and merely offer a limited
hardenability at the usual paint bake temperatures, so
that their strengthening potential cannot fully be
exploited.

For that reason, in the last years, the interest in 6xxx
series alloys has increased markedly. The 6xxx series
alloys contain magnesium and silicon, both with and
without additions of copper. Compared with 5xxx and
2xxx alloys, sheets made from 6xxx series alloys stand
out by good formability, good corrosion resistance, and
sufficient strengthening potential during standard paint
bake cycles. The 1991 Honda NSX all-aluminum sports
car was built from a combination of sheets made from
5xxx series alloys for the body skeleton and the inner
parts of the doors, hood, and trunk, and 6xxx sheets for

Figure 48 Penetration of silicon from the cladding into
the core material. (Courtesy of Dr. H.-E.Eckström, Sapa
Technology.)
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the outer panels. In 1994, the Audi A8 was introduced as
the first series vehicle with an aluminum space frame
(ASF) technology, giving it a weight reduction of 40%
compared with a corresponding steel body (Fig. 49). The
outer panels are made from the alloy AA6016 supplied
by Alusuisse, Switzerland (now Alcan International).
Since 2000, the new compact-size Audi A2 has been
available, which relies on a more advanced second-
generation space frame.

The potential 6xxx alloys that may be used for
autobody sheets include AA6009, AA6010, AA6016,
and AA6111; recently, alloy AA6181A was introduced
for recycling aspects (Table 6). These alloys are formed in
the soft, naturally aged T4 condition and then harden
during paint curing. In the United States, AA6111 is often
used for outer panels in gauges of 0.9–1.0 mm. Alloy
6111 combines high strength and, hence, high dent
resistance with good formability. However, due to the
high copper content, 6111 may show susceptibility to
filiform corrosion, although a study of recovered hang-
on parts showed good performance after many years of

service [119]. In Europe, 6016 is typically selected in
gauges of around 1–1.2 mm. Alloy 6016 gives superior
formability to 6111, has better filiform corrosion
resistance, and allows flat hems even on parts with local
predeformations of more than 10%. However, the bake-
hardened strength of 6016 is significantly lower than
that of 6111.

In commercial production of AA6xxx sheets, the
material goes through a specific thermomechanical
treatment before reaching the final gauge. Property
control depends on most of these process steps
individually as well as in rather complex interactions. In
preparation for the hot rolling, the DC-cast ingots are
scalped and then preheated to a temperature between
480°C and 580°C, in a cycle which may last up to 48 hr.
During the preheating, the material is homogenized,
short-range segregations are removed, and soluble phases
are dissolved. The hot ingots are then transferred to the
rolling line, which typically consists of a reversible
breakdown mill where the ingots are rolled in a number
of passes to a transfer gauge of 25–40 mm, followed by a
high-speed multistand tandem mill where the thickness
of the slab is reduced in three or four steps to a strip with
a thickness between 3 and 6 mm at a defined exit
temperature. The hot band is coiled and allowed to cool
before it is cold-rolled to its final gauge of around 0.9–
1.2 mm. The cold-rolled sheet is then unwound from the
coil and passed single-stranded through a continuous
annealing line. In this line, the material is rapidly heated
to temperatures between 500°C and 570°C to dissolve
the hardening phases and then quenched to retain the
major alloying additions in solid solution; concurrently,
the as-deformed material recrystallizes. Finally, the
annealed sheets are precoated and/or prelubricated before
being supplied for blanking and stamping.

The final in-service strength of the manufactured parts
is only achieved after the forming operations through
age hardening, preferably during the final automotive
paint baking. This is at variance to the non-age hardening

Figure 49 Parts made from Al alloys in the Audi A8 with
space frame technology. (Courtesy of Audi, Germany.)

Table 6 Chemical Composition (wt.%) of the Most Important AA6xxx Alloys Used for Automotive Sheets
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5xxx series alloys that lose part of their strength during
paint baking due to recovery reactions. The complex
temperature/time cycle during a typical paint bake cure
may be simulated through annealing for 20–30 min at
about 180°C. At this temperature, the standard 6xxx
car body sheet alloys would reach peak strength only
after several hours, so finished body panels would be
employed in a heavily underaged condition (Fig. 50).
Therefore, the bodies of the first generation Audi A8
were subjected to a separate bake-hardening annealing
for 30 min at 205°C to achieve extra strength. Conversely,
this means that the aging response of the car body sheet
alloys had to be tailored so as to give optimum results
during the paint bake cycle. High levels of magnesium,
copper, and silicon increase both T4 strength and, in
particular, the bake-hardening response of 6xxx series
alloys [117]. Prolonged solutionizing times, increased
temperature, and accelerated quenching rates all result in
better age hardenability, yet at the cost of formability
[115]. The bake-hardening response can be improved
considerably using a preaging treatment, which may
consist of an interrupted (two-step) quenching, extra
preannealing, or retrogression [120, 121]. A slight
predeformation of a few percent prior to warm aging
also accelerates the age-hardening response (Fig. 50).
However, a full scientific understanding of the underlying
processes is still lacking due to the complexity of the
precipitation reactions in the Al–Mg–Si(–Cu) system, and
this is an area of considerable current interest [116, 122].

An important consideration for sheets that are to be
used as outer panels for car body applications is surface
appearance after sheet processing and forming operations.
Effects such as orange peel, strain markings in sheets of
5xxx series alloys, and the appearance of so-called paint
brushes lines in 6xxx series alloys may prevent the use of
such parts for exterior automotive applications. Orange
peel can be avoided by controlling final grain size at levels
below around 50 µm. Strain markings in 5xxx alloys can
be reduced by keeping the grain size above a certain limit,
by quenching the material after the final recrystallization
anneal (O-temper), by prestraining, or, in theory, by
changing the temperature and strain rate during forming.
The appearance of paint brushes lines in 6xxx alloys—
commonly referred to as ridging or roping—has been
linked to the presence of bands of similar orientation in
the sheets [123, 124]. Figure 51a shows an optical
micrograph of AA6016 in condition T4 after anodical
oxidation, displaying strong texture banding. The texture
bands result in surface roughening, which, in severe cases,
can be unacceptable for paint finish and may degrade
forming limits [125]. In Fig. 51b, a roughness plot after
20% tensile deformation perpendicular to the rolling
direction is displayed, which reveals the roping tendency.
Bands of similar crystallographical orientation tend to
deform collectively under the formation of elevated or
depressed bandlike regions. Thus, in order to avoid
roping, the texture sharpness of the sheet in T4 temper
needs to be weakened using appropriate processing
schedules. In conventional processing lines, cooling of the
hot band is accompanied by heavy precipitation of fine
dispersoids, mostly Mg2Si precipitates (Fig. 52). These
dispersoids may strongly interfere with the progress of
recrystallization during the final solution annealing [126].
Accordingly, control of the thermomechanical hot rolling
is an essential tool in optimizing the texture and, ultimately,
the surface appearance of 6xxx sheet material.

Thus, age-hardening Al alloys of the 6xxx series offer
a great potential for substituting steels in automotive
body panels. With a detailed understanding of the
microstructural development and the resulting properties
during sheet production, the thermomechanical
processing can be optimized to produce sheets of high
and stable quality as required for the high demands in
sheet metal forming operations.

G. Aluminum Foil Products for Packaging

The intrinsic properties of aluminum, in particular its
impermeability and barrier properties, together with its

Figure 50 Warm age-hardening response of alloy AA6016
as a function of the aging time t for different aging
temperatures and pretreatments. (Courtesy of Dr.
E.Brünger, Hydro Aluminium Deutschland GmbH.)
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high level of corrosion resistance and high formability,
make Al foil an excellent material for packaging
applications. Al foil offers excellent barrier properties to
light, ultraviolet rays, water vapor, oils and fats, oxygen,
and microorganisms. When used to package sensitive
products such as pharmaceuticals or food, aluminium is
hygienic, nontoxic, nontainting, and retains the product’s
flavor. A very thin layer of Al foil—in some cases only

6.35 µm—can render a packaging laminate completely
light-proof and liquid-tight. Al foil has been in use in the
packaging of foodstuffs for some 70–80 years since it
was first introduced to replace tin foil in the linings of tea
chests and to wrap chocolate bars. Recent statistics
published by the European Aluminium Foil Association
(EAFA) have shown that in 2000, the demand for
aluminium foil continued to increase to 682,000 tons,
representing a growth rate of more than 4%.

Foil products include a wide range of final gauges and
applications. In general, foil is defined as rolled and
annealed Al product with thickness below 150 or 200
µm. Foils for food containers are about 40–100 µm thick,
lidding foils are between about 30 and 40 µm, with
household wrapping and cooking foil between 10 and
20 µm. The thinnest foil, used to wrap chocolates and
cigarettes or in packaging of liquids, may be only 6–7 µm
thick. This so-called “converter foil” is used in a
laminated form with paper, plastics, and/or lacquers, with
the lamination process being termed as “conversion.”

By far, the largest demand for Al foil comes from the
packaging industry. Packaging applications may include
a wide spectrum of products, such as “ready meals” and
catering, dehydrated foods (soups, sauces, pasta, etc.),
preserved foods and other sterilized products (including
pet foods), confectionery products, liquid products (long-
life drinks, single-use portions, etc.), dairy products (milk,
yogurt, butter, cream, cheese), and bottle necking and
decorative labels (see Fig. 53a). Besides food packaging,
aluminium foil is used extensively in the packing of
tobacco products, cosmetics, and pharmaceutical

Figure 51 On the appearance of ridging in conventionally processed AA6016 sheet (T4 temper). (a) Optical micrograph
showing strong texture banding; (b) waviness W (smoothed roughness profile) after 20% tensile deformation
perpendicular to the rolling direction, for two textures with different sharpness f(g)max illustrating the influence of
texture on ridging.

Figure 52 Transmission electron microscopy micrograph
of the coiled hot band, showing several dispersoids of
size 0.1–0.5 µm plus numerous finely dispersed platelike
Mg2Si precipitates.
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products, either unsupported or in multilayered
combinations (“blister foil”; see Fig. 53b). The remaining
quantities of Al foil—on the order of 25%—goes into
heat exchangers for cars (Section V.E), air conditioning,
insulation, cable wrap, and other technical applications.

For most foil applications, commercial purity
aluminum is used, which consists of more than 99% Al
with additions of up to 0.8% Fe and about 0.25–0.3%
Si. In the fully annealed condition (O-temper), such
commercial purity Al of the AA1xxx series, including the
well-known variants AA1050 and AA1200, have rather
low strength. Higher strength—to allow for
downgauging, for example—may be achieved through
increased levels of Fe, for instance in the 8xxx series alloys
such as AA8079. Al foil is produced in two different
ways, either starting from a conventional DC cast ingot,
which is hot-rolled to a strip of about 2–5 mm, or from a
6- to 7-mm-thick sheet produced by continuous casting
routes (twin roll casting or belt casting) [127]. This strip
is then cold-rolled to an intermediate (foilstock) gauge of
about 0.4–1 mm, followed by annealing, typically in the
temperature range 350–400°C. Then, the material is cold-
rolled to final foil thickness. To achieve thinner foil gauges
below, say, 100 µm, closed gap rolling must be used,
which is performed in a dedicated foil mill. In order to
increase productivity and to reduce the risk of damaging
the extremely thin foils, in the last rolling step, typically
below 40 µm, the foil is doubled so that two layers of foil

are passed through the rollers together. That is why these
foils have a brightly polished surface, which is imparted
by the rolling cylinders on one side, whereas the other
side has a matte finish. Most Al foil products will be used
in the O-temper, which means that the foil must finally be
soft-annealed. In addition to the recrystallization, the final
gauge annealing is required to remove rolling lubricants
from the foil [128].

The ratio of ductility and strength at the final gauge
largely depends on the solution/precipitation state of the
alloying elements Fe and Si. For processing reasons, the
solute level must be kept low. This means that there is a
limitation to the amount of strengthening through solid
solution hardening, but the dominant strengthening
mechanism is dispersion hardening with some
contribution from solutes [128–130]. Hence, the volume
fraction and the size distribution of the dis-persoids are
an important factor in dispersion strengthening. Grain
size has a relatively small influence on strength, but largely
impacts ductility, with flner grain size giving higher
ductility. Thus, to achieve a good balance of strength and
formability in the final gauge product, recrystallization
to a fine, uniform grain structure is required.

The recrystallization mechanism at final gauge is
dependent on the level of cold reduction [55, 127]. At low
to moderate strains, recrystallization occurs in a
discontinuous manner (i.e., by nucleation and growth;
(Section IV.B.6). In such cases, the final grain structure will

Figure 53 Use of Al foil for packaging of (a) food products and (b) pharmaceuticals products. (Photographs from
Hydro Aluminium Deutschland GmbH.)
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be governed by particle-stimulated nucleation. At the high
rolling reductions of thin gauge foils, however, continuous
recrystallization may occur during annealing (Section
IV.B.5), promoting a fine grain structure [47, 127].

The size distribution of dispersoids and the levels of
elements in solid solution are also important in
controlling the development of grain structure during
final annealing. Dispersoids will tend to refine the grain
structure by inhibiting boundary movement during
recrystallization. Solute elements will inhibit recovery,
which generates recrystallization nuclei, thus tending to
increase grain size.

For many packaging applications, burst strength is a
requirement (i.e., the product must be resistant to
splitting and puncture when in use, for example, as a
wrapping or as a container lid). Burst strength is
dependent on both the tensile strength and ductility, as
well as the gauge [131]. For wrapping applications, low
springback is necessary to impart the so-called “dead-
fold” characteristics, and this is achieved by using the
alloy in the relatively soft, fully O-temper.

For converter foil, the mechanical requirements are
related not to the end application in the laminated form,
but rather to the lamination process itself. Again, tensile
strength and ductility are important to minimize the
number of strip breaks occurring through tearing during
the conversion process and to allow the laminator to
operate at higher tensions to avoid wrinkles in the laminate.

Obviously, the fortuitous combination of properties—
especially its high formability and sufficient strength,
together with excellent barrier properties—renders
aluminum a very suitable material for packaging
applications. With a variety of alloys and tempers plus a
range of thicknesses varying from as little as 6.5 µm up to
an (defined) upper limit of 0.2 mm, Al foil may be used in
numerous ways to package goods such as food, dairy
products, pharmaceuticals, or industrial products.
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I. INTRODUCTION

Hereinafter, the word “metal” is used to represent a metal
and/or its alloy. The metal becomes soft and its flow stress
decreases as its temperature rises. This characteristic of
the metal at high temperature range is widely utilized in
various hot metal-forming processes. The question arises
of what does happen, however, when the metal is heated
to a temperature higher than the temperature of its
solidus line. In this chapter, the morphology and mechani-
cal properties of the metal in the temperature range from
its solidus line to its liquidus line, where it consists of
solid component and liquid component, respectively, will
be explained. In addition, the utilization of those proper-
ties of the metal for various forming and shaping will be
discussed.

The background of the explanation and discussion
in this chapter is as follows. In recent years, various
shaping and forming processes of metals in the tem-
perature range from the solidus line to the liquidus line
are becoming more and more popular. These processes
are widely conducted for manufacturing mechanical
parts and structural components of passenger cars as
well as electric and electronic appliances. For instance,
frames, pads, shoes, discs, wheels, and other mechani-
cal parts for braking and steering systems, high-
pressure accumulative cylinders and valves for fuel
supply systems, frame joints for car body, piston heads,
connecting rods, and other parts for combustion engines
are manufactured of aluminum alloys by several types

of two-phase (solid/liquid) die-casting processes. Cas-
ings of portable computers and mobile communicating
devices, wheels and frames of sport utility bicycles,
structures of handheld electric tooling machines, and
components of furniture and housings are made of mag-
nesium alloys by utilizing a type of injection molding
technology.

However, customer’s requirements on products are
becoming more and more severe. Higher dimensional
accuracy, better surface quality, uniformity of mechani-
cal property, superior strength, thinner wall thickness,
smaller weight, geometrical complexity, and functional
flexibility are required. In addition, environmental con-
sciousness as well as excellent productivity and drastic
cost reduction are strongly requested.

To respond to such requirements, extensive techno-
logical improvements of those processes, machines, dies,
and tools are needed. To do so, better understanding of
fundamental characteristics of the metal consisting of
solid and liquid component is necessary. To obtain the
required technological knowledge and data, development
of the comprehensive theory of flow and deformation of
the two-phase (solid/liquid) metal is indispensable. Such
theory makes it possible to simulate the flow and defor-
mation of the two-phase metal in shaping and/or
forming processes and control product quality. In this
chapter, mathematical modeling for characterizing the
two-phase metal will be explained.

5

Design of Semisolid Metal-Forming Processes
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II. MORPHOLOGY OF MUSHY/SEMISOLID
METAL

Before starting the discussion, a brief explanation of the
terminologies such as “mushy” and “semisolid” used in
this chapter is necessary.

When the solid metal is heated to a temperature higher
than its solidus temperature, it starts to melt and the liq-
uid component appears in it. This state of the metal is
called “mushy state” and the metal is called “mush
metal.”

When the molten metal is cooled down to a tempera-
ture lower than its liquidus temperature, some solidified
grains appear in it. This state of the metal is described as
“semisolid state” and the metal is called “semisolid
metal” (see Fig. 1).

The mushy state and the semisolid state are similar to
each other in the meaning that the metal includes both
solid and liquid components in both states. Therefore,
many researchers and engineers use only the word
“semisolid” to express both states. However, the metal
that is starting to melt has quite different mechanical
properties from the metal that is starting to solidify. The
difference is too big to express by a common word, as
will be explained later.

Of course, the difference between the mushy metal
and the semisolid metal becomes small when they are in
the close or same-temperature range. As the temperature
rises, the liquid component in the mushy metal
increases; on the other hand, the solid component
increases in the semisolid metal as the temperature
drops. Consequently, when both metals include a similar
proportion of the solid or liquid component, as
naturally expected, they have fundamentally similar
mechanical properties.

Generally, the mushy metal includes a high rate of the
solid component and deforms like a cray and a sherbet.
The semisolid metal includes a high proportion of the
liquid component and flows like a non-Newtonian fluid.
Because of this difference, in this chapter the words
mushy and semisolid are used appropriately following
the situation concerned.

The liquid component in the mushy metal is gener-
ated through partial melting of the solid metal. The par-
tial melting of the solid metal takes place on its grain
boundaries and the liquid component is usually present
there. The solid component, consisting of remaining solid
grains, and the liquid component are separated from each
other by their boundaries (see Fig. 2).

The solid component in the semisolid metal is gener-
ated through partial solidification of the molten metal.
When the molten metal is cooled, the solidification starts
on the wall of the crucible and the dendritic structure
grows on it. If mechanical or electromagnetic stirring is
applied to this partially solidified metal, the dendritic
structure is broken into solid grains and dispersed in the
remaining molten metal. This metal consisting of the re-
maining molten (liquid) metal and the dispersed solid
grains is called semisolid metal.

Because of the coexistence of the solid and liquid com-
ponents, the mushy metal has properties quite different
from those of the solid metal as follows:

1. Because of the liquid component existing on the grain
boundaries, the connecting force between neighboring

Figure 1 Temperature ranges of mushy state and semisolid
state.

Figure 2 Solid and liquid components in mushy/semisolid
metal.
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solid grains is very weak and sometimes almost zero.
In accordance with the low connecting force, the rela-
tive slip between the grains and the rotation of each
individual grain occurs very easily in the mushy metal.
This implies that the deformation and flow of the
mushy metal take place under very low working forces.

2. The solid fraction, defined as the weight in percent of
the solid component and denoted by ϕ, is a very im-
portant parameter that represents the state of the
mushy metal. When the solid fraction ϕ is in the range
roughly from 60% to 95%, the mushy metal deforms
or flows like a cray or a sherbet. When ϕ is approxi-
mately less than 60%, the mushy metal flows like a
slurry even under gravitative force. When ϕ is higher
than 95%, the mushy metal deforms like a solid metal.

3. The mushy metal of which solid fraction ϕ is lower
than 90% can be stirred and mixed with other mate-
rials such as ceramic particles, ceramic fibers, and
graphite fibers (see Fig. 3). It follows that various kinds
of mushy mixtures of metal and other materials can
be made by utilizing such characteristic of the mushy
metal.

4. The mushy metal can easily be separated into particles
because of the weak intergrain connecting force. If the
mushy metal is stirred and cooled simultaneously, the
grains are separated by the stirring force and solidify
without connecting with each other. Thus the mushy
metal is made into particles and/or powder.

5. On the other hand, two kinds of mushy metals can be
joined together by utilizing the peculiar characteris-
tics of the mushy metal. When their surfaces are
pressed together, the liquid components of both of the
mushy metals penetrate and diffuse through the inter-
face and solidify together (see Fig. 4). Owing to the
mutual penetration of the liquid component and the
unified solidification, the desirable joining between

the mushy metals is accomplished. The liquid compo-
nents of both mushy metals act as effective bonding
substances.

6. The semisolid metal is a viscous fluid. Its viscosity is
higher than that of the molten metal because of the
existence of the solid grains dispersed in it. The
viscosity of the semisolid metal increases as the solid
fraction ϕ increases.

7. The viscosity of the semisolid metal is influenced by
the number and size of the dispersed solid grains,
which are determined by the cooling rate and the shear
rate associated with the stirring.

8. The size of the solid grain becomes smaller as the shear
rate increases with the stirring. On the other hand,
during the stirring, the grain grows rather fast.
Therefore, temperature control is important to get the
required solid grain size and the desirable viscosity of
the semisolid metal.

9. It is very important for the semisolid metal to obtain
low viscosity and high solid fraction. Low viscosity
provides good fluidity, which is indispensable for
casting. The high solid fraction is effective for
preventing various defects and obtaining fine internal
structure and excellent quality of cast products.

III. DEFORMATION CHARACTERISTICS OF
MUSHY METAL

Generally, the macroscopic deformation of the solid
metal consists of microscopic deformation and rotation
of individual grains, and relative slip amongFigure 3 Mushy stirring and mixing.

Figure 4 Joining of mushy metals based on mutual
penetration and solidification of liquid components.
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neighboring grains. In the solid metal, the mechanical
restraints among neighboring grains strictly work
against each other and restrict the deformation, slip,
and rotation of the grains. The grains in the solid
metal, therefore, are not able to deform, rotate, and
displace freely. If mechanical interactions and
restraints are released according to the melting of the
grain boundaries, the rotation and the relative slip of
the remaining solid grains can take place quite freely,
and consequently the macroscopic deformation of the
mushy metal can occur under a small external working
force (see Fig. 5).

It is for this reason that the flow stress of the mushy
metal is very small. As the partial melting of the grain
boundary proceeds, the mechanism of deformation of
the mushy metal changes drastically from that of the solid
metal. The restraints among the solid grains are lifted
rapidly and the mechanical strength of the multigrain
structure disappears fast. When the volume of the liquid
component increases adequately for the solid grains to
rotate, slip, and displace independently, the mushy metal
flows like a slurry.

The solid fraction ϕ gives dominant influences on
the flow stress of the mushy metal. From a viewpoint of
actual forming and shaping processes in the mushy
state, it is strongly requested that the flow stress of the
mushy metal be known in relation to its temperature. It
is indispensable to know the change in the solid frac-
tion ϕ corresponding to the change in the temperature.
However, in many cases, the solid fraction ϕ of the
mushy metal cannot be known directly from its tem-
perature. Therefore, some appropriate method should
be developed to know the direct relationship between
the temperature and the solid fraction ϕ of the mushy
metal.

When the mushy metal, which has a rather high solid
fraction ϕ deforms, the liquid component usually flows
through gaps or channels among the solid grains sepa-
rately from the deformation, rotation, and movement
of the solid grains. This is similar to the flow of a vis-
cous liquid through a labyrinth. As the solid fraction ϕ
decreases, the liquid component flows more and more
smoothly through the intergranular gaps. In special
cases, the liquid component flows out of the mushy
metal through the gaps or channels that lead the liquid
component from its inner portion to its free surface (see
Fig. 6).

However, when the solid fraction ϕ is much higher
than this level, the liquid component is apt to be trapped
in the closed gaps among the solid grains. In this state,
the restraint among the solid grains is not lifted so much;
therefore, the flow stress of the mushy metal does not
drop so remarkably. It should be noticed that even though
the solid grains restrict their rotation and relative slip,

Figure 5 Rotation, slipping, and movement of solid grains
in mushy metal.

Figure 6 Flow of liquid component and distribution of
solid fraction in mushy metal.
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the connecting force between them is weakened to a very
low level because of the presence of the liquid component
on the grain boundaries. This means that the mushy
metal, even if its solid fraction f is high, usually has very
low ability of elongation.

IV. STRESS-STRAIN CURVE OF MUSHY
METAL

In this section, some results of the uniaxial compression
test of the mushy metal will be explained. Typical Al al-
loys and Cu alloys were subjected to the uniaxial com-
pression test in the mushy state and their stressstrain
curves were measured. From the results, the general fea-
tures of dependence of the flow stress of the mushy metal
upon the solid fraction ϕ are known.

The method for measuring the flow stress of the
mushy metal is as follows (see Fig. 7). A cylindrical
specimen with 16 mm diameter and 18–22 mm height is
set in a subpress unit, which consists of a flat-top punch,
a flat bottom die, and heavy wall container. The subpress
unit is used not only to upset the specimen but also to
protect it from cooling. The assembly of the specimen
and the subpress unit is heated in an electric induction
furnace up to the scheduled temperature, which
corresponds to the required solid fraction ϕ, and is kept
at the same temperature for a while to ensure the
uniformity of the temperature distribution in the mushy
specimen. Then the subpress unit that contains the
specimen is transferred to a cam plastometer and is

subjected to the uniaxial compression test under a
constant strain-rate.

The solid fraction ϕ of the specimen is, in some cases,
calculated from its temperature by using its phase dia-
gram. When the mushy specimen consists of two chemi-
cal compositions, its phase diagram shows directly the
relationship between the temperature t and the solid frac-
tion ϕ. But when the tested specimen includes many
chemical compositions, its phase diagram fails to show
the relationship between the solid fraction and the tem-
perature. In such a case, a reasonable and eflfective
method should be developed to obtain the solid fraction
ϕ of the mushy specimen.

Some examples of the measured stress-strain curves
of the mushy specimens, whose solid fraction ϕ are ei-
ther known from their phase diagrams or estimated by a
newly developed calibration curve (see Fig. 10), are
shown in Fig. 8. It follows from the figure that the flow
stress of the tested mushy metal drops remarkably as the
solid fraction ϕ decreases from 100% to, for instance,
80%. Similar stress-strain relationships, especially the
drop of the flow stress, are observed with respect to every
mushy metal.

Figure 9 shows the relationship between the flow
stress σ of the mushy metal and its temperature t more
directly, concerning Al and Cu alloys. The abscissa gives
the test temperature in both the solid state and the mushy
state. The ordinate shows the flow stress of the specimen
at the stage of 4% compressive strain. Here, it is again

Figure 7 Installation of a subpress unit and a specimen
for uniaxial compression test.

Figure 8 Measured stress-strain curves of mushy metals.
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clearly observed that the flow stress of the mushy metal
drops rapidly when its temperature exceeds its solidus
temperature.

V. CORE RELATIONSHIP BETWEEN FLOW
STRESS AND SOLID FRACTION OF
MUSHY MEAL

To understand the effect of the liquid component of the
mushy metal on its flow stress quantitatively, the meas-
ured flow stresses are rearranged from a point of view of
the relationship between the normalized flow stress σn

and the solid fraction ϕ. The result is shown in Fig. 10.
The abscissa gives the solid fraction ϕ of the tested mushy
metal and the ordinate shows the normalized flow stress
σn. The normalized flow stress σn is defined as the ratio
of the flow stress of the mushy metal at the tested tem-
perature to its flow stress at the solidus temperature
(which corresponds to the solid fraction ϕ=100%).

An important fact emerges from Fig. 10, namely,
that the relationship between the normalized flow
stress σn and the solid fraction ϕ can be expressed by
one characteristic curve concerning all of the tested
mushy metals. This means that the drop rate of the
flow stress of the mushy metal is generally dominated
by the solid fraction ϕ, in other words, the relative

volumetric ratio of the liquid component included in
the mushy metal.

The chemical composition of the mushy metal gives
only a slight influence on the rate of drop in its flow stress.
This is quite understandable because the difference be-
tween the flow stress of solid component and the viscosity
of liquid component—in the same mushy metal—is always
much larger than the difference between the flow stresses
of solid components present in different mushy metals.
Furthermore, it is also larger than the difference between
the viscosities of liquid components in the different mushy
metals. Thus, the effect of the amount of the liquid com-
ponent, which corresponds to the solid fraction ϕ, is domi-
nant in the flow and deformation of the mushy metal.

The initial internal structure of the solid metal, on the
other hand, gives some kind of influence on its flow stress
in the mushy state. When the grain size is extraordinarily
large or the grain shape is extraordinarily long, the drop
in the flow stress of the mushy metal caused by the de-
crease in the solid fraction ϕ delays, compared with the
drop in the flow stress of the mushy metal, including
round and small solid grains. In such cases, the relaxa-
tion of the restraint between the long or large solid grains
does not proceed as the relaxation among the round and
small solid grains when the partial melting on the grain
boundary occurs. In some cases, the rate of decrease in
the flow stress of such mushy metal is far smaller than

Figure 9 Relationship between flow stress and temperature of metals.
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that of the mushy metal consisting of round and small
solid grains.

The influence of the strain rate on the flow stress of
the mushy metal is generally observed. It should be
discussed as well when the forming and shaping of the
mushy metal is designed and conducted. At present,
however, the available data are not enough; therefore,
the quantitative explanation about the strain rate effect
on the flow stress is not done here. One important
characteristic can be pointed out as follows. The strain
rate effects on the deformation of the mushy metal are
not stronger than the strain rate effects on the hot solid
metal. A similar rate of effects is observed on both metals.

VI. VISCOSITY OF SEMISOLID METAL

The viscosity of the molten metal has hardly been investi-
gated in the long history of casting. So many researchers
tried to measure the viscosity of the molten metal, and the

obtained data are systematized and utilized for design and
operation of various casting processes. The value of vis-
cosity is indispensable for control of flow of the molten
metal in casting processes. The primary objective of every
casting process is to fill up the cavity of the mold with the
molten metal, and to cope with the task, it is absolutely
necessary to know the flow characteristics of the molten
metal. The flow behavior of the molten metal is domi-
nantly determined by its viscosity. This is the reason why
the viscosity of the molten metal has been the primary
target of the investigation into casting.

Generally, the viscosity of the molten metal is
measured by the rotational coaxial double-cylinder
method (see Fig. 11). In this method, coaxial double
cylinders are installed and the gap between the outer
cylinder and the inner cylinder is filled by an appropriate
amount of the molten metal concerned. Then the inner
cylinder is rotated at the required speed and the driving
torque G is measured. The viscosity η is calculated from
G by the following equation

(1)

Here,
G = driving torque
r1 = radius of inner cylinder
r2 = radius of outer cylinder
ω = angle velocity of rotation
L = contact length between inner cylinder and mol-

ten metal

By this method the viscosity of the semisolid metal was
investigated from various viewpoints. Effects of the

Figure 10 Relationship between normalized flow stress
and solid fraction of mushy metal.

Figure 11 Illustration of coaxial rotating double-cylinder
method.
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process variables on the viscosity were widely measured
and analyzed, such as the solid fraction ϕ, shear rate that
is calculated from the rotational speed and the gap
between two cylinders, and chemical composition and
size of solid grains in the remaining molten metal.
Through the investigations, the fundamental
characteristics of the semisolid metal were systematically
clarified.

Figure 12(a)–(c) shows some examples of the
measured relationships between the (apparent) viscosity
and the solid fraction ϕ of the semisolid metal. It follows
from the results shown in the figures that the viscosity of
the semisolid metal rises up very rapidly after its solid
fraction ϕ exceeds a critical value. The increasing rate of
the viscosity in this range is remarkable. The flow
mechanism of the semisolid metal is considered to change
fundamentally as well.

The critical value of the solid fraction ϕ becomes
higher as the shear rate increases. However, the upper
limit of the critical value may exist in the range from
45% to 50%.

VII. FORMULA TO PREDICT VISCOSITY OF
SEMISOLID METAL

The measured values of the viscosity of the semisolid
metal were analyzed statistically and summarized in sev-
eral mathematical formulas with aims to systematically
and conveniently predict the viscosity. Each formula in-
cludes the process parameters such as chemical composi-
tion of semisolid metal, solid fraction ϕ, solid grain size,
temperature, and shear rate.

The resulting formula proposed by M.Hirai is shown
as follows.

(2)

Here,

fscr=0.72-βC-1/3

α=2.03×102(X/100)1/3

β=19.0(X/100)1/3

where

C=solidification rate d ϕ/dt (sec-1), (ϕ=0–0.4)
ϕ=solid fraction
ϕcr=critical value of solid fraction (upper limit to flow)
γ=shear rate (sec-1)
X=primary alloying component (mass %)
ρm=density of molten metal at liquidus temperature
ηL=apparent viscosity of liquid component

This formula can cover the wide range of the solid frac-
tion, chemical composition, temperature, and solid grain
size of the semisolid metal. It provides useful values of
the viscosity for the engineering of the semisolid metal
processing and forming (see Fig. 13).

VIII. YIELD CRITERION AND CONSTITUTIVE
EQUATION OF MUSHY METAL

A. Characterization of Low Shear Strength

Several uniaxial compression tests concerning mushy Al
alloys and Cu alloys clarify the fundamental features of
flow and deformation of the mushy metal. The observed
results indicate the procedure to obtain a reasonable for-
mulation of mathematical model of the deformation of
the mushy metal.

Figure 12 Relationship between apparent viscosity and
solid fraction.
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Figure 14(a)–(c) shows some examples of the meas-
ured relationships between the flow stress at 4% uniaxial
compressive strain and its temperature. From these meas-
urements, the following results are obtained.

1. As mentioned repeatedly, as the billet’s temperature
exceeds the solidus temperature, its flow stress drops
remarkably.

2. However, the feature of dropping of the flow stress
of the mushy billet is not always consistent. The
flow stress of one mushy billet drops very rapidly,
but the flow stress of another mushy billet drops
slowly.

The solid component of the mushy metal consists of
the gathering of solid grains. This gathering of solid
grains is expressed as “solid skeleton.” Even though the
billet is heated up to the mushy state, as long as the solid
grains restrict each other and the solid skeleton is stiff
enough, its flow stress does not drop so rapidly. When
the billet’s temperature rises much higher and its solid
fraction decreases to still lower level, then the solid skel-
eton is apt to collapse and the flow stress of the billet
drops notably [see Fig. 14(a)–(c)].

Through the investigation into the dropping feature
of the flow stress, it was found that the solid skeleton,
that is, the gathering of solid grains, of the mushy metal
has especially low shear strength. This is considered to
be the most important characteristic of the flow stress of
the mushy metal. It should be taken into the
mathematical expression of the yield criterion of the
mushy metal.

Hill’s theory of plasticity indicates that the shear
strength of the solid metal is half of its normal strength.
This theory can be used and is effective, for instance, for
the analysis of deformation of the solid skeleton of
sintered porous metal, because it has the metallurgically
unified solid skeleton, not the gathering of solid grains
(see Fig. 15).

However, as for the solid skeleton of the mushy
metal, this relationship between the normal strength
and the shear strength is not acceptable. This is
because the solid skeleton of the mushy metal is
composed of the independent solid grains. They
contact with each other, but are not metallurgically
connected (see Fig. 16).

Figure 13 Summarized relationship between viscosity and
solid fraction presented by M.Hirai.

Figure 14 Drop of flow stress of mushy metal.
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Thus, the shear strength of the solid skeleton of the mushy
metal is lower than that of the solid skeleton of the
sintered metal. This is the reason why the yield criteria of
the sintered porous metal and the constitutive equations
derived from them cannot give satisfactory analytical re-
sults concerning the flow and deformation of the mushy
metal. The mushy metal needs a different criterion that
can deal with the peculiar drop of the shear strength of
its solid skeleton, i.e., the very low shear strength of its
solid component.

B. Yield Criterion

It should be noted that the solid grains in the mushy
metal, no matter whether the solid fraction is high or
low, are not metallurgically joined to others, because the
grain boundaries melt in the mushy state. Therefore, theFigure 15 Unified solid skeleton of sintered porous metal.

Figure 16 Solid skeleton, gathering of solid grains, of mushy metal.
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solid grains can slip on each other under a very small
working force. The slipping occurs more and more easily
as the solid fraction ϕ decreases (see Fig. 17).

As the result of the careful investigation into the
remarkable drop of the shear strength of the solid
component of the mushy metal and the consistent
consideration on the conformity with Hill’s mathematical
theory of plasticity, Kiuchi et al. proposed the following
formula of the yield criterion of the mushy metal (K-Y-Y
model of yield criterion)

(3)

fs =solid fraction of mushy metal
f0 =(apparent average stress working to mushy metal)/

(effective stress working to solid skeleton)
Y0 =normal yield stress of mushy metal
σm =mean normal stress (=hydrostatic pressure)
J2, J3=invariants of deviatoric stress tensor
a, m, n=material’s constants
f1, f2, f3=effect coefficients

Figure 18 shows the profile of the yield curve based upon
the K-Y-Y Model plotted on a π plane. As shown in the
figure, the yielding takes place under very low stress when
the mushy metal is subjected to a pure shear deforma-
tion. Here, the value of γmin/γmax shown in the figure de-
pends on the value of an effect coefficient f3. On the other
hand, when the mushy metal is subjected to a normal

Figure 17 Effect of mutual restraint among solid grains on flow stress.

Figure 18 Yield curve based on the K-Y-Y model.
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(uniaxial) deformation, the yield stress is relatively high
compared with the shear yield stress.

Here it should be noticed that the K-Y-Y model is
formulated for the solid fraction range higher than 60%.

C. Constitutive Equations

From the K-Y-Y model, the constitutive equations can be
derived as follows.

(4)

Here

 

Figure 19 shows the calculated load-reduction relation-
ship in a combined forward and backward squeezing
process. Two punches are squeezed simultaneously into
a cylindrical solid billet.

In this case, because of the circumstance, the billet
is not in the mushy state but in the solid state; how-
ever, it is assumed that the billet has a especially low
shear yield stress compared with ordinary Mises ma-
terials and the yield criterion and the constitutive equa-
tions based on the K-Y-Y model can be used for the
analysis.

From the calculated load-reduction curves, the fol-
lowing are noted.

1. When the effect coefficient f3 is larger than 2.0, the
squeezing force becomes lower than the initial value,
that is, a kind of strain softening is observed.

2. When f3=4.5, the drop of 20% of the squeezing force
is observed at the stage of 30% reduction.

3. Even for the solid metal, the low shear yield stress
reduces the force necessary to deform the billet.

4. If the yield criterion and the constitutive equations
derived from K-Y-Y model are used to analyze the
deformation of the solid skeleton of the mushy
metal, it can be expected to simulate the remark-
able drop of the force necessary to deform the mushy
billet.

Figure 20 shows the results of the uniaxial compression
test of the mushy billets (Fig. 10). The figure also shows
the results of the simulations based on the S-O model
and the K-Y-Y model. The strain rate is 0.5 sec-1. The
abscissa shows the initial solid fraction ϕ of the billet
before starting the compression. The ordinate shows the
normalized flow stress σn of the billet at 4% uniaxial
strain.

The figure indicates some important features of the
analysis as follows.

1. When the grain size of the mushy billet is in the same
range, the rate of decrease in the normalized flow stress
σn is almost the same as with other billets.

2. When the grain size of the mushy billet is extraordi-
narily large, the rate of decrease in the normalized
flow stress σn is small. In Fig. 20, Al-0.93% Si billet
corresponds to such a case.

3. The FEM simulation based on the S-O model, which
was originally proposed for sintered porous metals
consisting of metallurgically unified solid skeleton,
cannot predict the drastic drop of the normalized flow
stress sn of the mushy metal caused by the drop of its
solid fraction ϕ. But the result of the simulation shows
good agreement with the measurements concerning
Al-0.93% Si billet. In this case, Al-0.93% Si billet had

Figure 19 Analysis of forward and backward squeezing
based on the K-Y-Y model.
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an extraordinarily large grain size, and thus, the shear
yield stress of its solid skeleton was higher than the
shear yield stresses of others.

4. The broken line shows an expected normalized flow
stress σn-solid fraction ϕ relationship, which may be
obtained by the K-Y-Y model. For the numerical analy-
sis, however, the value of effect coefficient f3 should
be adjusted corresponding to the value of the solid
fraction ϕ as follows.

Solid fraction fs 90% 80% 70% 60%
Coefficient f3 3.0 5.0 5.2 5.2

IX. FLOW STRESS IN WHOLE MUSHY/
SEMISOLID RANGE

In the whole mushy/semisolid temperature range, which
corresponds to the range from the solidus temperature
to the liquidus temperature, the flow stress of the metal
changes much more drastically than the change just in
the mushy state or in the semisolid state. Figure 21 shows
the overall change in the flow stress of the mushy and/or

semisolid metal relating to the change in the solid frac-
tion ϕ from 100% to 0%.

When the solid fraction ϕ is roughly lower than 40%,
the semisolid metal flows like a non-Newtonian fluid. In
this solid fraction range, owing to the fluidity of the semi-
solid metal, die casting and injection molding are widely
conducted for manufacturing various parts and compo-
nents of cars and electronic devices.

In the range where the solid fraction ϕ is higher than
60%, the mushy metal has excellent deformability and it
deforms like clay. The deformability and the low flow
stress of the mushy metal are utilized to conduct die forg-
ing, die molding, rolling, and extrusion.

When the solid fraction changes from 40% to 60%,
the flow stress changes drastically. The flow of the semi-
solid metal changes to the deformation of the mushy
metal; in other words, the fundamental mechanical char-
acteristic changes from the fluidity to the deformability.

The flow stress of the semisolid metal in the range of
low solid fraction shown in Fig. 21 are the flow stress
converted from the viscosity of the semisolid metal meas-
ured by the rotating double-cylinders method (see Fig. 22).
In the method, as mentioned before, the inner cylinder is
rotated and the necessary driving torque G and the
rotating angle velocity ω are measured. From the meas-
ured results, the viscosity is defined (Fig. 11).

If the distribution of the shear stress in the semisolid
metal at the gap between two cylinders is assumed to be

Figure 20 Relationship between normalized flow stress
and solid fraction, experimental results and analytical
results.

Figure 21 Flow stress in whole temperature range of
mushy/semisolid state.

Copyright © 2004 by Marcel Dekker, Inc.



Kiuchi128

as shown in Fig. 22, the shear flow stress τ of the semi-
solid metal is derived from the measured torque G by
using the next equation.

(5)

Here,

γ1 = radius of inner cylinder
L = contact length between inner cylinder and semi-

solid metal

From the calculated shear flow stress τ, the normal flow
stress σ is derived on the assumption of the ratio of τ to
σ. The exact value of the ratio is not yet clear, but at
present, the following equation is tentatively
introduced.

(6)

Then, the relationship between the normalized flow stress
σn and the solid fraction ϕ of the semisolid metal in the
low solid fraction range can be expressed as follows.

(7)

This is one of the fundamental mechanical characteris-
tics of the semisolid metal. The value of n depends on the
shear rate; however, its effect is not so serious, but rather
slight.

The relationship between the normalized flow stress
σn and the solid fraction φ of the mushy metal in the
range of φ>70% can be expressed as follows.

(8)

The value of m depends upon the grain size, grain shape,
and the strain rate as well. In the case shown in Fig. 21,
the value of m is roughly 6.0.

The relationship between the normalized flow stress
σn and the solid fraction ϕ in the intermediate range of ϕ
is not clarified yet. More detailed investigations into the
shift of the deformation mechanism and more extended
measurements of the flow stress and the viscosity are
required.

X. MANUFACTURING OF SEMISOLID
METAL

The semisolid metal is made by simultaneous cooling
and stirring of the molten metal. This approach is well
known as the “rheocasting” process (Fig. 23). In this
process, the molten metal in a crucible is cooled while
stirring conducted by a mechanical, electromagnetic, or
gravitative method. Due to the cooling, the molten metal
starts to solidify on the wall surface of the crucible and
the dendritic structure grows there. However, the
dendritic structure is soon broken into particles by the
stirring and the particles are dispersed back into the
molten metal. Through the cooling and stirring, the
growing and the breaking of the dendritic structure are
repeated and as a result, a mixture of solidified particles
and molten metal, i.e., the semisolid metal, is made. The
solid fraction of the molten metal depends on the
temperature, the stirring speed, and the thermal equi-
librium of the semisolid metal undergoing the stirring
operation. Thus the solid fraction and the particle size
can be changed by controlling the stirring speed and
the cooling rate.

Figure 22 Transformation of viscosity to shear flow stress.
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At the end of the 1960s, rheocasting was proposed with
the aim of innovating the quality of cast products (see Fig. 12).
In this process, a molten metal is made into a semisolid
metal. The semisolid metal is cast into a mold and solidified
to form the product. The semisolid metal is effective to ob-
tain the fine grains in the cast product because the solid
particles in the semisolid metal become kernels of the fine
multigrain structure. In addition, the semisolid metal is good
for improving the life of the mold because the temperature
of the semisolid metal is much lower than that of the mol-
ten metal for the conventional casting.

After rheocasting was proposed, many investigations
were performed to obtain the necessary data relating to
the viscosity of the semisolid metal. The semisolid metal
has much higher viscosity than the molten metal, and this
means that the control of its flow and the complete filling
up of the cavity of the mold are more difficult than those
in the conventional casting process. To overcome such dif-
ficulties, accurate data concerning the viscosity of the semi-
solid metal were strongly requested. This is the reason why
so many investigations were done in this field.

In the original rheocasting process, the semisolid metal
obtained is expected to be directly subjected to casting
and molding and made into either semifinished or near-
net-shape products. Conventional die forging and other
forming processes may be used to finish the rheocast

semifinished products to final products. Important ad-
vantages of rheocasting are as follows.

1. The internal structure of the product is fine. The grain
size is very much smaller than that obtained by any
conventional casting process.

2. So-called segregation in the semisolid metal and the
cast product is effectively prevented by stirring and
high level of homogeneity of the product’s internal
structure is obtained. Because of this, various internal
defects of the products, such as porosity, which
occurs very often in conventional cast products, are
eliminated, and the finished products display good me-
chanical and metallurgical properties and surface
quality.

3. The temperature of the semisolid metal is much lower
than that of the molten metal and, therefore, the heat
shock imposed on the dies and other tools is lessened
in the casting process. This is highly desirable because
the life-span of the dies and other tools is consider-
ably improved.

4. Utilizing the semisolid metal, the productivity of casting
and forming of metal products can be improved. Moreo-
ver, the energy saving and the material can be attained.

Studies on rheocasting have been conducted world-wide,
but they are concerned with the basic aspects of the effects
of the stirring and the cooling on the semi-solid metal. The
effects of the stirring speed, shear rate, and cooling rate on
the grain size, internal structure, and strength of the cast
product have been mainly investigated. Studies of the appli-
cation of the original rheo-casting process are less frequent.

There exist a number of technological problems. For
instance, how can a homogeneous metal slurry be made
continuously? How can it be held or transported? How
can the slurry be cast or shaped to semi- or near-net-
shaped products of homogeneous structure? What tools
and materials are available for semisolid processing at
high temperatures?

Notwithstanding these unclarified technological dif-
ficulties as yet, the rheocasting process is expected to pro-
vide new economical manufacturing of metallic products
and to play a significant role in the innovative forming
technology.

XI. SEMISOLID DIE CASTING AND
SEMISOLID INJECTION MOLDING

In actual cases, it is not so easy to transfer the semisolid
metal, which is made by the stirring and cooling method

Figure 23 Illustration of stirring and cooling to make
semisolid metal.
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and has a rather low solid friction, directly to a forming or
shaping machine. Its solid fraction should be kept con-
stant and uniform during the transference. Therefore, the
semisolid metal is usually solidified once into solid bars by
the continuous casting method. After the complete
cooling, they are cut into solid billets with the required
geometry. Then the billets are heated again to the neces-
sary semisolid state and subjected to the required forming
and shaping, through die casting and injection molding.

In these cases, the solid billets are heated and partial
melting is induced. In this sense, the billets can be called
“mushy billet,” and the processes “mushy die casting”
and “mushy injection molding.” However, the solid frac-
tion of the billet is very low compared to the semisolid
metal treated in the rheocasting process, therefore the
expression “semisolid” is usually used instead of
“mushy.”

Semisolid die-casting is now used widely and many kinds
of mechanical and structural parts of automobiles, bicycles,
electronic appliances, mobile telecommunication devices,
and handheld electric tools are manufactured from Al al-
loys and Mg alloys. The working conditions necessary to
obtain high quality of products are investigated and the
characterization of the process is promoted (see Fig. 24).

In some cases, the numerical simulation of the proc-
ess is carried out where the flow of the semisolid metal in
the die cavity is clarified. Using the results of the detailed
flow analysis, the die design and the process design are
conducted. Thus the utilization of semisolid die casting
is becoming more and more popular and the variety of
products is extending.

Semisolid injection molding, or “thixoforming,” is
mainly used to manufacture products of Mg alloys. In this
process, chips and flakes of a Mg alloy are supplied to an
injection molding machine. They are heated to the semi-
solid state and stirred to obtain homogeneity in the ma-
chine, then the semisolid Mg alloy is injected into the die
cavity, cooled, solidified, and made into the required prod-
uct (see Fig. 25). The semisolid injection molding is an
advantageous process for Mg alloys. It is a safe, clean,
productive, convenient, easy, and energy saving process.
Because of this, the application is now rapidly extending.

XII. MANUFACTURING OF MUSHY METAL

Mushy metal is made by heating the solid metal. Billets,
blanks, particles, and powders are heated up to the

Figure 24 Illustration of semisolid die-casting.

Figure 25 Illustration of semisolid injection molding (thixoforming).
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scheduled temperature and made into required mushy
metals. In the heating process, some portions of solid
grains in the mushy metal are left from partial melting. It
follows, therefore, that the shape and size of each
unmelted solid grain is affected by the initial internal
structure of the solid metal.

The solid grains partially melt in the heating process;
on the other hand, they grow at the same time. There-
fore, if the heating process is not appropriate, for in-
stance, if it takes an excessively long time, grain growth
becomes too fast and the size of the solid grains becomes
too large in the mushy metal. Such coarsening of the solid
grains results in reducing the quality of the mushy metal
and products made of them.

To get fine solid grains in the mushy metal, it is effec-
tive to impose a high rate of strain upon the solid metal
before the heating. The deformation energy accumulated
in the solid metal induces recrystallization of the solid
grains in the heating process; as a result, the remaining
unmelted solid grains in the mushy metal becomes small.
This type of preprocessing of the solid metal is carried
out according to the situation required.

XIII. MUSHY EXTRUSION

Appreciating the mechanical properties of the mushy metal,
especially remarkably low flow stress, the extrusion of wires,
bars, and tubes from mushy billets is conducted.

The outline of the mushy extrusion is as follows (see
Fig. 26). The billet is heated to the required temperature
in an appropriate electric induction furnace. While the rate
of liquid component is less than 20–30% by weight or the
rate of solid fraction is higher than 70–80%, the billet is
able to retain its initial shape and dimension. However,
when the rate of liquid component exceeds this range, the

billet may deform under the gravitative force, and there-
fore a container is necessary to hold it. After the desired
mushy state of the billet is attained, the billet is transferred
to an extrusion press by a manipulator. The billet is in-
serted into a container and then extruded. During this
operation the billet should be protected from cooling and
be kept in the scheduled mushy state. To accomplish this,
the transference path for the billet from the furnace to the
extrusion press needs to be heated to afford the necessary
thermal protection. The container, die, and punch must be
pre-heated. The preheating temperature should be decided
taking into consideration the heat capacity of the billet,
container, die, ram, and other tooling.

Figure 27 shows the relationship between extrusion
force and ram stroke in the mushy extrusion process.
The diameter of the billet is 40 mm. The diameter of the
extruded wires and bars, as well as the solid fraction ϕ of
the heated mushy billet are shown in the figure. These
curves are very similar to those obtained in conventional
hot or cold extrusion processes. However, the extrusion
force necessary for the mushy-state operation is very low
compared with that for the hot extrusion process.

Figure 28 shows the effect of the solid fraction ϕ on
the extrusion pressure p required in the mushy extrusion
of Al alloys. The working conditions adopted for the
extrusion are stipulated in the figure. The solid fraction
ϕ=100% means that the billet is maintained at the
solidus temperature before the extrusion. That
temperature is, of course, higher than the temperature
adopted for the conventional hot extrusion. It should
be noted here that the extrusion pressure p drops
remarkably as the solid fraction ϕ of the billet decreases.
When the solid fraction ϕ lies between 70% and 80%,Figure 26 Illustration of mushy extrusion.

Figure 27 Relationship between force and stroke in mushy
extrusion.
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the extrusion pressure p is about one quarter of that
required for ϕ=100%.

Figure 29 illustrates another interesting result
concerning the mushy extrusion of bars. The working
conditions are indicated in the figure where the abscissa
shows the extrusion ratio λ and the ordinate shows the
normalized extrusion pressure pn; the latter is defined as
the ratio of the mushy extrusion pressure to the flow
stress of the billet at the solidus temperature. The broken
line in the figure represents the theoretically calculated
normalized extrusion pressure pn needed for the extrusion
of the solid billet at the solidus temperature assuming
that the friction is zero on the die surface. It follows that
in those cases when the solid fraction ϕ is 70% or less,
the measured normalized extrusion pressure pn is almost
equal to the calculated value under the above-mentioned
assumption. This implies that the liquid component of
the mushy billet acts as a very effective lubricant.

From these results, the characteristics of the mushy
extrusion can be summed-up as follows:

1. Because of the pronounced low flow stress of the bil-
let, the extrusion pressure needed in the mushy extru-

sion is very low compared with that for the conven-
tional hot extrusion. The extrusion pressure is about
one fourth to one fifth of that for the hot extrusion.

2. Because of the low flow stress and the low extrusion
pressure, very high reduction or extrusion ratio is at-
tainable in a single pass.

3. The liquid component of the billet acts as an effective
lubricant on the surfaces of the container and die.

4. Because of the low extrusion pressure and the lubri-
cating effect of the liquid component, high-quality
products with complicated cross sections can be
extruded.

XIV. MUSHYROLLING

The rolling of metal sheets in the mushy state is a rather
new but potential process. The fundamental features and
characteristics of the mushy rolling are summarized as
follows.

1. In the mushy rolling, the deformation zone of the mushy
sheet is very narrow corresponding to the contact length
between the sheet and roll. On the other hand, the
mushy sheet has wide free surfaces, which locate near
by the deformation zone. Because of this geometrical
condition, it is difficult to hold the deformation zone
under a stable high hydrostatic pressure. The liquid
component, which presents in the deformation zone at
the roll gap, is pressed and likely to flow out from the
narrow deformation zone to other parts of the mushy
sheet. This means, in turn, that the solid and liquid
components do not always flow together.

Figure 28 Relationship between extrusion pressure and
solid fraction.

Figure 29 Relationship between extrusion pressure and
extrusion ratio.
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2. The presence of the liquid component is linked with
the poor ability of the sheet to elongate. This is be-
cause the intergranular connection between the solid
grains is very weak because of the partial melting of
the grain boundaries. Each grain is easily separated
from others even by a small tensile stress. Under the
hydrostatic pressure, the separation of grains and the
incidence of cracks on grain boundaries are prevented.
Therefore the hydrostatic pressure is essential for the
elongation of the mushy sheet. However, as already
pointed out, it is not easy to maintain a sufficiently
high hydrostatic pressure in the mushy sheet at the
roll-gap.

3. In spite of such difficulty, mushy rolling is considered
to be a potential process to manufacture various types
of metal sheets, which have different internal struc-
tures compared with those made by conventional hot
or cold rolling processes.

Figure 30 shows a schematic illustration of the mushy
rolling. Before the rolling operation, the sheet is heated
to the mushy temperature range by using an induction
furnace. At the entrance to the roll-gap, the liquid
component is likely to flow to the top and bottom
surfaces of the mushy sheet under the hydrostatic
pressure induced in the deformation zone. However, the
liquid component does not flow out of the mushy sheet;
it is cooled by the roll, solidifies, and is then drawn into
the roll-gap by the friction force. The solid component,
consisting of grains, is compressed, deformed, and then
drawn into the roll-gap. In the roll-gap, each grain is
deformed and elongated. Before the mushy sheet reaches
the exit of the roll-gap, all of the liquid component
usually completes its solidification. In some cases, the
rolled sheet may include some amount of liquid because
of incompleteness of solidification, but the amount of
the residue should be less than a few weight percent.

Figure 31 shows a few examples of the internal struc-
ture of the Al-alloy sheets manufactured by mushy
rolling. The solid fraction before rolling, thickness
reduction, rolling speed, and other working conditions
are shown in the figure. The roll surface temperature is
kept at ambient before rolling and so the mushy sheet is
rolled and cooled simultaneously at a rather high cooling
rate as well.

The following results can be deduced from the figure.

1. When the mushy sheet includes an adequate amount
of the liquid component before rolling and the thick-
ness reduction in rolling is not so high, the solid com-
ponent does not deform at the roll-gap. Almost all of
the solid grains keep their initial geometry during the
rolling. They appear to be wafting in the liquid com-
ponent and flow through the roll-gap like a slurry—
without deformation. Furthermore, in such a case, the
liquid component does not complete the solidifica-
tion during passage through the roll-gap.

2. When the thickness reduction is high and/or the solid
fraction of the mushy sheet is high enough, the solid
grains are not able to pass through the roll-gap with-
out colliding with each other and without changing
their shapes. The solid grains restrict each other’s
moving and slipping, and therefore they are forced
to deform and elongate at the roll gap. Each solid
grain is elongated by the rolls and the assortment of
fiber structure is formed in the mushy sheet. As the
thickness reduction and the solid fraction increase,
the elongation of the solid grains is further promoted
and a typical fiber structure is observed in the rolled
sheet.

3. Another result to be noted is that the rolled sheet
does not always have a homogeneous internal struc-
ture. When the mushy sheet includes an adequate
amount of the liquid component before rolling, the
liquid tends to solidify in the surface layer. On the
contrary, the solid grains gather at the inner zone.
As a result, the rolled sheet displays two differentFigure 30 Illustration of mushy rolling.

Figure 31 Internal structure of sheet rolled in mushy state.
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structures—one in the surface layer and the other
within the bulk.

This type of inhomogeneity is responsible for the zoning
mechanical properties, such as hardness and yield
strength, across the thickness of the rolled sheet. To attain
the homogeneity of the rolled sheet, those dual structures
should be prevented by choosing appropriate mushy
rolling conditions. However, if such distribution of the
mechanical properties is desirable, mushy rolling can
manufacture multilayer sheet products.

XV. MUSHYFORGING

By utilizing unique characteristics of the mushy metal,
new processes such as mushy mixing, mushy powdering,
and mushy forging are available. These processes can
produce a variety of metal-ceramic composites, which in
turn can be formed into bars, wires, tubes, sheets, and
machine parts. In this section, the manufacture of so
called particle-reinforced metals (PRMs) by mushy mix-
ing and mushy forging is explained.

A schematic diagram of the framework of applicable
mushy mixing and forging processes is shown in Fig. 32.
The fundamental functions and characteristics of these
processes are as follows.

1. The metal matrix is heated up to the mushy-state where
it contains the required weight percentage of the solid
and liquid components. As mentioned before, when
the solid fraction is less than a critical value, the mushy
metal matrix becomes very soft and therefore can be
stirred. During the stirring, the reinforcing particles,
such as particles of Al2O3 and SiC, are put into the
mushy metal matrix. Thus a mushy mixture of metal
matrix and reinforcing particles is obtained.

2. The mushy mixture, which is a raw material for an
aimed composite, can be transferred directly to the
extrusion press, forging press or rolling mill. Using a
conventional extrusion press or a forging press the
mushy raw mixture is formed into bars, wires, tubes,
and machine parts. In the forging process, the mushy
mixture is formed and cooled simultaneously and the
liquid component in the mushy metal matrix solidi-
fies. Bonding between the metal matrix and the
reinforcing particles is attained mechanically and
effectively by a high pressure imposed on the mixture
in the process.

3. Even though hot/cold forging and extrusion of the solid
mixture of metal matrix and reinforcing particles is
attempted, an extremely large force and high pressure
are necessary to conduct the required operation. This
is because the composite mixture, which includes
ceramic particles in a rather high volumetric ratio, is

Figure 32 Illustration of framework of processes to manufacture composites by utilizing mushy forging.
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very hard and has poor deformability. The forming of
such a composite mixture is sometimes practically not
possible.

4. However, when an appropriate mushy forging is em-
ployed, the mushy matrix is very soft and its liquid
component acts once again as an effective lubricant
between the solid grains of the metal matrix and the
reinforcing particle. Consequently, the forging can be
conducted without serious difficulties under a rather
small force and a low pressure.

5. When the mushy metal matrix is cooled gradually dur-
ing the stirring, the solid grains in it are separated
into particles and then solidify. Thus, the mushy metal
matrix is made into particles and/or powder. The re-
inforcing particles can be put into it; thus the mixture
of the metal matrix powder and the reinforcing parti-
cles is obtained in the same way.

6. The mixture of the metal matrix powder and the rein-
forcing particles is usually preformed into billets and
blanks. These are heated up to the mushy-state and
are subjected to various die-forging processes. This
procedure constitutes an alternative to the above-
mentioned direct forging of the mushy mixture.

7. The process, shown in Fig. 32, has two important as-
pects. One is the process to make the raw mixture of
metal matrix and reinforcing particles; the other is
the forging process of the raw composite into prod-
ucts. Both are dependent on the mechanical proper-
ties of the mushy metal and both can be conducted
only in the mushy-state.

The particle-reinforced metal products usually have very
high hardness and excellent antiwear resistance. These
characteristics depend, naturally, on the volumetric per-
centage and on the size of the reinforcing particles.

The higher the volumetric percentage and the smaller
the particle size, the higher are the hardness and the wear
resistance. On the other hand, the ductility, deformability,
and impact strength of the particle-reinforced metal de-
crease with the increase in the volumetric percentage of
the reinforcement. Such disadvantages are not due to the
mushy-state forging, but they are usually observed as for
the metals reinforced by ceramic particles. When the
volumetric percentages of the mixed reinforcing parti-
cles are in the same range, the small-sized reinforcing
particles will have larger integrated surface area than the

large-sized reinforcing particles. Thus, the metal rein-
forced by the small-size particles needs larger energy dis-
sipation in the forging process than the metal reinforced
by large-sized particles, and the former has higher hard-
ness and larger flow stress than the latter.

The mechanism of bonding between the metal matrix
and the reinforcing particles is mechanical and not diffu-
sive. In the mushy forging, the liquid component included
in the mushy metal matrix fills up all the cavities be-
tween the solid grains and the reinforcing particles. Then
the liquid component solidifies under very high hydro-
static pressure generated by the motion of the dies. The
location of an individual reinforcing particle in the metal
matrix is thus firmly established. This can be regarded as
the principal mechanism of bonding that takes place in
the mushy-state forging. Other bonding mechanisms,
such as diffusion, can also be expected when the pre-
treatment of surfaces of the reinforced particles is con-
ducted. However, in the mushy forging, the mechanical
bonding is dominant.

Studies on the application of mushy forging to
manufacture metal-ceramic composites are now widely
carried out. In this field, the mushy forging can provide a
considerable possibility of development of new types of
composites.
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I. INTRODUCTION

This chapter is devoted to extrusion of aluminum alloys
and divided into three main sections. Section II covers
the basic parameters of extrusion needed for designing
an aluminum section and a die, for understanding the
processing steps, and for optimizing productivity, cost,
and product quality. A specific section shape is used to
illustrate the interaction between these parameters.
Section III is focused on the commercial application
aspects of extruded sections, life cycle aspects, alloy
selection, and section design guidelines. Section IV covers
the extrusion process in some detail, focusing on the
basics of quantitative modeling of metal flow in the
container and through the die. In the final section, some
of the outstanding research challenges in the theory of
extrusion of thin-walled aluminum sections are discussed:
(1) 3D-modeling of thin-walled extmsion, (2) the bearing
channel friction in interaction with die deflections and
section surface formation, (3) stability of flow, and (4)
limits of extrudability.

The intention is that the chapter should give the reader
an overview of the practical aspects of extrusion as well
as an understanding of the present state of the theoretical
work and some challenges in this branch of metal-
forming science and technology. However, the study of
extrusion as a process is both relatively complex and
multidisciplinary, and this chapter can hardly give the
answer to all problems that may be encountered. Thus
before making detailed section design and alloy decisions,
the reader is advised to contact an extmsion plant.
Although theoretical and experimental work has

managed to explain a number of relevant phenomena,
the quality of an extruded profile and naturally also of a
complete product based on extrusions is still mainly
dependent on the experience of personnel close to or at
the extrusion plant. One may also confer with more
general works on extrusion [1, 2].

II. BASIC PARAMETERS OF EXTRUSION

A. The Process

The most common method for producing aluminum
profiles is that of direct extrusion (Fig. 1). Here, the ram
is moving into the container at one end and pushes the
billet through the opening of the die at the other end.
The temperature of the deforming aluminum alloy is in
the range of 450°C to 600°C during the process cycle. In
contrast to the extrusion of steel, aluminum extrusion is
taking place in the absence of any lubrication of the die.
Hence the material sticks to the container and the die,
giving a highly inhomogeneous flow with large degree of
viscoplastic shear flow (see Section IV). The material
faraway from the wall is flowing easier than that closer
to it, with the surface of the billet remaining in the
container. The billet and the container are normally
circular cylindrical but can, in special cases, be
rectangular with rounded corners.

A special feature in extrusion of aluminum alloys is
the production of hollow sections (Fig. 2). In this case
the metal flows into the opening between the die and the
mandrel. The mandrel is kept in position by bridges.
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The billet material is forced, by the movement of the ram,
into the portholes in the bridge die, called the feeder
ports. Under the bridges, adjoining metal streams meet
and are forge-welded together in the weld chamber,
before flowing through the bearing channel, i.e., the
opening between the die and the mandrel.

Besides direct extrusion, two other special extrusion
methods are used, indirect extrusion, and continuous
extrusion, the Conform method [3]. In indirect extrusion

(Fig. 3) the die is pushed into the container, whereas the
extrudate is flowing in opposite direction through the
hollow stem. In the continuous extrusion (Fig. 4) a
continuous feedstock is fed into a groove in a rotating
wheel. Pressure is built up by friction between the groove
walls and the feedstock in the gap between the wheel
groove, the feeder plate, and the abutment. The metal is
then forced to the die opening in a continuous flow. Both
open and hollow sections can be produced.

Figure 1 Direct extrusion of an open section.

Figure 2 Direct extrusion of a hollow section.
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Extrusion in rectangular containers, indirect
extrusion, and continuous extrusion are used for special
products in limited quantities. Therefore in the rest of
this chapter the direct extmsion of open and hollow
sections are dealt with.

The main parameters of the billet, the container, and
the extruded section are (Fig. 1):

• Diameter of the container: Dc [m]
• Cross-sectional area of the container: Acontainer=

• Billet weight: 
• Billet diameter: Db [m]
• Billet length: Lb [m]
• Density of aluminum: �=2700 [kg/m3]

• The circumscribed diameter of the section: d [m]
• Section thickness: t [m]
• Cross-sectional area of the section: Asection=As [m2]
• Weight of section per meter length: ws=As � [kg/m]
• Reduction ratio: R=Ac/As

The most common values for the diameter of the
container are 0.178 and 0.208 m. The billet diameter is
usually 5 to 10 mm less than the container diameter,
allowing the billet to enter the container easily. The
circumscribed diameter of the profile is usually less than
0.9 times the diameter of the container, but specially
designed dies with a so-called expansion chamber may
actually allow for d>Dc. The section thickness often
varies over the cross section of the profile. The reduction

Figure 3 Indirect extrusion.

Figure 4 Continuous extrusion.
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ratio is normally in the range of 20 to 80. If R is very
high (R>70) and the section is of a proper shape, the die
is usually designed with more than one die opening (Fig. 5).
In this case, the reduction ratio is:

When an extrusion press cycle is carried out (see Section IV
for details), a small part of the billet is left in the container,
the discard (Fig. 6). The length of the discard is normally
around 10–20 mm.

• Discard length: Ld

• Discard weight: 

Figure 5 A multihole die.

Figure 6 Billet, discard, and the extruded section.
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• The weight of the extruded section: Ws=Wb-Wd [kg]
• Length of the extruded section: Ls-Ws/ws [m]

B. The Die

The tooling package is to perform the deformation of
the aluminum and must naturally withstand very large
forces. Tools are generally made of high-strength steels
such as H11 and H13, and the surface in direct contact
with the flowing material is hardened through nitriding
prior to any use. Furthermore, the complete tooling
package will be composed of a great number of parts
which are all meant to support the die when pressure is
applied by the stem. The complete tooling package will
be designed differently for the extrusion of hollow or
open profiles. In any case, however, a bolster will be
situated directly behind the die and provide the main

support. The die and bolster will then be placed in a
horseshoe clamp, which is firmly attached to the press
structure.

In the case of extrusion of open sections one die design
does not differ significantly from another although the
bolster may provide varying degrees of support. Various
die designs have, however, been developed for the
extrusion of hollow profiles. The names of the most
commonly used die types are porthole, spider, and bridge,
and for the extrusion of 6XXX alloys porthole dies have
traditionally been most popular, partly because of the
ease with which they can be cleaned after extrusion.

The design of a porthole die is displayed in Fig. 7. The
outer contour of the section is formed by the die plate
(Fig. 7a). The tongue will be less stiff and weaker than
the rest of the plate because it supports the pressure from
the deforming material on the tongue only along one

Figure 7 Billet, die, and extruded section in the process of extrusion.
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edge. The inner circumference of the section is formed
by the mandrel (Fig. 7b). The mandrel is an integrated
part of the porthole die, connected to the rest of the die
by webs, or bridges. In the mandrel a groove is machined
out. This groove enables the internal rib in the hollow
section to be formed.

The deforming alloy is flowing over the bridges and
down into the feeder ports. Under each bridge, in the weld
chamber, the two neighboring metal streams are forge-
welded together. In this process the temperature of the
material will not exceed that of melting, but welding will
take place because of high pressures and diffusion rates.
The alloy is also flowing into the groove in the mandrel
from two sides, and in the center of the groove the two
streams of metal are forge-welded, before the material
flows into the bearing channel. All such welds are denoted
seam welds. If pressures are not high enough in the weld
zones, insufficient welding will take place. Furthermore, if
material flows in an uncontrolled manner, one will not be
able to predict the exact position of the weld. All these
phenomena are highly unwanted and hence detailed
studies of such can be found in the literature [4].

When designing mandrels one has to keep the
following in mind:

• The stiffness and strength of the bridges should be
optimized. The feeder ports should at the same time

be as large as possible in order to reduce the load on
the mandrel and allow for higher extrusion speed. This
will, however, result in a weak bridge construction
with unwanted flexibility and an increased risk of die
deflection.

• Controlled flow out of the bearing channel should be
sought. The die and the bearing channel should be
designed so that the section leaves the bearings at a
uniform speed and without generating excessive tensile
or compressive stresses. Of special importance is the
control of metal flow and die welding of the inner rib,
because this cannot be inspected from outside during
the press cycle.

• The surface of the section should be homogeneous
and leave the die without streaks and stripes at the
highest acceptable speed.

Clearly, there is a complex, but a very fascinating design-
optimizing challenge here. Today, die-design competence
exists mainly as practical knowledge by highly skilled
die designers, die producers, and die correctors in the die
shops. As will be pointed out in Sections IV and V,
however, the development of 3D computer simulation of
hot extrusion processes is approaching such a level of
precision that it can be used as a tool for die design. It
must, however, be done in close cooperation with skilled
and experienced die specialists.

Figure 8 Layout of an extrusion plant.
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C. The Manufacturing System

Satisfactory control of the material flow may be viewed
as the key element in a successful production of
aluminum profiles. In this context the last assertion has
two alternative interpretations, and both are in fact
equally correct. In order to produce extrusions with the
desired quality at an optimum pace, one has to establish
some sort of understanding of the mechanisms of plastic
flow of material in the container and die. However, if
an enterprise is to succeed economically in the extrusion
business, it is as important that it masters the logistics,
i.e., the control of the material flow in and around the
production facilities. The extrusion process is carried
out in an extrusion plant, which often has a layout
similar to that presented in Fig. 8. Although heat
treatment in general is the most time consuming part of
the production system, other process steps may in fact
constitute the actual bottle-necks. The pressing of
profiles is one such step, as it is noncontinuous and as
considerable time is spent on changing dies, reloading
new material into the container, and performing
maintenance tasks. Procedures are made even more
complicated as new production orders for profiles often
may necessitate several trial runs on the press. If the
material is not transported effectively, down times may
easily be long, and the most important parameter of all,
productivity, will, consequently, be low.

As is seen in Fig. 8 the extrusion process is
composed of a great number of steps. One of the most
important, however, is the production of raw material
for the process, and this usually does not take place in
the plant. Feed stock for the process is logs, normally
in lengths 6–7 m. They are supplied from the cast
house of primary aluminum smelter or a secondary
(recycled) aluminum cast house. The logs are produced
as visualized in Fig. 9.

The liquid metal at temperature above 700°C is
cleaned, added alloying elements and grain refiner before
entering the casting table. By passing the casting molds
with direct water cooling, the liquid aluminum alloy
solidifies into a log. After casting, the log is homogenized
in a temperature cycle that secures the best possible
extrudability by establishing a homogeneous distribution
of alloying elements and by dissolving phases with low
melting points, typically Mg2Si [5, 6]. The logs are then
transported to the extrusion plant.

In the plant a number of distinct processing steps take
place (Fig. 8). The logs are flrst taken one by one from
the log stacker and transported to the induction heater.

Here a certain temperature profile is imposed on the log,
and it is then cut into billets of a prescribed weight. In
some plants the logs are cut prior to any heating.

The billet is then loaded into the extrusion press,
where the ram pushes it into the container. The end of
the billet surface in contact with the ram has been given
a coating so that it does not stick to the dummy block
between the ram and the billet. Because the billet has a
smaller diameter than the container bore, it is given an
upsetting in order to fill the container. In this phase there
is a risk of entrapping air in the container, and thus the
ram stops after upsetting, unloads, and moves a small
distance backward to let the possible entrapment leave.
This is called the burb cycle.

Thereafter, the extrusion process commences. The ram
pushes the billet through the die opening. The load
capacity of the press with a container diameter of 0.178 m
is normally 16 MN, which corresponds to a specific
pressure of 643 MPa. If the container diameter is 0.208m,
the load capacity is normally 22 MN and the specific
pressure 647 MPa. The temperature of the billet prior to
extrusion is in the range 450–470°C. In the induction
heater, the billet may have been given varying temperature

Figure 9 Direct chilling casting (DC-casting) of logs.
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along its length in order to compensate for the heat
generation caused by the shearing along the container
walls when it is pushed through the container (see also
Section IV). This is called tapering, and the highest
temperature is usually in the front end of the billet. The
temperature of the section leaving the die is in the range of
550–600°C. The taper should be given in such a way that
the runout temperature is constant as this will result in
minimum variation of dimensions and properties during
the press cycle.

As the section front leaves the die, it is gripped by a
puller, which guides the section out on the runout table.
The profile is then quenched and further cooled down
when moving sideways along the table. The lengths of
the profiles upon leaving the die may be from 20 to 50m,
depending on the length of the billet and the reduction
ratio. Normally, a number of charges (billets) are
performed with the same die in a production set up. In
this case, one may weld the profile from the new charge
directly to the one produced in the foregoing charge,
creating a so-called charge weld. This procedure
simplifies production but necessitates cutting of the
profile during extrusion. On the cooling table the section
is given a plastic deformation of 0.5–2% elongation in
order to eliminate internal stresses due to uneven cooling
over the cross section of the profile and straighten up
possible bends and twists before going into the cutting
saw. The extruded section is finally cut into prescribed
lengths, normally 6 m. The process of cutting may vary
somewhat from one plant to another.

The cut sections are stacked in bins and transported
through the aging oven where they spend 3–6 hr at
temperature in the range of 170–190°C. After aging, the
sections are inspected and packed before they are
delivered to the customer for further fabrication and
surface treatment, followed by joining and assembling
into the finished component or product.

With a generic aluminum section (Fig. 10) some
important features and characteristics of die design and

productivity for aluminum extrusions will be
demonstrated.

An order of 200 sections and 6 m of alloy AA6060
(Al–MgSi0.5) shall be produced in a 16-MN press with a
container diameter of 0.178 m and runout table length
of 42 m. The following typical process parameters can
be calculated and controlled:

• The cross-sectional area of the container is:

 

• The cross-sectional area of the extruded section is:

 

• The reduction ratio can thus be calculated to:

 

This is a reduction ratio within the acceptable range
for a one-hole die.

• The circumscribed diameter of the section is:

 

This is well bellow the maximum recommended di-
ameter of 0.9–0.178=0.16 [m]

• Special features of the section shape that should be
noticed are a hollow rectangular section with constant
wall thickness, an outer tongue, and an inner rib.
Furthermore, the profile is symmetric about the
horizontal axis.

D. Productivity and Cost

A number of aspects are important to consider for a
customer who is to choose between the many diflferent
suppliers of aluminum profiles. As a great number of
sections ought to and have to be designed and
manufactured for only one product type, customer
service stands out as particularly important.
Furthermore, the supplier must of course be able to
deliver the section requested within an agreed time limit
and to the specified quality. If the profile geometry is
fairly complicated or a very high strength alloy is chosen,
some suppliers may fall out of the race, but for most
profiles one may not be able to differ on these grounds
alone. And in the end, thus, all usually comes down toFigure 10 A “generic” extruded aluminum section.

(Measures in mm)
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money. The basic parameters in the extrusion business
are the prices per meter or per kilogram extruded section.
These measures are dependent on the choice of alloy and
the geometry of the section, and one has to contact
different suppliers in order to determine the exact prices.
These should not differ too much as there is an active
market mechanism working. This mechanism will,
however, also pressure the suppliers to continuously seek
to increase productivity and cut costs. It is in the creative
negotiations between the customer and the supplier that
the right price is agreed upon as a consequence of a
section design with the right balance between
requirements for functionality and the cost efficiency in
the extrusion plant. Important parameters that determine
the productivity and cost of the extruded section are:

• Length produced per press cycle
• Length of end cuts that have to be scrapped
• Number of cut lengths per billet
• The discard weight per billet
• Number of billets produced, i.e., gross weight delivered

to the press
• Net weight ordered
• The dead cycle, i.e., the time between each press cycle
• The ram speed
• The acceleration time, i.e., the time to reach the full

ram speed
• Time for die change
• The price of billet delivered at the press
• Die cost
• Production cost.
• Unpredicted press stop.
• Unpredicted quality scrap, i.e., the number of sections

produced, which are not conforming to the required
quality.

The production cost may be measured as cost per minute
extrusion time spent. This measure contains all direct
costs and man-hour costs in the plant, divided by the
estimated availability of the press in minutes.

The following example is meant to illustrate a typical
calculation of the cost per meter and cost per kilogram
extruded profile. The calculations are meant to refer to
the section in Fig. 10, and data from the example of the
previous section are used.

• The gross material mass (weight) is first calculated.
The sections are cut to lengths of 6 m, of which six
may be produced from each billet. In addition the first
and the last meter of the total section are assumed to

be of inferior quality and therefore scrapped. The to-
tal section length produced in the press cycle is then:

 

The mass per meter section can be calculated from
the cross-section area and the density:

 

The previously calculated data can be used to find the
runout mass per billet:

 

The length of the billet is chosen so that the discard
length is 0.02 m. As the container diameter is 0.178m,
the mass of the discard is:

 

The total mass of each billet may be calculated to be:

 

In order to compensate for possible quality scrap of
6%, 12 more lengths than ordered are produced. The
total number of cut lengths is then 212, and the
corresponding number of billets is:

 

Hence, 36 billets must be ordered and the gross
material mass will consequently be:

 

• The net mass of the sections delivered to the customer
is, however, only:

 

• The yield, which is the gross mass of the material
divided by the delivered mass, is then:

 

• The total production time should then be calculated.

The runout speed of the press for this particular alloy
and geometry is found to be 36 m/min or 0.6 m/sec.
The additional time spent per charge on reaching the
desired runout speed, the acceleration time, is found
to be 7 sec. Because the length of the billet (38m) is
known, the total time of a press cycle can be calcu-
lated to be:
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The dead-cycle time then has to be assessed. The time
spent on cutting of the discard after extrusion, insert-
ing a new billet, and performing the burb cycle is found
to be 15 sec. If one expects no additional unexpected
stops, one only has to add the time spent on changing
the die prior to extmsion. For this particular press
this is found to be 180 sec. The total production time
without any unpredicted stops and delays is then:

 

• The productivity is viewed as the net mass delivered
divided by the total extrusion time and can
optimistically be calculated to be:

 

• Finally, a calculation of cost has to be performed.

The material cost of the billet is set to $1.5/kg. Pro-
duction cost in this example is found to be $50/ min
and the die cost for the order is $2000. The total cost
respectively without and with the die cost is then:

 

The corresponding costs per meter section delivered
can be calculated:

 

Finally, the cost per kilogram section delivered is:

 

The same die can often be used in several production
orders. If all die cost is placed on the first order, one
can produce the next orders without any die cost.
Maintenance cost of the die is included in the produc-
tion costs.

E. Measures of Section Quality

1. Process Variability

The aluminum extrusion process is unique in the sense
that it offers the possibility to produce almost ready-
touse profiles of high quality and with large functional
freedom at a relatively low cost. The product quality,
which in the very end will be judged by the product’s ability

to satisfy customer demands, relies heavily on the
restrictions imposed on design by the process itself. Purely
geometrical considerations indicate that profile dimensions
necessarily will be limited by the press capacity and size,
and it is known that material flow also puts restrictions
on both wall thickness and changes in such. However,
product quality is probably to the largest extent affected
by the mere variability in chemical composition,
microstructure, geometrical dimensions, mechanical
properties, and surface finish over the length and width of
the proflle. Such variations are connected to the transient
nature of the extrusion process and to the difficulties in
establishing a system of measurement and control of
important parameters during the press cycle. Changes in
temperature, deformation history, and material
composition of the extruded profile will be encountered
both during the course of a press cycle and from one billet
to another. Furthermore, both production parameters and
dies have to be changed in order to extrude different
aluminum alloys because both their metallurgical and
thermomechanical properties may differ considerably. If
attention is not paid to controlling the material flow in the
factory, the production of profiles with uneven and thereby
also inferior properties will ultimately lead to either the
distribution of products of poor quality or to low
productivity due to excessive scrapping. Therefore most
producers of aluminum profiles stress the use of
housekeeping and have established routines for production
of profiles of different alloys based on experience.
However, in order to make proper use of such routines
sufficiently reliable and consistent, measurements of
production parameters such as temperatures and pressures
have to be obtained. This task is not easily performed due
to the noise inherent in the process.

2. Dimensional Variability

In order to make a direct assembly of extruded profiles
possible, the characteristic dimensions of the product
such as straightness, thickness, height, width, length, and
angles have to be made within sufficiently narrow
tolerances. Dimensional variability is, to a certain extent,
always existent and often in the order of 0.25 mm on
thin-walled profiles. Open or partly open proflles tend
to experience larger variation than closed ones, whose
die construction is more robust. Based on experience with
when the process can be expected to be under control,
tolerance on wall thickness is often set to be around 10%
of the nominal measure. Measurement of profile
dimensions is usually implemented as a standard
procedure at extrusion plants.
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Table 1, which is taken from the German standard
DIN 17615, gives an indication of within which
tolerances the open profile in Fig. 11a can be delivered.
Thickness variations may be caused by the changing
deflection and temperature of the die during a press cycle.
Another cause of thickness variations is wear. In the case
of large production series, dies are often bought from die
manufacturers with so narrow bearing surfaces as to
compensate for future wear. Furthermore, dies are also
produced within certain tolerances, although somewhat
narrower than those of the profiles. As a result of both
these factors, die changes may cause variation in profile
geometry. A last reason for variation in wall thickness is
the deformation of dies through fracture when extruding
hollow profiles. This is caused by uneven loading, which
very often is a result of flow imbalance and is most
common when extruding alloys of higher flow resistance
such as, for instance, the 7XXX series. Fracture need not
always immediately be fatal, and the presence of a crack
may very well lead to a gradual reduction of the die
strength and increasing deviation from nominal
thickness. The presence of a crack combined with flow
imbalance will also often result in thickness variations
along a wall.

Variation in height and width of the profile may be
due to variation in manufactured die dimensions or wear.
However, larger deviations will be measured if profile
walls are curved. In this case, tolerances are set with
regard to the maximum curvature that can be accepted.
The curving of profile walls is often a result of varying
flow velocity across the profile, which again is due to
variation in wall thickness and friction conditions in
different parts of the outlet of the die. Table 2 shows
tolerances with regard to curvature of walls in the profile
given in Fig. 11b.

Prior to stretching, operation profiles very often have
a certain curvature, a warping in the direction of
extrusion (Fig. 11c). This is often a result also of
variations in flow velocity in the profile but can be caused
by the uneven cooling rates of walls with different
thicknesses. DIN 17615 gives tolerances on the deviation
from straightness as a function of length as given in Table 3
and Fig. 11c. Flow imbalance may also lead to twisting
of the profile along the extrusion direction. Figure 11d
and Table 4 show that this deformation is often measured
as a distance, v, which can be taken to be a function of
both the length and the width of the profile.

Although the height, width, and thickness of a profile
may be within tolerances, assembly may be hindered by
deviations in angular measures as shown in Fig. 11e. Direct
measurement of angles on the profile is most easily done
with the help of electronic equipment but is relatively time
consuming in comparison with simpler mechanical
methods. DIN 17615 proposes the use of the length w as
a measure of angular deviation and this can be taken as a
function of the profile width as seen in Table 5.

3. Variability in Surface Properties

High surface quality is usually obtainable when extruding
aluminum proflles, and the combination of a very even
surface, outstanding optical properties, and large
corrosion resistance makes the use of aluminum
preferable to, for instance, steel in many applications.
However, surface quality is extremely dependent on die
design, billet quality, and extrusion practices in general,
and a series of surface defects may develop if proper
attention is not paid to controlling the process [7]. Given
the excessive noise in extrusion equipment, it is not
always possible to sort out the causes for defects, and
very often several different error mechanisms may be
operating simultaneously.

Corrosion properties are related to the content of
different alloying elements, in particular Cu, and are
therefore mostly dependent on the properties of the billet.
However, by extruding with the wrong parameters,
changes in chemical composition, grain sizes, and surface
roughness may be unfavorable to corrosion properties.

Die lines and pick ups are common surface defects
shown in Fig. 12a and b and give an indication that the
profile surface is formed in the presence of hard and
uneven attributes or particles in or around the bearing
channel. Rough and worn-out dies or abrupt changes in
bearing lengths may be the cause, but it may just as well
be that oxide build-ups behind bearings or hard particles

Table 1 Tolerances on Section Thickness After DIN 17 615
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from the billet cause the defects. In the first case dies
should either be polished and nitrided [8, 9] or scrapped.
Oxide build-ups behind bearings are often the result of
too small a relief area (Fig. 13), and this phenomenon
can be reduced by either increasing the relief or by using
nitrogen shrouding behind the bearings in order to avoid
the oxidation. Hard particles in the extruded sections
often originate from oxidized and even dirty material on
the billet surface even when performing direct extrusion.
Inflow of material from billet surface will take place if

the container temperature is too high, causing a low yield
resistance and easy flow of surface material [10]. Inflow
to the bearing channel may also take place if too large a
profile is extruded or the container is misaligned so that
surface material may flow directly out of the bearing
channel. Hard particles may also exist in the interior of
the billet if it is not properly homogenized, or, in the case
of 6061 and 6063 alloys, the iron content is so high that
AlFeSi particles are formed. And to complicate matters
further, research has shown that the presence of die lines

Figure 11 Measures of geometrical deviation: (a) wall thickness, (b) curvature of walls, (c) profile warping,
(d) profile twisting, (e) angular deviation.

Copyright © 2004 by Marcel Dekker, Inc.



Extrusion 149

will be heavily dependent on the size of the bearing angles
when defects are caused by AlFeSi particles.

The profile surface may contain blisters as shown in
Fig. 12c, which may be inclusions of air, oxides, or even
oil. Such blisters degrade surface appearance and
mechanical properties, and when the profile is cooled,
blisters may also crack, creating a distinct sound and
causing open holes in the profile surface. They may be a
result of inflow of material from the surface of the billet
or inclusions that are already contained in the interior of
the billet prior to extrusion. However, blisters containing
air are often caused by air trapped in the container due
to too fast upsetting or air trapped in hollow porthole
dies prior to extrusion. Hence they may very often be
found close to the forward part of the profile or charge
welds. When extruding light metals, lubricants are not
used. Contamination of oil must therefore be avoided.
Lamination is also a result of contamination and should
be avoided in order to preserve both mechanical strength
and, in some cases, also appearance. This phenomenon
may be a result of inflow of oxidized and contaminated
material from the surface or from the charge weld.

Sometimes, when studying an extruded aluminum
profile, areas of different shades of gray color may be

detected. This surface defect is called structural streaking
and is a result of varying reflective properties across the
surface. While streaking seldom will be a reason for
scrapping the material, efforts are often made to extrude
under conditions that give even optical properties. This
is especially the case if surface treatments such as etching
and/or anodizing are to be employed because these
processes tend to accentuate streaking. Streaking is a
result of variations in grain size and grain orientation of
the finished product, and three somewhat different types
have been identified. These are streaks caused by
variations in bearing surfaces, variation in temperature,
amount of hot work, and recrystallization. However, as
streaking in general is a result of the whole
thermomechanical and metallurgical treatment of the
material, it is not always possible to differ between the
different types. So-called bearing streaks are often due to
uneven bearing surfaces, having created depressions in
the profile surface. Hence light is reflected in different
planes and streaks are only visible when viewed from
specific directions. A type of combined bearing and grain
size streaking is caused by sudden shifts in bearing lengths
due to varying profile thickness. Apart from leading to
problems connected to filling, such a die design will give

Table 2 Tolerances on Transversal Curvature After DIN
17 615

Table 3 Tolerances on Longitudinal Curvature on Profile
After DIN 17 615

Table 4 Tolerances on Profile Twisting After DIN 17 615

All Measures in mm.

Table 5 Tolerances on Deviation from Straightness of
Angles
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abrupt changes in grain sizes and orientations and also
reflective properties over short distances in the profile.
Furthermore, as the amount of heating is varying, the
temperatures and the degree of recrystallization may also
be expected to change. Oxide streaks can be recognized
as dark streaking areas of varying width and intensity on
etched or anodized parts.

The presence of such streaks is linked to the inflow of
oxidized material from the billet surface to the bearing
channel. Oxide streaks will be avoided if inflow is
hindered. In general, structural streaking will be less of a
problem if material in all parts of the profile cross-section
undergoes much of the same thermomechanical loading.
Furthermore, experience has shown that a minimum
degree of choke on bearings should be sought in order to
reduce variation in reflective properties.

Cracking or tearing of the extruded profile is
experienced when process control is lacking. If the
temperature of the extruded metal on the bearings is too
high as a result of preheating of billet or high extrusion
rate, partial melting of Mg2Si particles will take place
[11]. Thus cracking of profile surface or so-called hot

tearing may be the result. If cracks develop in the die or
pick-ups are created through insufficient clearance
behind bearings, edges may be torn.

Surface quality is also often reduced through scratches
and gouges asserted in material-handling processes on
the run-out table, lift-overs, walking beams, saw tables,
or in stations for packaging and stacking. Efforts must
be made so that profiles are not damaged in transport.
Great emphasis has been laid on establishing best practice
in handling materials and on securing that the equipment
used can only cause minimal damage. However, because
of the large variability in profile geometry and the great
demands on material handling, many operations must
be performed manually at high costs.

III. APPLICATIONS, ALLOY SELECTION,
AND DESIGN CONSIDERATIONS

By developing products out of materials found in nature
mankind has managed to differentiate itself from the
animals. The fact that historians have tended to denote
periods by the names of the materials found in the tools
and other equipment of the times indicates that one
assesses the use of materials to be of prime importance to
human life. Today, one recognizes the stone, bronze, and
iron age, but not surprisingly, when dealing with the
present, the determination of the material with the
greatest importance turns out to be harder. Some
emphasize that relatively new materials such as plastics
are omnipresent and have brought enormous changes to
human life over the last decades while others maintain
that the increasing use of computers marks the entrance
to the silicon age. However, the fact still remains that
iron in the form of steel even today by far is the most
favored material for most applications. The strongest

Figure 12 Visualization of various surface defects.

Figure 13 Detail from a porthole die: An area of relief
may be found behind the bearings.
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contender of the metals is aluminum, but as for volumes
produced, steel is about 20 times larger. So, despite the
several industrial revolutions that have taken place in the
last century, it may still be claimed that the contemporary
period is the one that was allegedly introduced by the
Hittite development of iron around 1300 B.C. [12].

A. Product Development

Innovative thinking is maybe the one most important
virtue of a designer, but if ideas are to be transformed
into innovations, proper use of knowledge of and
experience with both design principles, processes, and
materials is mandatory. In fact, modern product
developers often stress that focus must be placed not only
on the mere functional properties of the product and the
ability of the product to satisfy consumer’s demands but
also on the chain of processes from raw material to
components, joining, surface treatment, and assembly.
Obviously, a quality product will not only be satisfactory
to the user but also to the producer in that it creates the
possibility to generate a surplus.

Three aspects are of equally great importance when
creating a new component that satisfies the user’s notion
of quality. In Fig. 14 product development is given as a
combination of function, production, and material. The
functional side is linked to the transforming of new
concepts of, for instance, physical or structural origin to
products that are of lasting value to the user. The goal
for the production system is to establish processes and
routines so that new products can be manufactured

within calculated costs and time limits. When developing
a new product one should attempt to make use of
possibilities offered by manufacturing systems to forward
functionality rather than letting the system impose
restrictions or additional costs. Obviously, upon having
decided on a concept, the most optimal production
process should always be sought. However, one should
also bear in mind that manufacturing processes
automatically offer new degrees of functionality to the
product. Therefore the alternative candidates of
production methods should be evaluated at a very early
stage in the design process.

Another fundamental aspect of product development
is the use of materials. Traditional use of materials is
limited to choosing on the basis of only certain tabulated
data such as yield limit or tensile strength and, in some
cases, corrosion properties, and often because of limited
knowledge of alternative materials, steel is the most
favored material for most constructional applications.
However, materials should not only be chosen but also
designed so that both functional demands are satisfied
and so that production is simplified. For a long time,
more advanced users of materials, such as the aircraft
industry, have realized that optimal solutions can only
be reached by making use of the whole specter of new
materials and by obtaining knowledge about and
manipulating the microstructure. In this way, the design
process has been brought all the way down to atomic
level, thus spanning more than 10 orders of magnitude
(Fig. 14). Over the last decade it has become apparent
that thorough knowledge of material properties is a

Figure 14 The life cycle view (LCV) of a component.

Copyright © 2004 by Marcel Dekker, Inc.



Støren and Moe152

prerequisite in almost all design work and that the
traditional practice is in accordance neither with
customers’ demands nor with international standards.

As shown in Fig. 14 product innovation is taking place
in parallel to innovation connected to the properties of
process and material. New or improved materials or
processes will increase the possibilities to create products
with new functions or improve older products. As shown,
a large number of fields of research will in one way or
another contribute to the development of new and better
products. As the possibility to improve products
increases, so do consumer demands to quality. While
factories earlier could produce and sell enormous
numbers of standardized goods with often inferior
quality, today’s consumers demand products with which
they can identify themselves and which are virtually

perfect. An example of enterprises that meet such
demands each day are of course those of the automotive
industry.

Furthermore, one has over the last couple of decades
witnessed an increasing consciousness of environmental
protection and sustainability, and in the very recent years,
this emphasis has not only focused attention to cleaner
production, health, and safety within the individual
production plant but also on the product life cycle and
loop closing of products, components, and materials. A
consequence of the interest in including industrial ecology
and ecodesign into industrial practice is that important
new concepts and methods are under development [13].
They are life cycle assessment (LCA), life cycle cost
(LCC), eco-efficiency, and eco-effectiveness. It is not
possible to go into these concepts here, but the combined

Figure 15 The ecodesign strategy wheel (ESW) with (a) reference product profile, (b) short-term development strategy,
(c) long-term development strategy.
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ecologic and economic life cycle performance of products
and processes will probably be among the more
important features of successful products and processes
in the years ahead. Thus it seems natural that the designer
must think more in terms of establishing life cycle systems
than isolated products. Innovations for exploiting the life
cycle merits of aluminum alloys should be the hallmark
of aluminum components and structures. Figure 14
shows a life cycle view (LCV) of a component, placed in
a life cycle time scale (abscissa) and an order of size scale
(ordinate). Here the interactions between the details and
the whole are visualized, so that critical success
parameters can be identified more easily. Very often one
sees that successful products are a result of combined
innovations of process, material, product, and
production.

In the UNEP-manual [14] van Hamel has designed a
so-called “ecodesign strategy wheel” (ESW) as a tool for
formulating strategies for improvements of economic and
ecological performance of products, processes, and
practice, both in a short-term and in a long-term
perspective (Fig. 15). An existing product is used as a
present time reference of improvement (improved eco-
efficiency) and a scenario of a possible future sustainable
society as the goal to strive for (measure of eco-
effectiveness). It may be useful to see the connection
between Figs. 14 and 15. The LCV can be transformed
into the ESW by bending the LCV into a cylinder and
view it from above (Fig. 16).

As can be seen clearly, the work of product developers
is both getting increasingly difficult and challenging, and
greater demands are placed on their ability to master all
aspects of the product development process. Innovative
thinking and a well-documented understanding of
customer’s needs will of course still be at the center of
attention, but the model discussed may be an important
tool when establishing an integrated method of product
development, which in any way is bound to take function,
production, and material aspects into account.

Table 6 gives an overview of extrusion-based systems
and components and the generic alloy selection for the
different applications areas. With a generic alloy selection
one here understands an alloy, generally used for the
specific application, which will be available in most
markets and with properties best documented. It should
then be the alloy first selected by the designer and only be
changed if special combinations of properties, not found
in the generic alloys, are needed. It is then important to
contact potential suppliers of the section to ensure that
the alternative alloy is available to acceptable price and
with properties documented. A short description of some
typical products in these main application areas are given
below. It is recommended, however, to actively collect
information brochures and inspiration material from
aluminum producers, extrusion plants, and final-product
manufacturers as basis for understanding the rich diversity
of design solutions based on extruded aluminum rods,
tube, and sections that is possible [15].

B. Designing with Aluminum Sections

Although one may find that the ideal material to be used
for a product is aluminum and that manufacturing should
take place in the form of extrusion of profiles, there is
still great freedom with regard to the functions that the
product could fulfill [16]. Aluminum profiles are used in
a number of applications, and the following five groups
may be identified:

• Buildings, architecture, and furniture
• Structural
• Transport
• Heat exchangers and electrical conductors
• Durables and mechatronics

A short listing of some typical products in these main
application areas is given in Table 6. Although profiles
are produced as long beams and, thus, originally only
contain variations in two dimensions, forming or cutting
processes may be used to modify the product so that partsFigure 16 Two aspects of life cycle thinking.
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with variations in all three directions may be obtained.
Furthermore, as a large number of alloys with a specter
of properties have been developed, the choice of
aluminum puts very few limitations on design. It is
recommended to actively collect information brochures
and inspiration material from aluminum producers,
extrusion plants, and final-product manufacturers as
basis for understanding the rich diversity of design
solutions based on extruded aluminum rods, tube and
sections that is possible.

Aluminum is, at present, undoubtedly one of the most
popular engineering materials. Its popularity is mirrored
by the fact that the metal, in terms of volumes produced,
is second only to steel and as large as all other nonferrous
metals combined although it was first introduced only
about a hundred years ago. The reason for the material’s
enormous success lies in its thermal, mechanical, and
electrical properties, or, in short, in its microstructure.

Aluminum is light, but some of its alloys are able to
compete with comparable steel alloys in terms of both
yield limit and tensile strength. At the same time much
less effort is needed in hot forming of aluminum than of
steel with the same yield limit at room temperature. This
is because aluminum has a rather low melting point and
that hardening processes, such as aging, are taking place.
Furthermore, although Young’s modulus of aluminum is
only 1/3 of the modulus of steel, aluminum beams can be
stiffer than steel beams of the same weight because
aluminum is lighter than steel. The ratio of Young’s
modulus to weight is about the same for the two
materials, but such a comparison is unfair to aluminum
because the lower density offers the opportunity to place
material at farther from the neutral axis, thus creating
larger momentum. Aluminum is also a very efficient
conductor of both heat and electricity. Because an
undamaged and untreated surface reflects almost 90%

Table 6 Applications of Extruded Aluminum Rod, Tube, and Sections
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of visible incoming light, aluminum exposed to direct
illumination will be extremely resistant to heating. This
makes the material useful for stmctural purposes. If,
however, aluminum attains higher temperatures
elongation will be larger although thermal stresses will
be smaller, a result of the aluminum’s higher thermal
coefficient of elongation but lower elastic modulus. One
of the appealing characteristics of many aluminum alloys
is a high corrosion resistance.

Over the last 30 years questions have been raised as
to whether the production of aluminum is in accordance
with the principles of sustainable development and
related thinking. The major concern has been that
although aluminum is the most common metal on earth,
so-called high-grade deposits of bauxite are, to a certain
extent, limited. Another objection has been related to the
large amounts of energy needed to produce primary
aluminum. The aluminum industry has responded by
developing LCAs and by modifying and improving the
Bayer process so that it accepts bauxite that was formerly
assessed as low-grade. However, it turns out that
recycling of aluminum is a result of market mechanisms
and the properties of aluminum and not of state
legislation as is the case for plastic materials and, to a
certain extent, steel [17]. The fact that a much larger
amount of energy is needed to produce primary
aluminum from raw materials than secondary metal
through remelting makes efforts invested in recycling
highly profitable. One is today talking about an
aluminum bank, which exchanges metal with the market
by selling finished products and buying scrap. A closed
loop has long ago been established. At present, about
30% of the material going into new components is of
secondary kind. The driving force in the material bank is
of course energy, usually supplied by hydroelectric power
plants. Had it not been for human interference aluminum
in the form of pure metal would be nonexistent in nature
as the spontaneous process of oxidation through the
times has degraded all material, leaving only Al2O3. Large
amounts of energy are needed to extract metal from its
oxide. Hence aluminum metal might be looked upon as
an energy investment. As questions are raised regarding
the soundness of using energy producing metal one has
to assess the alternatives, i.e., merely comparing energy
investments. Much smaller energy investments are done
when producing steel, but one might say that the oxide
layer of aluminum represents a more secure bank than
steel does. However, by employing light metals in, for
instance, the transport sector one can obtain reductions
in fuel consumption, which is the equivalent of being paid

back on the initial energy investment. In structural
applications the payback on the energy investment
cannot be so easily detected, but if the need for
maintenance or use of materials can be reduced, energy
is eventually saved. This analysis should be an integrated
part of the LCA and product development process, and
the designer should always ask whether energy can be
gained by applying aluminum in a construction. In the
aircraft industry a conclusion on this question was
reached, if not formally, but at least intuitively, already
in the 1920s by the construction of the world’s first
aluminum aircraft Ju-7. Today, airframes consist about
70% to 80% by weight of aluminum, of which a large
part is in the form of profiles. In other parts of the
transport industry demands for lightweight have until
recently not been that strict, but as environmental issues
are pressed and competition is increasing both with
regard to prices and velocity, new materials and concepts
are brought forward. Examples of these are the
employment of aluminum in high-speed trains such as
the French TGV duplex, the German Maglev system, and
the Japanese superconducting Maglev system. Changes
are even taking place within the shipping industry, which
traditionally has been viewed as a notoriously
conservative enterprise. Passenger transport has already
for some time been carried out by aluminum-intensive
fast ferries, and so-called high-speed surface effect ships
for transport of goods are also under development. As
aluminum frames are being employed to greater extent
in both buses and commercial vehicles, the next
breakthrough is expected to take place in the automotive
industry. However, although LCAs are performed in this
industry, consumers still tend to look more at the initial
cost than costs related to use. Hence the lightweight
solutions are not sought as vigorously as in the other
branches of the transport industry. New cars contain
about 70 kg of aluminum parts, and smaller production
series of more expensive cars have been made with so-
called space frames of aluminum. Such frames comprise
the structural elements of the car.

In connection with material forming, one should
notice that aluminum is unique in the sense that it can be
extruded to a beam with a cross section of almost any
form, open or hollow. Because of the large forces
generated when extruding steel, geometrical forms must
be kept simple and only smaller reductions in sizes of
cross sections can be obtained. Another light metal, of
which some use has been made in, for instance, the
automotive industry, magnesium, is less extrudable
because of its hexagonal close-packed structure.
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A world of new opportunities with regard to
functionality and form arises when designing with
aluminum profiles. In all there are very few limitations
to the forms that can be produced by extrusion of
aluminum, the largest problem being that variations in
geometrical features are only two-dimensional (2D) in
nature. However, beams may be given different lengths
and profiles can also be altered by the processes of
bending and hydroforming. Therefore fully 3D structures
as the space frame of a car or a window frame may be
designed. The case in the following chapter gives an
example of a simpler but successful design that managed
to not only satisfy the original demands imposed on
functionality but also incorporate other useful functions.
This is a result of the freedom that aluminum, as a light
metal, and extmsion, as a versatile process, offer. The
most serious restrictions encountered in the design
process are caused by designer’s experience with steel
constructions. Steel products comparable to extruded
profiles are manufactured in standardized forms and
dimensions, and a steel design will often be an assembly
of a series of such parts. Machining operations must be
applied in order to impose modifications. Although
aluminum profiles of standard shapes are sold, it is
usually better to think in terms of new profile designs
better suited for the application. Extrusion tools are
relatively cheap to produce. The prices of open dies can
be expected to range from $1000 to 2000, while hollow
dies will be more expensive, from $1500 to $4000. Tools
for complicated profiles will naturally be manufactured
at higher costs. However, if profiles can be made so that
machining, welding, and assembly operations can be
avoided, investments in dies may be worthwhile even for
smaller production series. Hence the development of
tailor-made products may prove to be cheaper than mass
production of standardized products with a simpler
shape. This fact indicates that the extrusion process is
well adapted to consumers’ demands and their notion of
quality.

As for functions that can be integrated in a profile,
limitations are only imposed by the human imagination.
An example of a function that is in common use is the
locking mechanism, which simplifies assembly and
reduces the number of parts needed in the design.
Generally, such a solution also reduces the cost of the
product and is often necessary to secure competitiveness.
Figure 17 displays examples of various locking devices.
The basis for all these is aluminum with relatively low
modulus of elasticity.

Cast and extruded aluminum parts complement each
other in most applications, but if both processing

methods can be used to produce a part, extruded
products are usually preferred. Tools needed for casting
operations are more expensive than dies, and the
production rates of the two processes are not comparable.
This indicates that wherever possible, solutions including
proflles should be sought. Another reason for choosing
profiles to cast products is that wrought alloys usually
have better mechanical properties than cast alloys. This
is partly because of defects created during casting and
partly because cast alloys contain large amounts of silicon
and copper, which cause a heterogeneous structure with
brittle secondary faces. In general, cast alloys have lower
elongation and strength, especially in fatigue. The
progress in improving casting alloys and controlling the
casting process in recent years, however, has been
impressive, both for aluminum and magnesium alloys,
as well as for steel. The designer should therefore take
care to make process selection based on the present state
of the art.

Alloy development is the subject of continuous
research. By systematically varying the content of
different alloying elements improvements in properties
such as tensile strength, ductility, fracture strength,
fatigue strength, corrosion resistance, and formability are
sought. At present about 350 wrought alloys are
commercially available, but not all of these are interesting
from a designer’s point of view. While the aluminum
industry continuously must seek alloys with improved
properties, the designer should concentrate on a group
of so-called generic alloys. In Table 6 an overview of
extmsion-based systems, components, and the generic
alloy selection for different application areas is given. A
generic alloy selection is taken to be an alloy, which is
generally used for the specific application, is available in
most markets, and has properties that can be expected to
be thoroughly documented. It should be the alloy
preferred by the designer, and the choice should only be
changed if special combinations of properties, not found
in the generic alloys, are needed. It is important to contact

Figure 17 Joining of sections by the use of snap solutions.
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potential suppliers of the section to ensure that the
alternative alloy is available to acceptable price and with
properties documented. When choosing particular alloys
one must also remember that an alloy, which is optimal
with regard to all properties, does not exist. Alloys with
high yield and tensile strengths are usually harder to
extrude, thus resulting in lower production rates (Fig. 18),
higher prices, and limitations on product geometry. Thin-
walled sections of high-strength material are for instance
not extruded easily. Some alloys are also in possession of
relatively low corrosion resistance although mechanical
strength may be high. The group of generic alloys should
contain elements that can be used for most applications.

Profiles containing precipitation hardening alloys are
relatively easily formed but gain high strength after heat
treatment. This explains why about 80% of all extruded
products are made of the 6XXX series of alloys.
Members of this group can gain from medium to high
strengths. High extrusion speeds and very high
productivity can be obtained when extruding the alloys
with medium strength. 6XXX alloys are generally
relatively corrosion resistant, but this property is both
dependent on the chemical composition and on the
thermal treatment the material has undergone. While the
alloy 6060 contains limited amounts of magnesium and
silicon and is only of medium tensile strength the high
alloy metal 6082 has a tensile strength of about 340 MPa
at room temperature in the T6 condition.

For sections that are not carrying loads the 6XXX
series is the natural choice. In such cases even the 3XXX
and 1XXX alloys may be applied as these alloys are in

possession of superior corrosion and conduction
properties. If a product is designed to carry loads,
different 6XXX alloys may still represent alternatives,
but one should always evaluate whether it is profitable
to reduce weight by using alloys of higher strength. It has
been found that both in structural applications and in
many areas of transport designing with the 6XXX series
is most rational because of the low cost of extrusion. In
some branches of transportation such as aviation and of
course space flight the use of material with the highest
strengths is mandatory. Production costs connected to
extrusion will be substantial, but by decreasing weight
or increasing the load capacity these expenses are soon
covered.

The strengthening mechanism of the 7XXX series is
also precipitation hardening, and as for load capacity and
strength these alloys represent the next step on the ladder.
In aerospace construction 7075 is a preferred alloy. The
automotive industry has also made use of several of the
7XXX alloys. However, the fact that dies will experience
more wear and that extrusion rates will be lower for
higher strength metals applies also to this group and is
limiting its usefulness in most applications. The low
extrusion rates will not only be a result of the material’s
higher flow resistance but also of a somewhat lower
melting point of some phases. Besides, if the quench rate
after extrusion is low, corrosion resistance will generally
be unsatisfactory. Larger contents of copper are causing
the high strength/low extrudability as well as the
degraded corrosion properties.

The 2XXX series has also been traditionally used in
aerospace construction and shows extremely good
damage tolerance. It has both high fracture toughness
and high resistance to fatigue crack propagation. As the
2XXX alloys contain much copper, they tend to show
low corrosion resistance. Important alloys are the 2X24
[18] and the 2X19. The 2020 and 2090 alloys are so-
called lithium alloys. For every weight percent of lithium
added, the elastic modulus of the material is increased by
6% and the density lowered by 3%. Hence very stiff and
light aluminum constructions can be developed by the
application of lithium alloys. Use of such materials has
been made both in fighter aircrafts and space shuttles,
but only to a limited extent in commercial aircrafts.
Another important property of the 2XXX series is that
high strength can be obtained at relatively high
temperatures. This, however, complicates extrusion, and
products made of 2XXX alloys are today mainly
manufactured in other forming processes.

Figure 18 Relation between material strength, minimum
wall thickness, and extrudability/press velocity. The results
apply only to a section with a specific geometry, but
similar curve may be established for all profiles.
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C. Limitations on Section Design

Although one should focus on possibilities when
designing with extruded profiles, one is sooner or later
bound to encounter the limitations that the process
imposes. Evidently these limits are dependent on both
the process equipment and practice and on the choice of
material. If the process is not properly controlled or the
design and choice of material is not in accordance with
the choice of process, poor product quality will un-
avoidably be the final result. In the last part of the second
section of this chapter some of the symptoms of low
product quality were discussed, and their cause has been
and will be further discussed. Suppliers of extruded
profiles have established general design rules, which can
be used to secure that a design is in harmony with the
process. Some of these are general in character, while
others are referring to specific dimensions and are
necessarily dependent both on material and process
equipment. However, apart from restrictions on the size
of the largest sections produced, there are seldom any
absolute limitations. Very few profiles may prove to be
impossible to manufacture, but there is always the danger
that the quality or the price of the product may be
unsatisfactory to the consumer. In order to develop a
quality product, the designer must try to reach
production-friendly solutions through discussions with
experienced people at an extrusion plant.

If full freedom in designing a functional product is to
be obtained, no limitations should be placed on form.
However, as will be understood from a study of flow

patterns, a key word in relation to the process of
extrusion is symmetry. Asymmetric profiles cause flow
imbalance and necessitate complicated die design. Flow
velocity in the cross section must be controlled, and this
often leads to low extrusion rates. Furthermore, as dies
may experience uneven loading, there is an increased
danger of fracture and unstable tools, especially when
extruding higher strength alloys. Asymmetric profiles
may also cause thermal gradients in both die and profile
during cooling. Hence not all parts of the profile will be
given the same thermomechanical treatment, and the
result of this loss of control of metallurgical processes is
a product with a large variation in both microstructure
and properties. A last problem connected to asymmetric
profiles is that possible bending and stretching operations
may be more complicated to perform. Examples of
deviations from symmetry are given in Fig. 19. The mass
distribution over the profile cross section should not be
uneven. Large ratios between the thickest and thinnest
walls in a profile may also be difficult to handle, and
large eccentric hollows also cause an unwanted flow
pattern.

Naturally strict limitations exist with regard to the
size of the profile, and specific numerical values must be
sought from the producer. If the profile has too large a
circumference circle diameter, i.e., the smallest circle
surrounding the profile, problems connected to inflow
of material from the billet surface may arise.
Furthermore, extrusion of large profiles is often
synonymous with very open die designs, which usually
are weakly supported, and in the case of hollow profiles,

Figure 19 An extruded profile with a complex geometry.
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larger forces on the mandrel of the die are generated.
The result will be larger dimensional variations and also
poorer surface quality because of either die lines or
streaking. On the other hand, profiles with too small
dimensions give larger press ratios. In this case the press
may not be able to supply the needed force to generate
the profile. The solution is then often to press several
strands simultaneously in order to increase productivity
(Fig. 5).

Simplicity is another key word in almost all areas of
production. This certainly also applies to the extrusion
process although its largest virtue maybe is the complex
profiles it offers. Both hollow profiles and profiles with
large tongues tend to increase the complexity of the
production and thus should in fact be avoided if possible.
Dies that are made for such profiles are more complex
and necessarily also more expensive. However, the largest
problem is that they tend to generate larger forces because
of the restrictions they impose on flow, and that their
weaker design at the same time gives them a lower load
capacity. Die breakage and large deflections are usually
the results. Dimensional variability and poor surface
quality can usually be expected in such cases. The
solution may often be that tongues are made with smaller
length-to-width ratios so that they can be properly
supported and that hollow profiles are made as two open
sections, which later can be assembled.

Many special forms and features are usually included
in the extruded profile so that the product is able to
perform a large number of functions. However, the
addition of even small attributes may lead to large
changes in both productivity and product quality, and
one should always assess whether a feature is necessary
and whether it could be made in a more process-friendly
manner. Examples of features that are difficult to handle
include the following:

• Sharp corners may, in some cases, cause incomplete
filling and in others tearing (Fig. 19). Besides, crack
initiation and growth usually take place in the parts
of the die where sharp angles exist. Hence corners
should always be rounded. The smallest radiuses that
should be used are around 0.4–1.0 mm. Only for
special purposes may a radius of 0.2 mm be applied.

• Sudden steps in wall thickness and thus also the
bearing lengths of the die should be avoided (Fig. 19).
Two related types of flow problems will be the result
of such changes. On the one hand, complete filling of
the sharp corners around steps in wall thickness will
be hard to perform if bearings are not carefully

designed. On the other hand, streaking may be the
result of microstructural differences caused by the
abrupt change in the conditions of deformation and
cooling from areas of large to small thickness. The
solution to this problem is a gradual change from
thicker to thinner regions. If this proves impossible,
the streaking can be made less appalling simply by
constructing a notch that may mark a natural border
between thicker and thinner regions. However, this
does nothing to decrease the problems connected to
varying mechanical properties and may in turn cause
a larger flow resistance.

• At a certain point extrusion of thin-walled parts will
always represent a problem. For such parts friction
forces are high, and flow speed is hard to control. The
result may be incomplete filling of some parts of the
cross section and of course a need for greater extrusion
force. If internal walls are too thin (Fig. 19), complete
filling is even harder to obtain, and pressures in the
welding chamber may not be sufficiently high to secure
a proper weld. Weak or nonexistent seam welds are
both disastrous to proflle quality and hard to detect.
Hence internal thin walls should be avoided. Often it
may be better to use larger wall thickness to secure
filling although material cost increases. Another
problem with internal walls is that the whole die
concept becomes weaker and that there is a greater
danger of die breakage.

• Details generally cause problems connected to flow
balance and friction heating, and as a result,
production rates are limited (Fig. 19). Furthermore,
tearing of the surface and incomplete filling may be
additional problems. Therefore details that do not fill
any functional purpose should not be added to a
profile. Obviously, one should try to design details
sufficiently thick and not too long. At the same time
corners must be rounded. One also ought to bear in
mind that internal details are usually more problematic
than external.

Apart from these limitations on form connected to the
process, there are many others that are related to the use
of the product. One such limitation may, for instance, be
that corrosion should be prevented by avoiding geometry
that can lead to the gathering of water in the profile.
Whereas designers who are not accustomed to working
with aluminum profiles easily may overlook one of the
many restrictions imposed by both process and material
aspects, the experienced ones will develop a product
which integrates most of the aspects previously
mentioned. However, to all designers, the establishment
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of a method of design that systematically incorporates
the treatment of all aspects of importance is a necessity
when applying aluminum for constructional purposes.

D. Case: Helicopter Landing Deck on Off-
shore Platform

Usually aluminum profiles are most competitive in
applications where they must be designed to fulfil many
functions at the same time. Helicopter decks on offshore
platforms are such an application. On platforms, such as
the tension leg platform, Snorre, in the North Sea, weight
aspects are often critical. Furthermore, the corrosion
properties of the material must be outstanding, as
weather conditions are often very harsh. Originally,
helicopter decks were made out of steel plates that were
welded together and supported by traditional steel
beams, but the solution was by far optimal. The
construction has gradually been modified, and the
aluminum deck in use today is about 60% lighter than
the original one. By using profiles, large design flexibility
has also been obtained, and many more functions have
been implemented in the construction. It was expected
that the surface construction of the helicopter deck
should perform the following functions:

• Carry structural loads
• Carry concentrated loads
• Carry torsion loads
• Be simple to assemble
• Prevent slipping
• Lead away petrol and rain water
• Allow circulation of air in order to prevent crevice

corrosion
• Lead fire extinguisher fluid
• Lead deicing cables

Demands were that the helicopter deck had to be
designed so that it easily could be fitted to the platform,
and that it was constructed in accordance with
regulations and standards. Evaluation criteria would be
related to the weight and the strength of the construction
and to corrosion properties. Furthermore, as almost
always the product had to be evaluated on the basis of
life cycle cost.

The original steel construction did not have the
desired functionality, but it was able to carry the specified
loads. Hence when the first modifications in aluminum
were made, the design was not altered but dimensions
were changed to suit the properties of aluminum better.
Of course, modifications to dimensions can be done in a

number of ways. If the length of the rung is kept constant
the thickness of the profile may be increased about three
times, resulting in a profile of the same weight and only
marginally increased stiffness. A simple calculation can
be made to show the effect of a uniform thickening of
the whole profile. The geometry is shown in Fig. 20. The
moment of inertia can be calculated to be:

(1)

For the steel beam bpth h1 and w2 can be set to 2, and h2

and w1 to 1. This gives a moment of inertia equal to:

(2)

Because the density of aluminum is about 1/3 than that
of steel the dimensions h1 and w2 may be set to 3t. This
gives a moment of inertia of:

(3)

The stiffness obtained for steel and aluminum is
respectively:

(4)

(5)

Figure 20 Simple I-beam originally in use in helicopter
decks and manufactured through the processes of rolling
and welding.
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E represents the elastic modulus of aluminum. As l is
much greater than t the first term will be dominant, and
it can be seen that no large gains can be achieved by using
aluminum in this way. However, a much larger increase
in stiffness can be obtained if the rungs are made slimmer
and taller and the flanges are designed thicker. If for
instance h2 and b1 are set to 3l as the thickness of both
flanges, and if the rungs keep the thickness t, the profile
can gain a stiffness of:

(6)

Clearly, by intelligent design bending stiffness may be
increased enormously. However, the calculations just
made are extreme cases. Problems would arise if the last
cross section were to be used, both because the flanges
could not carry the possible concentrated forces and
because rotations due to torsion of such a section would
be large. The torsion momentum would depend on the
thickness of the section in the third power. The torsion
stiffness of the original steel section will be about one
third of that of the extreme aluminum section. The
aluminum profile, however, will be more severely loaded
because of the long flanges and rungs. The optimal cross
section of the type given in Fig. 20 could be reached by
maximizing both bending and torsion stiffness with
respect to the different measures. Such an analysis reveals
that the use of aluminum profiles generally is preferable
to the use of steel. However, when constructing with
profiles even larger gains in torsion stiffness can be made
by applying hollow profiles. By turning to extruded
profiles large freedom in functionality can be obtained,
and a positive side effect of this is that the profile may be
given such a form so that all the desired functions
mentioned above can be fulfilled. Different stages in the
development process are shown in Fig. 21. The same
figure shows the aluminum profile that is currently in
use in platform decks in the North Sea.

IV. THE EXTRUSION PROCESS

A. Describing the Conditions of Flow

Traditionally, advances in extrusion technology have
come as a result of experimenting. In fact, as the process
has until recently been viewed as too complex to be
understood in its entirety, the key to success in the
extrusion business has been the establishment of a system
of best practice based on experience gained through trial
and error. Experiments are still expected to be an

important element in establishing knowledge of
fundamental aspects, and because of the large amount of
noise in the data received from extrusion presses, one
can hardly expect to avoid errors, from which insight
should be gained. However, the impetus for discovering
the improving methods for predicting results a priori is
large. Experiments are usually expensive and time-
consuming, and practices such as die correction, which
even to this day to a large extent is based on the
experience of the workman, will most probably not
satisfy demands to either productivity or quality in terms
of, for instance, dimensional variability. Hence research
is today focused on the development of mathematical
methods that are able to describe and thereby also predict
both the macroscopic and microscopic changes taking
place during deformation. In this way the manufacture
of dies and the control of process parameters can be
performed in such a manner that profiles will be
produced within the narrowest tolerances and to a low
cost. As extmsion is a process taking place in the presence
of large deformations and at relatively high temperatures
an establishment of such a mathematical fundament is
both a complicated and to a large extent a
multidisciplinary task. A unified approach must link
knowledge of metallurgical processes at high
temperatures and strain rates with the continuum
theories of rheology [19] or plasticity. Furthermore, as
analytical results then hardly can be obtained, the
development of effective numerical procedures will be of
greatest importance. Naturally, a thorough
understanding and experience with all aspects of the
process will be a prerequisite for establishing a model.

1. Experimental Studies of Flow

Hot extrusion of aluminum is performed at temperatures
from about 450°C to something above 600°C, depending
on the melting point of the alloy. At these temperatures
the material has a relatively low resistance against
dislocation movement, and shear deformation will
therefore be initiated when the extrusion force reaches a
certain limit. The material then starts flowing out of the
die and will permanently change shape. If homogenous
deformation had taken place, the longitudinal
logarithmic strain would be equal to ln(R). Strains of
magnitude εz=4 are therefore not unusual as profiles quite
commonly are extruded with reduction ratios of 50 and
above. In fact, strains may locally be much larger than
this value as the deformation during extrusion is
extremely inhomogeneous due to extensive shearing.
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During extrusion aluminum has the characteristics of a
viscoplastic fluid, which start to flow when the stress
reaches the yield limit, and the extrusion process itself
will, in principle, be a forced unsteady flow through a
reduction. Macroscopically, the flow field will be char-
acterized by local velocities, temperatures, and stresses,
for which values can be measured at the boundary
between aluminum and container/die.

The velocity field describes the particle velocities at
all points in the container and bearing channel and
therefore also the flow at al times. The rates of strain and
rotation of particles may be of larger interest in the study
of changes to microstructure during extrusion, but these
quantities can be derived directly from the velocity field.

However, because of the high pressure and temperature
in the container, flow rates are extremely difficult to
measure. Conventional flow meters are generally not
constructed for the relevant conditions. Furthermore, the
velocity field may be expexted to be relatively complex
and inhomegeneous, especially if complicated profiles are
extruded. A few measuring points at the boundary would
therfore not reveal all the characteristics of the flow. Only
when the material leaves the die can particle velocities be
measured directly and easily. The flow velocity ought then
to be approximately uniform across the profile cross
section, directed normal to the opening, and of a
magnitude equal to the reduction rate times the velocity
of the stem.

Figure 21 The profile development process and the profile in use today.
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As hot aluminum behaves viscoplastically, the
material will stop flowing when the extrusion force is
relaxed so that stresses fall below yield. This property is
important because information about the total
deformation of the material will be saved in its structure
after extrusion. This is not the case for perfect fluids such
as for instance water, for which the measurement of total
strains is both of minimal interest and impossible as the
material deforms also when forces are removed. In order
to establish the deformation history during extrusion, one
performs a number of tests which may be interrupted at
various stroke lengths. This will provide information on
the total deformation at different stages. If the velocity
of the stem is known, the approximate flow rate and
strain rate at each point may also be calculated. There
are a number of variations of this technique, which bears
the name viscoplasticity. Model materials such as wax,
clay, plasticine, or even lead have earlier been used
extensively when simulating extrusion of aluminum [20].
The billets are first parted, and a rectangular grid is
applied on the surfaces of each half. The two parts are
thereafter extruded together, and the distortion of the
grid is in the end studied. The changes in geometry can
be used directly to calculate strains and rotations. The
use of model material is advantageous in that extrusion
can be performed with a low force and that both the

equipment and the model material are relatively cheap.
There are, however, also a number of shortcomings
connected to such a use. It is always difficult to be certain
that the material models the aluminum correctly,
especially as temperature effects, which are totally
neglected when using model materials, are known to be
of large importance to the flow characteristics of
aluminum. Furthermore, model materials are also
susceptible to plastic deformation during post-extrusion
treatment.

The interest in model materials has over the last years
fallen, as modeling of extrusion process has increasingly
become the realm of finite element programs. However,
the method described above may also be applied to the
extrusion of aluminum as shown in Fig. 22. The un-
modified version of the technique works well for
reduction ratios up to about 3, but at this point the
material is so deformed that the grid may be erased
locally, especially in shear zones. Valberg [21–24] has
developed an alternative method, which can be applied
when extruding at much larger ratios. Some alloys of
aluminum share mechanical properties although their
composition may differ. This is the case for a number of
AIMgSi and AlCu alloys, the first group remaining gray
the second turning black when etched. Thus the AlCu
alloy may therefore work as a so-called indicator or

Figure 22 The split-billet technique applied on the extrusion of aluminum. The partial extrusion of a billet at a
reduction ratio of about R=2 is shown.
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marker material. By drilling evenly separated longitudinal
and transversal holes in different parts of a plane of
symmetry and inserting pins of indicator material, a grid
is formed (Fig. 23). A certain portion of the billet is then
extruded, and the aluminum is carefully removed from
the container and die. By splitting the billet and profile
along the axis of symmetry, grinding, and etching, the
deformation of the material is made visible (Fig. 24). A
grid pattern may then be reproduced. By this technique
metal flow may be investigated up to logarithmic strains
of about ε=10.

The marker material technique has been applied in
the study of porthole die extrusion [25], two-hole die
extrusion [26], flow adjacent to bearing walls [27, 28],
and with a 3D-version [29] also in the study of more
general flow patterns. However, the most easily
analyzable results are provided by simple axisymmetric
extrusion, which has also been the standard test case for
earlier techniques. General theory connected to direct
extrusion describes four categories of flow in the
container (Fig. 25a). These differ because of the varying
degrees of friction between metal flow and container
walls. Only flow type B is of interest in the study of

aluminum extrusion, the reason being that the other types
either underestimate the influence of friction or assume
inhomogeneous material behavior. After in-depth study
of flow patterns during both direct and indirect extrusion,
Valberg [30] has proposed two new general flow patterns
more in accordance with observations, flow types A1 and
B1. Figure 25b shows a typical grid on a partially
extruded billet at various stroke lengths. When studying
such grids one must bear in mind that the extrusion
process is transient in its nature and that the deformation
paths will change during extrusion. Whereas the initial
deformation may be relatively homogeneous,
deformation will in later periods be characterized by
localized shearing. In the very end the direction of flow
will even change as the material starts flowing in the
radial direction toward the die opening. Figure 24b
represents material flow at an early part of an
intermediate period of almost steady state and reveals
that the flow pattern will be strongly influenced by
shearing toward the container walls. Hence deformation
can be viewed as inhomogeneous, and a number of
distinct regions may be identified. The one closest to both
the centerline and die opening is called the primary zone
of deformation, and in this the material necessarily has
to undergo relatively large deformations as it enters the
bearing channel. In the secondary zone of deformation
only a relatively small distortion of the grid may be
observed, and friction between the stem and the
aluminum will in fact even prevent deformation in the
uppermost part, creating a zone of minimal deformation,
a dead zone [31]. The zone of intense shear will stretch
from the die opening and to the stem. This deformation
mode is caused by the condition of full sticking of
material particles to the container wall. In the corner close
to the die surface the sticking condition will immobilize
the material, and another dead zone, bordering to the
area of shear, will be formed.

Experiments reveal that the flow pattern in the
container actually will depend on temperature
conditions. If the container is relatively hot, the material
in the outer part of the billet will be more mobile because
of lower material resistance to flow. As a result the
aluminum may no longer stick perfectly to the container
wall and inflow of surface material may take place either
along the surface of the stem or directly through the shear
zone and into the die opening. This is an unwanted effect
as the surface material usually contains impurities and
defects caused by rough handling of billets or inverse
segregation. The flow pattern will also change because
of geometrical variations. A small reduction ratio will
for instance yield a smaller dead zone close to the die,

Figure 23 The preparation of gridded billets in accordance
with Valberg’s technique.

Copyright © 2004 by Marcel Dekker, Inc.



Extrusion 165

Figure 24 Determination pattern in a partially extruded billet. (a) Reconstructed deformation field. (b) The original
patterns on the partially extruded billet.

Figure 25 (a) Classes of flow patterns during axisymmetric extrusion according to Pearson, Dürrschnabel, and
Valberg. (b) Experimentally determined flow pattern for direct extrusion of aluminum at various stroke lengths.
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and the result may also then be that material flows
directly from the billet surface and out into the die
opening.

A study of the deformed grid in the profile after a
complete extrusion charge reveals that extruded products
are far from homogeneous with respect to the
deformation undergone. Figure 26 is a representation of
such a grid where the longitudinal axis is scaled down.
The first material leaving the die opening will have
undergone a relatively small degree of deformation, but
as extrusion proceeds, the material in the profile will have
been deformed while passing through at least a part of
the primary deformation zone. Region 2 is characterized
by a grid that is very homogeneous, indicating that
material particles originally coming from the secondary
deformation zone have undergone almost the same
deformation history. Hence when extruding this material
the process will resemble one of steady state. Region 3,
however, is constituted of the material that was hindered

from deforming by the stem during the extrusion charge,
and the degree of deformation can therefore be expected
to be much smaller. A layer of heavily shear-deformed
material will exist clos est to the profile surface [32]. The
growth of this layer toward the end of the profile
indicates that the shear zone in the billet gradually will
flow out of the container as the stem is brought closer to
the die. In order to find how the container is emptied
during extrusion, Valberg has developed so-called
emptying diagrams. These consist of lines, on which all
particles will need the same amount of time to reach the
exit. Hence the lines are denoted iso-residence-time lines.
They are constructed by placing a grid over the extruded
profile, finding the crossing points with the deformed grid
of the marking material and then tracing these points
back to the corresponding undeformed grid in the billet.
In Fig. 27c, a number of such lines are shown. As
expected, the bulk of the dead zone close to the die will
not flow into the die opening until the very end of the

Figure 26 (a) Original grid on an axisymmetric billet. (b) Deformed grid on an axisymmetric profile (Valberg plot).
The longitudinal axis is scaled down.
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charge. During the whole extrusion process, however,
parts of the shear zone will be transported out into the
profile, and the dead zone will gradually be reduced in
size. Figure 27a and b also reveals that the surface layer
of the profile will be generated from the material in the
shear zone of the billet.

The observation that the size of the dead zone varies
during an extrusion charge is extremely important to the
understanding of the extrusion process as a whole.
Energetically, the process of extrusion through flat dies
seems favorable to that through tapered dies, as the metal
is allowed to find the most optimal flow path by varying
the inclination of the shear zone through the charge.
However, as the flow pattern is unsteady, the properties
of the product will necessarily also vary along its length.
One of the objectives for using feeders such as that shown
in Fig. 28 is to stabilize the conditions at the inlet to the
bearing channel. In this way deformation paths for
particles in the back and in the front of the billet will be
more equal. Other reasons for applying feeders, however,
are usually viewed as more important. As the metal in

the feeder is not removed when the butt of the billet is
cut, one may weld metal from two charges together and
almost extrude continuously. The advantage of applying
a feeder then is that production rates will be increased.
The drawback is that the charge weld formed most
probably will contain inclusions of oxides and therefore
will have inferior mechanical and corrosion properties.

Figure 27 Emptying diagrams for axisymmetric extrusion. (a, b) Determination of one iso-residence-time curve. (c,
d) Complete diagrams for direct and indirect extrusion, respectively.

Figure 28 A schematic example of direct extrusion with
a feeder.
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As charge welds under the influence of varying material
velocity over the profile cross section will become a
parabolic line extending often many meters along its
length, low weld quality may lead to extensive scrapping.

2. Temperature and Metallurgy

Variations in temperatures during extrusion seem to
influence flow behavior in a number of ways. As
indicated, flow patterns may be changed considerably by
rendering the temperature distribution in the container.
Furthermore, it is known that the extrusion pressure may
be lowered if either the temperature of the billet or the
velocity of the stem is increased, and that there are certain
limitations, because the material starts melting or
cracking if it leaves the die with too high a temperature.
The observations indicate that there is a strong coupling
between what would be regarded as thermal and
mechanical effects [33]. In order to describe the
temperature field during extrusion, a system for
measuring temperature at surface between the flowing
alloy and tooling has been developed by Lefstad [34, 35].
The method has its limitations because it does not reveal
the complete temperature field, but it is well suited for
studying the temperature of the flowing metal on the
bearing surfaces close to the outlet. Because of frictional
forces the temperature can be expected to be highest in
this part of the flow.

In principle, all the effects witnessed on a macroscopic
level could be explained with an atomistic perspective.
The close coupling between the temperature field and
the mechanical forces is simply a result of the exchange
of kinetic and potential energy of the atoms. Today some
phenomena such as frictional behavior and dislocation
movement are explained partly with such a perspective
[36], but no complete atomistic description of the
extrusion process can be found in literature. There are
presently no ways of performing satisfactory
measurements on flow, and the modeling methods are
not able to handle the complexity of the problem. Hence
simplifications are sought. As will be explained in the
next section, modeling is today primarily performed with
the thermomechanical continuum theory. This is,
however, merely a mathematical tool, which can be used
to quantify states of deformation and pressures, and it
will not reveal any new fundamental mechanisms. The
problems of extrusion, related to speed limits, flow
resistance, evolution of microstructure, stability of flow,
surface quality, and so forth are generally of metallurgical
and microstructural origins. Furthermore, as the flow and
temperature fields are influenced by the flow resistance

of the hot metal, which is strongly dependent on the alloy
constituents, microstructure and metallurgical state of the
deforming material, there is a strong interaction between
flow, temperature, and microstructural evolution. If the
continuum theory shall be able to model and quantify
such phenomena properly, one must be able to relate the
parameters of the model to the thermodynamics and
kinetics of the material. An example of such is the
description of recrystallization, of whose degree is
influenced by such factors as temperature, time, and
deformation [37, 38]. When extruded under similar
conditions, different alloys need not experience the same
amount of recrystallization. If quantitative description
of the degree of deformation is to be given by a
continuum model, the rate of recrystallization must be
related to the values of deformation provided by a
mathematical calculation as well as the constitution of
the alloy. In the present state of the art of extrusion
technology, the continuum description of thin-walled
extrusion has not yet reached the point where the
metallurgical phenomena can be explained quantitatively
based on the continuum-mechanical description of the
flow and temperature field.

An important fact that is often forgotten is that the
complete thermomechanical history of the material
should be known if one is to assess the microstructure.
Focus should not only be placed on the mere extrusion
charge but also on all the process steps. A study of the
influence of Mg2Si particles on the maximal allowed
extrusion speed gives an example of this [39, 40]. The
example applies probably to most 6XXX alloys and in
fact also to some of the 7XXX series. The billet is
prepared for extmsion after casting by homogenizing,
controlled cooling after homogenizing and preheating
before extrusion. Based on the chemical constituents of
the alloy (Fig. 29a), given here for an AA6060 alloy (also
showing AA6082 for comparison) with equilibrium
diagram (Fig. 29b), the initial temperature distribution
in the billet at the starting point of extrusion should be
such that the magnesium and silicon are completely in
solid solution before the alloy leaves the die. At the same
time the extrusion speed should be selected in order to
give the shortest possible press-cycle time without causing
overheating or unacceptable risk for production stops
and/or quality problems. If there is eutectic left with
melting point at 585°C (Fig. 29d), then this will be the
maximum temperature without over-heating. Otherwise,
the solidus line will give the upper temperature limit.
Clearly, by preparing the billet in an optimal manner,
high gains in productivity can be achieved.

Studies of microstructure in profiles often reveal a
relatively large degree of inhomogeneity over the cross
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Figure 29 Relation between metallurgy and process parameters.
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section. This applies to the size and form of crystals and
to the dislocation density. Mechanical testing usually
gives results in accordance with such observations. As
Valberg’s experiments explain, this is to be expected
because the deformation of the material during extrusion
is extremely inhomogeneous, and the same will naturally
also be the case for the temperature history. In the early
studies of microstructure evolution during extrusion
insufficient attention was paid to these facts, and very
often only average values of deformation and
temperature were assessed. In this way the limits of the
extrusion process can hardly be studied and the
variability of the process only poorly understood. Figure
29 also explains the importance of knowing the exact
temperature-, strain-, and strain-rate history for each
particle in the deforming alloy and especially for those
that undergo the largest strains. The largest differences
will be experienced when the material particles enter the
bearing channel. Here the material close to the die will
be exposed to shear strain rates up to about 10,000 [1/
sec], whereas the strain rate in the center of the bearing
channel is in the range of 0.1 [1/sec]. As shown in the
micrograph of Fig. 29e, there is a considerable degree of
variation in microstructure in an extruded section. Partial
recrystallization over the cross section may also occur
here, and this gives rise to unsatisfactory large variability
of properties and surface appearance. Because every
material element in the billet goes through different
strain-rate-, temperature-, and strain histories as shown
in Fig. 29d, it is important that the alloy is not very
sensitive to these variations with respect to flow
resistance and final microstructure after extrusion and
quenching and aging (Fig. 29f).

B. Predicting the Conditions of Flow

1. Mathematical Approaches

The traditional method of treating macroscopic problems
within both solid and fluid mechanics has since the 18th
century been through the principles of continuum
mechanics [41]. The fundamental equations obtained
within the frames of this perspective are those of motion
and conservation of heat, expressed incrementally.
Furthermore, the assumption is that processes on a
microscopic scale will average out so that the material
properties will be continuous functions in space except
in the case of discrete discontinuities. Material behavior
will, however, be determined by processes taking place
at levels from atomic to grain-size. In mechanics,
constitutive equations can be utilized to characterize the

relationship between measures such as deformation and
stress. Purely elastic atomic lattice deformation may be
represented by Hooke’s law, which is a linear relationship
between stress and strain. As elastic behavior generates
no permanent deformations and in a thermodynamic
sense may be looked upon as ideally reversible, it may
also mathematically be characterized by functions of
states. From a computational point of view this makes
the material model attractive [42]. Deformations taking
place during extrusion, however, contain only a minor,
and in fact in many cases, a negligible elastic component.
As the profile is generated from a billet, the material has
to undergo permanent deformation. On a microscopic
scale this deformation is caused by the sliding of
dislocations through the grains [43]. As long as force is
applied, energy will be dissipated, and therefore the
process is thermodynamically irreversible. Consequently,
the material behavior should be presented
mathematically by history-dependent functionals [44]. A
further complication is that plastic material behavior
usually can be taken to be nonlinear. Hence a theory of
plasticity is bound to be of another dimension of
complexity compared to purely elastic theory.

2. Different Perspectives

As extrusion basically is a nonsteady flow problem,
principles of fluid mechanics may be applied to evaluate
both deformation and stresses. The viscosity will in this
case be a function of the strain rate. As the material will
not flow below a certain yield limit, a constitutive model
such as that of Bingham may be appropriate if the
necessary corrections are made for temperature effects
on yield stress. The fluid mechanical or rheological
approach, which addresses strain rates or time increments
of strain, is favorable for many reasons.

Firstly, stresses generated through plastic deformation
at high temperatures are found to be almost independent
of the total strain but extremely dependent on the strain
rate. Secondly, flow is viewed in an Eulerian sense, by
which is meant that components of flow velocity and
stress are related to spatial coordinates, and that
deformation is assessed in an incremental manner, the
reference state at all times being that of the last time step.

Hence an Eulerian formulation of the constitutive
relation will therefore never violate the principle of material
objectivity, which states that the constitutive relation should
be independent of the choice of reference frame [45]. A
rotation of the element shovuld not, for instance, cause
changes in stresses as long as the strains are held constant.
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Incremental deformations will, to a close approximation,
always be in accordance with this principle.

Another favorable aspect of an Eulerian description is
that computer code can be made very efficient because
velocities and stresses can be evaluated in a mesh that does
not deform. However, as the Eulerian approach only
assesses increments, information about each particle’s total
stress/strain history is lost, and elastic deformation can
only, with some difficulty, be described. When evaluating
the flow pattern, elastic strains are generally small, and it
can be assumed that they are only of minor influence.
However, elastic stresses may be of importance for instance
to the surface quality of the product as friction in the
bearing channel is affected by pressure due to elastic
strains. A last problem connected to the Eulerian
description in connection to extrusion is that the extruded
profile is free to move as a rigid body in any direction as it
leaves the bearing channel. Furthermore, deformation is
then not plastic, and the movement will not be confined
within certain limits but should be calculated for the rigid
body from the laws of motion. Furthermore, the boundary
conditions of traction caused by a puller may not easily be
described in the Eulerian system.

The Lagrangian description has traditionally been most
popular when describing the movement and deformation
of a rigid body. This approach assesses the deformation of
particles in relation to a fixed reference state in space, thus
making use of so-called material coordinates. This view is
favorable in that the total strain history is kept, and
therefore that both elastic and plastic deformation may be
included in calculations. Furthermore, an arbitrary
movement of particles in space can be described when
boundary conditions are given. This makes it possible to
predict deformations also when the material moves out of
the bearing channel. A problem, however, is that
deformation and rotations tend to be large during
extrusion. A Lagrangian description of finite deformation
is not automatically in accordance with the principle of
objectivity, the cause being that the material derivative of
stress is not an objective measure although stress is. Again
this is a minor problem when evaluating only plastic strains
as it is done on an incremental basis. However, when
adding elastic deformation components the principle of
material objectivity is satisfied only by making use of an
alternative material derivative of stress that compensates
for any rotations of particles. In plasticity theory the
Jaumann derivative is in common use. An analytical
treatment of finite elastoplastic deformation is by no means
trivial. Lagrangian numerical calculations, however, are
widely performed, and these make use of an element net
that moves and deforms with the material particles.

Calculation times tend to be higher for Lagrangian codes
than for Eulerian even in the case when elastic
deformations are disregarded, the reason being that meshes
have to be regenerated during simulations because of large
distortions and loss of numerical accuracy. A promising
method for the evaluation of the state of deformation
during extrusion seems to be the combination of the two
descriptions in an arbitrary Lagrangian-Eulerian (ALE)
code.

3. Plasticity and Extrusion

Whereas the theory of rheology is focused on solving
problems where stresses are given as functions of
temperature and strain rates, the classical theory of
plasticity was originally established to handle isothermal
solid-state problems where the stress after having
exceeded the yield point still was a function of strain [46–
48]. An example of such a problem is that of the low-
temperature uniaxial tensile test where a plot of true
stress to true strain will usually give a monotonically
increasing curve. Plastic deformation can be assumed to
be initiated when the yield limit is reached. An increase
in yield stress as a result of further deformation is called
hardening. Several simplified material models have been
established so that calculations can be made easier. When
applying a perfectly plastic model it is assumed that
plastic deformations are dominating and that the material
does not strain harden. An elastic/plastic model can be
utilized when the elastic strain component is of a certain
value (Fig. 30). Strain hardening models such as that of
Ramberg and Osgood also simplify matters in that
hardening behavior is characterized by one parameter,
the hardening exponent.

In principle, one is not to expect that the material shows
any strain hardening behavior during extrusion. Such is
traditionally connected to the pileup of dislocations, but
at characteristic temperatures from 450°C to 600°C
recovery and recrystallization mechanisms will contribute
to the reduction of dislocation tangles during deformation.
At a given stress, continuous deformation should therefore
be possible. However, the strain rate will be of importance
to the yield stress as the rates of creation and destruction
of dislocation tangles will determine the equilibrium
dislocation density. As for temperatures, the yield stress
may be expected to follow the same Arrhenius relationship
as metallurgical processes generally do. Hence the yield
stress can generally be expressed as a function:

(7)
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The equation is given in terms of equivalent stress and
plastic strain:

(9)

The equivalent measures of stress and strain are of
interest when the state of stress is multiaxial. It can be
shown that dissipation in general can be given as 

and for a purely tensile test the equivalent
stresses and strains will reduce to �z and εz. In simulation
of extrusion extensive use is made of the Norton-Hoff
relation:

(10)

where n=0 can be used to remove any strain dependence.
n and m are material constants. β is a parameter often set
equal to Q/R, where Q is the activation energy and R is
the universal gas constant. Another frequently used
relation in the study of extrusion is that of Zener and
Hollomon [49] which is given by:

(11)

In this case the yield stress is taken to be independent of
the total strain. � and A are parameters which can be
applied in curve fitting. Experiments indicate that the
Zener-Hollomon relation may be satisfactory both when

performing torsion tests on aluminum and during
extrusion. Improvements to this material law have,
however, been suggested. The main difference between
torsion testing and extrusion is that the former assumes
steady state while the strain rates may vary considerably
in the latter.

Typical stress-strain curves obtained through torsion,
compression, or tension tests at temperatures around that
of extrusion are shown in Fig. 31. As changes in strain
rates and temperatures tend to influence yield stress more
than the total strain, rheological modeling seems
preferable to modeling through plasticity theory.
However, if a perfectly plastic or a plastic material model
with low strain hardening is adopted, effects of strain
rate and temperature can be implemented by calculating
the yield stress on the basis of relations such as Norton-
Hoff or Zener-Hollomon. The important point is that a
deformation mechanism based on dislocation glide is one
of shear and, hence, should be modeled macroscopically
as one that relates increments of strains to the deviatoric

Figure 30 Simple constitutive relations: (a) Bingham fluid without strain rate hardening, (b) rigid plastic material
without strain hardening, (c) elastic plastic material without strain rate hardening.

(8)

Figure 31 More general stress-strain curves’ dependence
on temperature and strain rates.
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stress state. Both theories of rheology and plasticity have
this perspective and have for a long time been widely
used to describe the extrusion process. Early analytical
and semi-analytical work has not managed, however, to
solve the complex problem of extrusion in its entirety.
Rheological approaches have been based on simple
material models and have only assessed very simplified
flow fields. Techniques related to plasticity theory have
traditionally been popular when calculating very rough
estimates of, for instance, the necessary extrusion force.
By applying the so-called slip-line theory one has been
able to find closed-form solutions for particle paths and
stress states for simple geometries, but material models
are generally limited to perfectly plastic, and temperature
effects and material anisotropy have been neglected.
However, modern numerical programs offer the user the
possibility to implement constitutive models based on
microstructural considerations and are able to perform
coupled thermomechanical analysis for complex
geometries. The last being of greatest importance because
of the large variation in temperature in the container and
bearing channel. Furthermore, by obtaining the
temperature and strain history of the individual particles
numerical programs should be able to describe changes
in microstructure and the consequences of these. Both
continuum plasticity theory and rheology are the building
bricks for such programs.

4. Yield Criteria

For tensile tests, yielding is initiated when the axial stress
component reaches the yield limit, F(σz)=0. In the general
case it can be expected that all components of stress have
an influence on the point of yielding, and in a 6D space a
yield surface F(σij)=0 may be defined. The assumption is
made that deformation is purely elastic in the case where
F(σij)<0. In classical plasticity theory one then usually
resorts to two simplifications. The first is that the material
is isotropic, thus implying that the yield surface is
determined only by the principal stresses, F(σ1, σ2, σ3)=0,
and therefore also the stress invariants, F(J1, J2, J3)=0.
The second is that the hydrostatic pressure has no effect
on yielding. Then the yield criterion can be written in
terms of the deviatoric invariants:

(12)

where

 

and �ij is the deviatoric stress, �ij=�ij-�o�ij·�o is the
hydrostatic stress. The assumptions made are more or
less applicable to most engineering materials. However,
alternative anisotropic yield criterions have been
developed so that materials with strong anisotropy can
be handled.

When applying the assumption of isotropy, graphical
representation of the yield criterion can be made in the
three-dimensional �1, �2, �3-space. By assuming that
hydrostatic pressures do not influence yielding, one is
able to reduce the yield surface to a yield locus in the
deviatoric plane, which is defined by the normal (�1, �2,
�3)=(1, 1, 1). If it is assumed that the material is isotropic
and that yielding will take place at the same stress level
both in tension and compression, the yield locus must be
symmetric about the six axes defined by the projections
of the �1-, �2-, and �3-axes into the deviatoric plane. The
last assumption is, however, not always correct because
of the Bauschinger effect, which will be explained later.

The most commonly applied yield criteria are those
of von Mises and Tresca. The von Mises criterion
assumes that F only is a function of the second invariant
of deviatoric stress. For many materials, experiments
often indicate that yielding only to a very limited extent
is dependent on the third invariant and thus confirms the
hypothesis of von Mises. Mathematically, the
representation is:

(13)

Hence the von Mises criterion has a nice property in that
it appears as a circle in the deviatoric plane. Furthermore,
the second invariant of deviatoric stress is simply the
square of the expression for equivalent stress. This
indicates that the von Mises criterion bases the criterion
of yielding on the deformation energy absorbed by the
material. The natural alternative to this is the Tresca
criterion, which states that yielding will take place when
the maximum shear stress reaches a critical value. This
may be expressed as:

(14)

The yield locus will in this case be a hexagon in the
deviatoric plane. Also, the Tresca criterion may be
expressed in terms of the second and third invariants. In
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Fig. 32 both the von Mises and the Tresca yield loci are
presented. Which one of the criteria that are the most
conservative depends on the choice of �M and �T. If it is
assumed that yielding first is taking place at a
characteristic yield stress for pure tension, σY, one would
expect that:

(15)

The result is that the locus of the von Mises criterion will
circumscribe that of Tresca. However, if shear stress is
the reference for yielding then both are given as �M=�T=�Y.
In this case the Tresca criterion is the least conservative
except in the point of maximal shear.

An interesting property of the yield locus is that
singular points may exist, such is the case for the Tresca
criterion. The singularity should, from a macroscopic
perspective, be explained as a result of the sudden change
of plane of maximum shear stress when loading from
one state of stress to another. Consequently, the plane of
shear deformation is also changed. However, the Tresca
yield locus can also be explained on the basis of
knowledge about glide systems in fcc-crystals. As a
simplification, a state of plane stress is assumed. In this
case shear deformation through dislocation movement
may take place in three separate groups of planes (Fig.
33). The principal stresses are directed along the axes of
the coordinate system. The same axes also define the (1 0
0) [1, 0, 0] texture of the fcc-lattice, which is taken to be
homogeneous, so that all the grains have oriented the {1
0 0} plane normal to the x-direction. If it is assumed that
deformation is only taking place on the glide plane with
the largest shear stress, the ratios of the stresses �x/ �y/ �z

will determine the deformation of the grains. If �x is the
largest stress and �z=0 the smallest, one can expect that

the first glide system will be operative. Subsequently, if
�y is the largest stress and �z=0 the smallest, deformation
will be of the second type. The last alternative is that �x

and �y are the extreme principal stresses in which case
the third modus of deformation is relevant. With the help
of Schmidt’s law a yield locus can be constructed in the
�x�y-p lane. Figure 33 shows that such an analysis renders
the Tresca yield locus. The singular points are the results
of a limited amount of glide systems. While single-crystal
materials might follow a yield criterion such as that of
Tresca, most materials contain grains with all sorts of
orientations and glide systems. In this case deformation
will take place in a series of directions yielding a number
of straight lines defining a yield locus that resembles that
of von Mises. A locus without singularities is often
denoted regular.

5. Strain Hardening and Plastic Flow

Material behavior at stresses above the yield limit will
depend on both the hardening behavior and boundary
conditions. Whereas flow of a perfectly plastic material
will be completely restricted by outer constraints,
deformation of a strain hardening material can only take
place if the stresses are increased gradually. Furthermore,
in order to calculate deformation a constitutive relation
between stresses and strains has to be established. An
interesting observation in relation to the preceding
determination of the yield locus on the basis of
microplasticity is that any increment of plastic strain will
be in a direction normal to the yield surface. Thus an
indication is given that both stresses and strains can be
determined if the form of the yield surface is known
during deformation.

Figure 32 The yield surface, the yield locus, and the deviatoric plane.
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A uniaxial tensile test can be performed to determine
the increase of yield strength during plastic deformation.
However, as such a test alone is not able to describe the
form of the yield surface during triaxial loading, firm
knowledge of changes caused by yielding is even harder
to obtain. The most attractive hardening principle
mathematically is the isotropic (Fig. 34a). When applying
this principle it is assumed that plastic deformation causes
the yield surface to expand uniformly. Hence upon
yielding the expression

(16)

applies. The equivalent stress is taken to be a function
either of the energy spent during plastic deformation or
the total plastic strain. These are denoted the work
hardening and the strain hardening hypothesis,
respectively. Such functions can be obtained through
tensile and compressive testing. The main problem with
an assumption of isotropic hardening is that it is not in
accordance with the Bauschinger effect, which can be
witnessed during cyclic loading. After the material has
been deformed plastically in tension, yielding will take
place at lower compressive stresses than that of the
expected yield point in compression. Kinematic

Figure 33 (a) An ideal (1 0 0) [1 0 0] texture. (b) The yield locus for ideal (1 0 0) [1 0 0] texture material.

Figure 34 Strain hardening rules: (a) isotropic, (b) kinematical.
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hardening rules describe a movement of the yield surface
in space so that the ratio of the yield limits in different
directions is altered. A mathematical expression that can
be used to describe such a behavior is:

(17)

where αij describes the movement of the yield surface and
is known as the back ratio. � will, for a strict kinematic
rule, be a constant. However, newer models often let both
αij and � vary so that the proposed law can be better
fitted to data.

In the mathematical treatment of plastic strains
generated by loading it is rational to define a plastic
potential, g, which is set to the ratios of the plastic strain
increments. One can expect that this function, as the yield
function, originally is one of all stress components. If
such a relation is known, the plastic stresses can be
derived from the mere definition of a potential function,
namely, that the increment of strain shall be normal to
the potential surface:

(18)

dλ is simply a constant. The previous microplastical
considerations have shown that the yield surface, at least
in the case of yield by the Tresca criterion, also can be
expected to be a potential surface. If g is set equal to f,
the associated flow rule is adopted. Such an assumption
can, in most cases, be expected to yield satisfactory results
because many of the characteristics of g are equal to those
of f. Whereas the assumption that yielding is unaffected
by hydrostatic stress limits the evaluation of yield to the
deviatoric plane, a choice of an incompressible material
model leads to the conclusion that the hydrostatic stress
line in a �1�2�3-system nowhere can be perpendicular to
a potential surface. Hence a potential surface will be fully
described by its locus in the deviatoric plane. As plastic
deformation is one of shear, an assumption about
incompressibility leads only to marginal errors.
Mathematically, such a relation is written:

(19)

In the �1�2�3-system an incremental change in strain will
generate the stress component , where
G is a constant of proportionality. It can be observed
that this component has a direction perpendicular to the

line (σ1, σ2, σ3)=(1, 1, 1) and therefore lies in the
deviatoric plane. The locus described in such a plane by
a potential surface also has to be symmetrical with respect
to the stress axes because of assumptions of isotropy and
independence of sign reversals. When one discusses states
of stresses and the corresponding increment of strains,
the incompressibility assumption allows one to view these
states as vectors in the deviatoric plane (Fig. 35).

Drucker has proved that unless the material shows
strain softening behavior such as that of, for instance,
soils and rocks, the flow rule will be associated and the
normality rule will hold. Drucker then has defined a
stabile material as one for which the inequality

(20)

holds during a complete load cycle where the original
stress state, σ0, may or may not be one of yielding. A
material on which an external agency does positive work
during an elastic-plastic stress cycle is considered strain
hardening. As the inequality will not be satisfied if the
material is strain softening, the postulate is often referred
to as Dmcker’s strain hardening postulate. To a close
approximation the net plastic work done over the loading
part of the cycle can be expressed as:

(21)

Drucker’s first and second postulate follows from this
inequality. If it is assumed that the original state of stress is
one of yielding, the first term cancels. In accordance with
the inequality, the first postulate states that the plastic work
done by an external agency during the application of
additional stress is positive for a work hardening and zero
for a nonhardening material. If the last part of the postulate
is to be true, vectors representing the increments of stress
and plastic strain have to be perpendicular. In a

Figure 35 The yield locus in relation to Drucker’s
hardening postulates.
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nonhardening material loading is assumed to be neutral,
i.e., all load paths are tangential to the yield surface.
Therefore the increment of strain is directed normally to
it, thus resulting in the normality law. If the material is
hardening, it must be assumed that the increment of stress
is a linear combination of a plastic and an elastic part, and
that the last is directed tangentially to the yield surface. As
the elastic part of the stress increment does no irreversible
work, the increment of plastic strain is also in this case
directed normal to the yield surface.

Drucker’s second postulate is connected to the first
part of the inequality above and states that the net work
done by an external agency during a cycle of addition
and removal of stresses is nonnegative. If it is assumed
that the original state of stress is not one of yielding, the
last term in the inequality can be neglected. The result is:

(22)

This inequality also bears the name the maximum work
theorem. From Drucker’s second postulate it can be seen
that the angle between the vectors �-�o and εp cannot be
obtuse. Hence as the vector εp is always normal to the
yield surface and �o is located inside the yield surface,
this surface has to be convex at all points.

If it is assumed that yielding is initiated according to
the von Mises criterion and that the flow rule is
associative, the plastic strains can be calculated to be:

(23)

This rule can also be written in the form:

(24)

indicating that the increments of strain are proportional
to the deviatoric stress components. If the material is
assumed to be rigid/plastic, the names of Lévy and von
Mises are connected to the equations. If the material
model also contains an elastic strain component the
above relations are those of Prandtl and Reuss.

The constant of proportionality dλ is expected to be
related to the increment of equivalent strain, the reason
being that the increment of plastic strain is determined
by the strain hardening behavior of the material. By
applying the measures of equivalent stress and strain one
can relate the hardening behavior of a uniaxial test to
that of the multiaxial actual load case. From the
definition of equivalent stress and strain it is known that:

(25)

If only plastic components of strain are evaluated, the
flow rule can be applied in order to eliminate the
increment or in this case the material derivative of plastic
strain:

(26)

This gives the result  and a final flow rule
of the form:

(27)

The total strain increment will generally be the sum of
both an elastic and a plastic part. The elastic component
can be obtained by the use of Hooke’s law on an
incremental form, and from this equation it caii be seen
that the ratio of the components of elastic strain will be
determined by the increment of stress and not the full
deviatoric stress as the case is for the plastic component.
A particular formulation of stress-strain relationship
developed by Hencky assumes that also the ratios of
plastic strains are given by those of deviatoric stress. This
can only be expected to hold if the loading is
proportional, i.e., if the stress components experience a
proportional increase during loading. As initially
indicated the load path is generally history dependent
and must be calculated incrementally.

6. The Uniqueness Theorem

The Lévy-Mises equations reveal both the strengths and
the weaknesses connected to the description of extrusion
through the theory of plasticity. Deformation is described
as one that is initiated by deviatoric stresses and the
components of deformation will be determined by their
ratio. This is in accordance with the notion that plastic
deformation is connected to the glide of dislocations.
However, the material is expected to experience strain
hardening defined by a curve relating the equivalent stress
and strain. At the relevant temperatures little hardening
is experienced and therefore the derivative of a stress-
strain curve will be almost zero. This means that it is not
possible to calculate the total strain from the stress alone.
Thus the stress state in the material during extrusion will
not be determined by the strain but by the geometry of
the tooling and by temperatures and strain rates.

An important property that applies to hardening and
nonhardening materials alike is that the state of stress is
unique when certain tractions, Tj, and velocities, vj, are
defined on separate parts, SF and Sv, of the boundary. The
proof of this is as follows for a nonhardening material
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strains. One may assume that two consistent solutions,
(σ, v) and (σo, vo), for the stress and associated velocity
distribution, which corresponds to the same boundary
conditions, exist. The principle of virtual work is then
applied to the differences in the field quantities over the
volume of interest:

(28)

The two last terms are connected to the virtual energy
dissipated due to velocity discontinuities [v] and [vo] on
surfaces S and So in the volumes with the solutions (σ, v)
and (σo, vo), respectively. k is the shear stress on the
surfaces of discontinuity, and it is know that neither τ
nor τo may be larger than k. Hence the two last integrals
on the right-hand side will yield solutions greater than or
equal to zero. The integral on the left side must be equal
to zero as it is assumed that the same boundary
conditions are applied in the two cases. The maximum
work inequality gives:

(29)

It follows that both terms on the right-hand side are
positive and that they must separately vanish. This can
only take place if σ=σo. The two states of stress are equal.
In the case of extrusion the value of the yield strength
will not be a constant but a function of temperature and
strain rate and therefore of spatial coordinates. The above
analysis, however, seems to apply also in this case because
the volume of material can always be made so small that
spatial variations can be overlooked.

In relation to extrusion the uniqueness theorem states
that if the load on the tools can be determined uniquely
one may, in theory, also expect to find a unique stress
distribution in the flowing metal. However, the matters
are complicated by the fact that in reality boundary
conditions on the tools are not prescribed but determined
by a friction rule. Tresca friction and assumption of full
sticking will not cause any problems as it is characterized
by a tangential shear stress with a value of yield, but
some simplifications have to be made so that the
uniqueness theorem may hold also for Coloumb friction.

The determination of the unique state of stress
constitutes no small problem although such a state is known
to exist. In the early parts of the development of the theory
of plasticity the extrusion process represented a natural test
case for analytical work. Therefore several solutions based
on larger and smaller simplifications have been developed.
Usually one assumes the material model to be perfectly
plastic, and the yield stress to be independent of both strain
rate and temperature. The geometry is taken to be either
plane or axially symmetric. A state of plane stain
corresponds to the extrusion of an infinitely thick plate while
axial symmetry only yields cylinders.

7. Upper and Lower Bound Solutions

The plasticity theory has the advantage that it facilitates
a simple procedure for calculation of an upper and a
lower estimate for the boundary forces needed to cause
plastic deformation. Such estimates can be obtained for
a range of material models and in the presence of both
small and large deformation. If it is assumed that the
yield behavior is perfectly plastic the simplest estimates
can be reached. In order to obtain a lower bound on
applied forces one assumes a stress field, σo, that satisfies
the equilibrium equations and boundary conditions
without violating the yield condition. As the stresses need
not be in accordance with a constitutive relation, such a
field will generally not be the actual field and is instead
denoted statically admissible. The actual stress and
associated strain are σ and ε, respectively. The principle
of virtual work can in this case be written as:

(30)

where SD are the surfaces of velocity discontinuity for the
actual solution, and k is the shear yield stress. [v] is the
actual velocity discontinuity. As the admissible shear
stress on the actual discontinuity, τo, will not be larger
than k, the last integral on the right-hand side is not
negative. The first integral is nonnegative by the
maximum work inequality. In this case the traction cause
by the actual stresses and statically admissible ones need
not be the same. If the velocity normal to the boundaries
where forces are prescribed, SF, are assumed to be zero,
the following will hold on the rest of the boundary, Sv:

(31)
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The lower bound theorem thus states that the rate of
work done by actual surface tractions on Sv is greater
than or equal to that done by surface tractions in a
statically admissible stress field. If the vj is uniform on Sv,
one will find that the load of the statically admissible
field will give a lower bound to the actual one. The
principle can be directly applied in extrusion. The
velocities normal to the container wall and the die will
be zero. Sv can be assumed to consist of two parts, the
surface between the billet and the stem and surface
defined by the die opening. The tractions on the last part
of the surface can be assumed to be approximately zero.
Hence as the velocity on the surface of the stem is
uniform, an analysis will yield a lower estimate of the
extrusion force at a certain time during extrusion.

Figure 36a gives an example of a statically admissible
flow field. The extrusion is assumed to be frictionless.
Lines of stress discontinuity are drawn. The normal stress
components to such lines as well as the shear stress have
to be continuous if equilibrium is to be achieved. The
normal component of stress along the line, however, may
differ from one side of the discontinuity to the other as
shown in Fig. 37. In Fig. 36b the Mohr circles for all the
stress states are drawn. Two interesting observations can
be made. Firstly, the yield criterion will nowhere be
violated, and, secondly, a stress discontinuity only
amounts to a rotation of the Mohr circle about a vertical
line going through the point ( σ, τ). Geometrical
considerations limit the use of the proposed fleld to cases
where the reduction ratio is equal to or larger than 3.
The necessary pressure applied to the billet in order to
cause yielding has been calculated to be p=5k(R-1)/R,
where k is the shear yield stress.

In order to obtain an upper estimate on the extmsion
force the upper bound theorem is applied. One can

assume that vo is a continuous velocity field satisfying
the incompressibility condition. Then the material
derivative of εo may be calculated and the corresponding
stress (σo is finally obtained from the normality rule. The
actual strain rate is denoted σ. The virtual work principle
can be used to obtain the following relation:

(32)

The assumed velocity field may contain surfaces of
discontinuity [vo]. It is known that the actual shear stress,
τ, on the virtual surface of discontinuity cannot be larger
than k. By the maximum work inequality, σij  as
σo is on the yield surface while σ may either be inside or
on. If the virtual velocity field, vo, is regarded to be
kinematically admissible, it also satisfies the boundary
conditions on the part of the surface where the velocity is
prescribed, Sv. The last equation is then rendered,
resulting in the inequality:

(33)

The upper boundary theorem thus states that the rate of
work done by the unknown surface tractions on Sv is less
than or equal to the rate of internal energy dissipated in
any kinematically admissible velocity field. The last
equation to the right of the inequality sign may be used
to obtain an expression for an upper limit on the
extrusion force applied. This limit is denoted .

In Fig. 38a a kinematically admissible flow field for
axisymmetric extrusion analog to that proposed by
Avitzur [50–52] is shown. The material is assumed to

Figure 36 (a) Statically admissible flow field during extrusion. (b) The corresponding states of stress in a Mohr
diagram.
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flow like rigid body with speed of the stem, v0, in the
leftmost part of the container. At the surface where the
material enters the deformation zone there is a
discontinuity in velocity of v=v0·cos θ tangential to
surface marking the inlet to the primary deformation
zone (Fig. 38b). Then the material velocity increases
according to the relation v=v0·(r0/r)2·cos θ. At the end of
the zone a new discontinuity is encountered. In the dead
zone surrounding the deformation zone the material is
assumed to be rigid. The velocity field described is
kinematically admissible, but it need not be the actual
field. The experiments performed by Valberg and
presented earlier show that the dead zone will
communicate with the flow and that no absolute velocity
discontinuity will exist between the flow and the dead
zone. Instead, the flow velocity is expected to gradually
decrease toward the container wall. At all times a
boundary layer will exist along the whole container wall
and one cannot expect the leftmost zone to be perfectly
rigid. Furthermore, the form of the velocity fleld will
change as the stem is brought closer to the die. In the

limiting case, the material will flow in a radial direction
toward the bearing channel and the whole dead zone will
disappear. As extrusion proves to be a transient process,
the solution obtained will only be applicable at a certain
stage. However, as long as all the relevant effects are
taken into consideration, the proposed velocity field will
produce an upper bound on the force needed to initiate
deformation. Better upper bounds may be found in the
literature [53–56], but for these calculations may be more
complicated.

According to the last equation and Fig. 38a the work
that the stem does on the metal has to compensate for
the dissipation of energy in the deformation zone, on the
surfaces of velocity discontinuity, and, in connection with
shearing of material, on the discontinuity close to the
dead zone. In addition, the extrusion force has to be
increased because of friction in the container and on the
yield surface. Fortunately, in an upper boundary analysis
each effect can be treated separately. The force needed to
deform the material in the two velocity discontinuities
can be shown to be equal. The change in velocity over

Figure 37 Possible stress discontinuity in the deforming material.

Figure 38 Kinematically admissible flow field similar to that proposed by Avitzur.
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the first discontinuity is, according to Fig. 38b, [v]=v0 sin
θ. Integration has to be performed then over the whole
surface of discontinuity, which is assumed to be spherical:

(34)

As v0 appears on both sides and can be dropped, an
expression for the force FD is obtained.

An expression for the force FF caused by the friction
between the dead zone and the flowing material can be
obtained if the third term on the right side of the upper
bound inequality is integrated over a conical surface:

(35)

Again an expression for the force is obtained by dropping
the term v0, which appears on both sides of the equality.

The force needed to deform the material in the
primary deformation zone can be estimated by using the
first term on the right-hand side of the upper bound
inequality. Given the velocity field v, the components of
strain may be expressed as:

(36)

The equivalent strain rate is expressed in the same way
in the rθ�-coordinate system as in one of xyz, and as a
result the equivalent strain will be given as (v0/31/2)·(r0

2/
r3)·(11 cos2 θ–1). A calculation of the given conical
volume integral then results in the following expression:

(37)

As expected all components of force are dependent on
the yield stress given in terms of shear or equivalent stress.

Furthermore, the angle a, which defines the dead zone,
also has an influence on the extrusion force. Most
importantly, however, the expressions indicate that the
force is a function of the reduction ratio. If all terms are
added and the reduction ratio, R, is the only parameter
of interest the force equation may be written:

(38)

Experiments confirm this relationship for various metals
over a range of extrusion speeds. The equation may also
be expected to hold for various profile geometries, but
more complex profiles will generally necessitate a higher
extrusion force than simpler ones with the same R-ratio
as the friction surface to total volume ratio can be
expected to be larger [57, 58]. Therefore the constants a
and b will be dependent on profile geometry. The value
of a and F will also vary over the press cycle as shown in
Fig. 39. In the case of direct extrusion the largest
variations are due to the fact that both the surface area
and friction force between the billet and the container
decrease over time. However, other variations may be
expected as the movement of the stem alters the geometry
of the flow field. In the last phase of the extrusion charge,
the press force will experience a sharp increase as the
material from the dead zone moves toward the bearing
channel. Another reason for variations in press force is
an increase or a decrease in yield stress caused by
variations in strain rates or temperatures. The degree of
hardening will be highest in the last part of the charge as
the metal then experiences very high strain rates. A high
degree of plastic deformation causes dissipation of energy
and potentially also temperature variations in time and
space. If the billet is not properly preheated, temperatures
particularly in the central deformation zone, close to the

Figure 39 General relation between extrusion force and
stroke length.
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container wall and in the bearing channel will increase
gradually, resulting in lower flow resistance.

8. Slip-Line Theory

As shown, the calculation of an upper and a lower
boundary estimate may be carried out relatively
effortlessly, but such estimates only yield a certain
indication of one parameter of interest, the extrusion
force. Whereas the lower boundary estimate reveals
nothing in connection to the velocity field, the upper
boundary calculation gives no indication of the stresses
present in the flowing metal. Furthermore, the proposed
velocity and stress fields are only kinematically and
statically admissible, respectively, and will only in the
limiting case be equal to the actual fields. An exact
solution has only for a few problems been indicated by
the equivalence of the upper and lower bounds.
Generally, a principle of maximizing or minimizing of
energy cannot be expected to yield the exact solution as
the proposed form of the field cannot be expected to be
correct in the very beginning. Therefore the most
interesting parameters to the quality of the finished
products such as temperature, strain, and strain-rate
history of individual material elements cannot be
obtained through the presented limit analysis.

The theory of slip-line fields assumes that either a state
of plane strain or axial symmetry exists. Furthermore,
when elastic strains are neglected, calculations may be
made for hardening as well as nonhardening materials.
An assumption of a constant yield stress, however, leads
to the simplest results. The method will at least provide
an estimate of both the stress and velocity field. The slip-
line method is also one that is based on an initial proposal
of a kinematically admissible velocity field. However, by
combining the kinematical evaluation with the use of
equilibrium equations, constitutive relations, and stress
boundary conditions, the proposed field will yield stresses
that are in equilibrium and actually also satisfy boundary
conditions. However, it is not guaranteed that the stresses
in the assumed rigid region do not violate the yield
condition and that they are in equilibrium. Therefore a
proposed slip-line field may be viewed as an upper
bound, which in the limit will be an exact solution. But
as this solution is obtained in a more rigorous manner
through a relatively systematic procedure of the slip-line
theory than through a standard upper bound analysis, a
firmer knowledge of the strain and strain-rate history for
a particle can be gained. Furthermore, by obtaining
knowledge of the flow line of the material, one will also
be able to calculate adiabatic changes in temperature.

If it is assumed that the material responds perfectly
plastic to loading, the constitutive relation will be that of
Lévy and von Mises. Plane strain is assumed and the z-
direction is taken to be perpendicular to the plane.
Because the material is incompressible, the coordinate
strain increments, d εx and d εy, will be equal in magnitude
but opposite in sign. Hence the deformation will be one
of pure shear. As dεz is set to zero, the Lévy-Mises
equation for the z-direction can be applied in order to
obtain:

(39)

Equation (39) shows that the largest and smallest stresses
at all times may be found in the xy-plane, which is in
accordance with the fact that deformation is one of shear
in this plane. Furthermore, the stress σz is equal to the
hydrostatic stress. Because extrusion is a process in which
the hydrostatic stress may be assumed to be negative, the
negative sign convention is applied, p= - σz. If it is assumed
that the material follows the von Mises criterion for
yielding, the last equation can be applied in Eq. (13). The
result is:

(40)

where k is the shear yield stress. It can be observed that if
relations for the normal stress, σ, and the shear stress, t, on
a surface with an inclination of  to the x-axis are
calculated, squared, and added, the Mohr circle emerges as:

(41)

Hence in a Mohr diagram all stress states in the plastic
region will be described as circles with radiuses of
magnitude k. From the typical Mohr circle in Fig. 40b it
can be seen that the state of stress at each point in the
material can be described merely by the hydrostatic
pressure, p, and the orientation, , of the plane with the
largest shear stress:

(42)

A new coordinate system αß can then be defined so that
the shear stress has its maximum value along the axes α
and ß. A convention is then that the line of action of the
algebraically greatest principal stress makes a
counterclockwise angle of π/4 with the α-direction (Fig.
40). As the plane of greatest shear changes from point to
point in the material, the coordinate system will have to
be curved. However, the α- and ß-lines will still be
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orthogonal at each point. Because the deformation is
expected to be one of shear, the α- and ß-lines are called
slip lines or shearlines.

As the deformation is assumed to be quasi-static and
body forces are neglected, the equations of equilibrium
reduce to:

(43)

These are the differential equations that have to be solved
if the state of stress in the material during extrusion is to
be obtained. In order to reduce the number of unknowns,
σx, σy and σxy are substituted with p and  in accordance
with Eq. (42):

(44)

Equation (44) may be described as hyperbolic. In such a
case, solutions for p and  can be obtained in parts of
the xy-plane merely by solving a simplified version of the
equations of interest along certain curves that cross a
line, along which a boundary condition is prescribed. The
lines of interest are called characteristics and are defined
as curves in the xy-plane, across which the derivatives of
p and  may be discontinuous. It turns out that for this
problem there are two distinct and perpendicular

characteristics going through each point, having slopes
 and  to the x-axis. Thus in the slip-line

analysis, the α- and ß-lines are actually the characteristics
of interest. If the state of stress is given at a certain
boundary, it will also be uniquely defined in all points of
the xy-plane which share both its characteristics with the
boundary line (Fig. 41a). Thus some peculiarities exist.
It turns out the state of stress will not be influenced by
conditions on other parts of the boundary of the material.
Furthermore, by the definition of characteristics, the state
of stress or any other field may change abruptly when
crossing the α- or ß-lines. These observations, however,
are actually in accordance with the understanding of
plastic deformation.

The velocity distribution in the flowing metal may be
calculated only if isotropy and incompressibility are
assumed:

(45)

By introducing the Eq. (42) in the isotropy condition, the
following relation may be obtained:

(46)

The velocity equations are also hyperbolic, and the
characteristics of stress and strain are found to coincide

Figure 40 (a) The slip lines in relation to the Cartesian coordinate system. (b) State of stress in a material particle.
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at all points because of isotropy. Thus the characteristic
directions are those of both maximum shear stress and
strain.
Both equations of stress and of velocity should be solved
in the coordinate system defined by the slip lines. If it is
assumed that the x- and y-directions at a particular point
are oriented along the tangents to the α- and ß-lines, the
angle  may be set to zero, rendering Eq. (44):

(47)

Because the original point chosen was arbitrary, the
relations will hold at any point. If the equations in Eq.
(47) are integrated along α- and ß-lines, respectively, the
relation between the hydrostatic pressure p and the
orientation, , of the slip-line field relative to a rigid x-

axis is:

(48)

These are the Hencky equations, which simply represent
equilibrium along a slip line. It can be observed that the
hydrostatic pressure will not change along a straight line.
Generally, p will vary along a curved line, the result being
that the center of the Mohr circle is translated along the
σ-axis.

If the velocity equations are viewed in a coordinate
system with axes tangential to the slip lines, the rate of
extension vanishes along the slip lines:

(49)

If u and v are the velocity components along the slip lines,
the velocity components along the x- and y-coordinate
axes can be generally expressed as:

(50)

By substituting Eq. (50) into Eq. (49) and setting ,
differential relations along the slip lines are obtained:

(51)

These are the Geiringer equations [59]. Although
incompressibility is assumed, the velocity component
tangential to a slip line may change. Such a variation is
introduced by the curving of the slip lines. A constant
tangential velocity along a slip line can be expected if the
slip line is straight or if the velocity component normal
to the slip line is zero. The last is the case for curved slip
lines marking the boundary between flowing metal and
dead zones.

Velocity discontinuities can be expected to be present
when the hyperbolic equations are solved. As mass has
to be conserved the velocity component normal to a line
of discontinuity cannot alter when passing through it.
The tangential component, however, may change (Fig.
41b). Hence the discontinuity line may be looked upon
as one along which the rate of shear is infinite. The
discontinuity line will then also be a slip line. Along such
a line the change in tangential velocity will be constant.

Two theorems that are of practical interest when a
slip-line field is to be drawn are Hencky’s first and second
theorem. These follow directly from the Hencky
equations. The first states that the following relations

Figure 41 (a) Area with uniquely defined slip-line solution. (b) Mikhlin coordinates, ξ,  and η,  in relation to slip-line grid.
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can be taken to hold for the values of  and p in the
points A, B, C, and D in Fig. 41b:

(52)

Thus when going from one slip line to another in the
same family the angle is turned and the pressure change
will always be the same.

Hencky’s second theorem is based on the first and
states that the curvature of lines of the other family
decreases in proportion to the distance traveled along a
slip line. If R and S are the curvatures along the α- and ß-
lines, respectively, and σa and σß the corresponding
coordinates, the theorem yields:

(53)

The last is a result of the mere definition of curvature. As
can be seen, the curvature will decrease steadily as one
moves to the concave side of the slip line. If the plastic
zone extends sufficiently far, the radius of curvature
finally vanishes. Discontinuities may, however, exist. The
differential equations [Eq. (53)] are of the same form as
Eq. (51). Furthermore, by moving along the slip lines,
the Mikhlin coordinates shown in Fig. 41b will change
according to an equation of the same form:

(54)

The equations of the slip-line theory can either be solved
analytically, numerically, or graphically. Complete
analytical solutions are available for only a few problems.
An example that will be provided is the process of
frictionless plane strain extrusion at R=3. If an area is
determined uniquely by the stress boundary conditions,
however, the pressures and slip-line directions at a point
(m, n) can be determined directly from known values at
neighboring points by the Hencky equations:

(55)

(56)

The velocity field and the geometry of the slip-line field
have to be calculated with the help of Eqs. (51), (53), and
(54) within the area that is defined uniquely by the

boundary solutions. If the slip lines are curved at all points
a closed-form solution may be obtained by combining each
pair of equations to the equation of telegraphy:

(57)

f may in this case be either the velocities, curvatures, or
Mikhlin variables. α and ß are the coordinates along the
slip lines and are related to  as where  is a
reference. Depending on the curvatures of the slip lines,
a solution giving the form of the field and the velo-cities
will be provided by either the modified Bessel function
of the first kind or the Bessel function of the first kind:

(58)

(59)

The constants will then be determined from the boundary
conditions.

As the analytical solution may be hard to perform,
the geometry of the slip-line field may be calculated
numerically by the discretization of Eq. (54). A constant
angular distance in both α- and ß-direction is chosen.
The values of the Mikhlin coordinates in a point (m, n)
are then calculated as those in neighboring points (m, n-
1) and (m-1, n) are already known.

(60)

(61)

µ and λ are either -1 or 1 depending on whether 
decreases or increases when going from the neighboring
points. The velocity field can be found in the same
manner.

A complete geometrical slip-line solution is provided
by Prager’s method [60] (Fig. 42). As three aspects are of
interest, the stress state, the velocity distribution, and the
geometry of the slip-line field, it seems natural to generate
three geometrical representations, the stress plane, the
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hodograph, and the physical plane. The stress plane
consists of a number of Mohr’s circles, representing the
state of stress at all points in the material. As the material
is assumed to yield, all states provide circles with the same
radius, k. The position of the pole will then be of primary
interest as it will characterize the state of stress. When
one moves along a curved slip line, the stresses are
observed to change and consequently also the position
of the pole. Lines showing its movement can then be
drawn in the stress plane. The lines corresponding to the
movement along an α- and β-lines are the cycloids that
would be generated if the Mohr circle had rolled without
slipping on the lines τ=k and τ=-k. More importantly, it
can be shown that their form corresponds to the form of
the slip lines in the physical plane.

The hodograph is simply a representation of the
velocity vectors at each point in the physical plane. The
vectors are constructed from the same point so that the
changes in velocity between two points will be given by
the vector drawn between their arrow heads. An
important property is that while the slope of the α-line is

, the relation dvy/dvx will be –cot  along the line. Hence
the vector giving the change in velocity at a point will be
directed normal to the slip lines. This is in accordance
with the fact that no elongation will be expected along
the slip lines.

9. Frictionless Extrusion with R=3

A simple analytical slip-line solution may be obtained if it
is assumed that extrusion of R=3 with no friction forces

along the container wall and die is performed as shown in
Fig. 43a. The problem is regarded as one of steady state. A
velocity is prescribed for the piston. Other boundary
conditions are assumed to be expressed in terms of stress.
Neither a bearing channel nor a puller is included in the
analysis. Therefore the material will be free from tractions
at the die opening, σx=0 and τxy=0. It may then be seen
that some kind of discontinuity must exist as equilibrium
does not allow the stress component along the x-axis to be
zero for the material close to the die. The solution is the
construction of a fan field as this allows an abrupt change
in the hydrostatic pressure along a given line.

If it is assumed that the state of stress in zone I is one
of yielding, it can be determined uniquely by the
boundary conditions. The Mohr circle reveals that the
stress component σy=-2k. As a result the lines of
maximum shear must be inclined at an angle of π/4 and -
π/4 to the x-axis. Hencky’s first theorem indicates that
both the angle and the hydrostatic stress, π=k, will be
uniform in zone I, and therefore it will have the form of
a triangle with straight edges.

In zone II the α-lines are taken to be radial and ß-lines
tangential. As the radial lines are straight, the hydrostatic
pressure can be expected to be uniform along these lines.
A singularity will then exist at the point where the radial
lines run together, the presence of a sharp edge being the
cause. Along the ß-lines the expression  is constant.
If  is chosen to be -π/4 at the boundary between zone I
and zone II where p=k, the pressure along an arbitrary ß-
line will be . The boundary to zone III
will be a straight line at . The reason is that the

Figure 42 Slip-line solution by Prager’s method: (a) the physical plane, (b) the stress plane, (c) the hodograph.
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Figure 43 Slip-line solution for indirect extrusion at R=3. (a) Geometry and slip-line grid. (b) The hodograph (velocity
field) and the flow lines. (c) The state of stress.
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characteristics also in this region must be straight and
inclined at an angle π/4 and -π/4 because of the boundary
condition τxy=0 at the die. Hence the hydrostatic pressure
increases from k to k(1+ π) from regions I to III. This
corresponds to a movement of the center of the Mohr circle
a distance kπ to the left. The coordinate stresses in region
III may then be calculated to be:

(62)

(63)

τxy=0 in accordance with the boundary condition and
Hencky’s first theorem. These results can also be obtained
graphically through Fig. 43c. The stress component σx

constitutes the pressure experienced by the die.
The velocity field may then be calculated. The material

to the left of the plastic zone is assumed to be rigid and is
therefore expected to move with the same velocity, V, as the
stem. As the incompressibility condition can be expected to
hold, the velocity of the extruded profile will be R·V. The
straight characteristics of region I indicate a uniform velocity
of the same magnitude in the x-direction. In region III the
material must flow along the die surface. As the
characteristics are straight also in this region, one must
expect that the velocity is uniform. The line that separates
region III from the rest of the container must then be a
velocity discontinuity. As expected, this is also a slip line.
The change in flow velocity will be directed tangentially to
the discontinuity line and be  (Fig. 43b). As can be
seen, the flow velocity in region III will also be V.

The remaining question is then how velocity changes
take place in the fan. The simplest way to answer this is
by constructing the hodograph (Fig. 50b). The velocity
vectors representing regions I, III, and IV are drawn first.
The vector representing the discontinuity between regions
III and IV is then added, confirming assumptions made
earlier. One should notice, however, that the magnitude
of a velocity discontinuity is constant along a
characteristic. Therefore the velocity discontinuity at each
point along the outer ß-characteristic may be drawn as a
radial line with a length  starting from the end of
the velocity vector of region IV. The circle sector
generated in the hodograph will span the same angle, p/
2, as the sector in the physical plane. Thus there must
also be a velocity discontinuity of the same magnitude
on the border between the fan and region I. As expected,

the geometry of the hodograph resembles that of the
characteristics in the physical plane.

The main objective for using the slip-line theory is to
obtain a simple mathematical description of the flow
paths and deformation history. The uniform flow velocity
in regions I, II, and IV may easily be described by constant
components in the x- and y-direction. In order to obtain
expressions for the velocity in region II one has to apply
the Geiringer equations. In polar coordinates the criterion
of no elongation along stream lines may be written as:

(64)

The first equation confirms that the radial velocity only
will be a function of the angle . As no radial
discontinuity in velocity can be allowed for a material
particle going from the outer field and into the fan, vr

must be a cosine function which yields -V for =0. The
second equation of Eq. (64) may then be solved with the
boundary condition . The velocity
components in the fan are then:

(65)

The shear-strain rate and equivalent strain rate may be
calculated from the above expressions:

(66)

With the help of the definition of radial and tangential
velocity, the flowline through the fan for a particle
starting at  on the boundary may be calculated:

(67)

Integration and use of the known starting point 
at an edge of the fan provide the equation for the flowline:

(68)

Some of the possible flowlines are shown in Fig. 43b. If
such a line enters the fan at r0 on the characteristic

4, the ratio r/r0 will be independent of the value of
r0. This is because of the lack of variation in particle
velocity along an a-characteristic. As a result, all such
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flowlines in the fan have the same form. By inserting data
one finds that r<r0 for all  except when r=r0=0. This is
in accordance with the fact that the material is
compressed during extrusion.

The study of deformation of rectangular grid patterns
constructed on the billet proves valuable as it opens for a
comparison of the experimental and analytical results.
Furthermore, emptying diagrams, which can be derived
numerically, may also provide information about the
origin of material particles in the profile. Thus at least
qualitative data on the deformation of material particles
and the danger of inferior surface quality due to the
inflow of particles from the billet surface may be obtained
through the use of slip-line theory. If one is to relate the
position of a particle in the billet to that in the extruded
profile, one has to calculate both the coordinates of the
path line and time spent on traveling along the line. As
material particles in all but the fan region are expected to
run along straight lines with a prescribed velocity, most
of the necessary calculations are trivial. In the fan, Eq.
(68) describes the flowlines. The corresponding
expression for the time needed for a particle to travel
from one point on the flowline to another must be derived

from the definition of tangential velocity, .
An integration then results in:

(69)

where and are the angles marking the starting point and
the endpoint of the flowline, respectively. In order to
calculate the time spent on going through the whole fan,
one must set  and (r0, 0) equal to either (r0<R,
-π/4) or  depending on the boundary
section of the fan crossed.

Figure 44a reveals the geometry of the calculation
model. The deformation of a straight line starting at

Figure 44 Material deformation in extrusion with R=3 and v0=0.05 m/sec. All times in seconds. (a) The deformation
of a line which is straight at x=2L=0.2 m and t=0 sec. (b) The emptying diagram. (c) Velocity vectors.
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x=2·L is then studied by calculating the time taken for a
particle to flow from the line to various points and then
drawing iso-time curves. In the region denoted IV, the
material will move uniformly and the line will remain
straight until a part of it touches the fan. The material in
the fan will then accelerate, and because of the geometry
of the fan field part of the line at a short distance from
the centerline will move forward relative to line segments
both on the left and the right side. Particles on the
centerline will experience a sudden increase in velocity
when entering region I. However, it turns out that some
particles that have been accelerated through the fan on
the average will move the fastest and thus constitute the
most forward part of the iso-time curve in the profile.
The particles close to the container walls will be delayed
because of the long distance they have to travel. Because
zero friction conditions are assumed, however, material
from the container surface will eventually reach the
profile surface and potentially cause poor surface quality.
Dead zones will not be present. The last observation is
confirmed by Fig. 44b, which is the emptying diagram
for the model used. The diagram is obtained by
calculating the time each particle in the container will
need to reach the die opening of the container. Iso-
residence-time curves are then drawn. The two diagrams
presented essentially give the same description of the
extrusion process.

If it is assumed that extrusion is performed with a high
flow rate, heat transfer will mainly be convective and the
temperature of a particle will at any point be proportional
to the amount of heat received. Conditions are then assumed
to be adiabatic. As a material is deformed, the energy spent
on deforming it will be either stored in the microstructure
through a high dislocation density or dissipated as heat. In
the case of cold working the first part will not amount to
more than about 5%. As both work hardening and
recovery/ recrystallization take place during extrusion the
dislocation density does not necessarily increase and
therefore the part of the energy stored in the microstructure
may be neglected. As a result one may roughly state that the
increase in thermal energy of a particle will be equivalent to
the heat provided by dissipation:

(70)

where ρ is the density and c the heat capacity. The
temperature will increase through the fan and-when
crossing a velocity discontinuity. In the areas where the
material moves with a uniform velocity, no strain rates are
expected and therefore no increase in temperature either.
An analytic expression for the rise in temperature through

the fan is obtained by performing an integration of Eq.
(70) with respect to the time spent on traveling from one
point, (r0, 0), to another, . Equation (66) is an
expression for the equivalent strain, and Eqs. (68) and (69)
must be applied as they describe the path followed and
relate the time increment to an increment in the angle, .
If k is taken to be constant, an expression for the difference
between the temperatures at two points in the fan is:

(71)

If  and integration is performed the result is:

(72)

The adiabatic temperature change through the fan is only
dependent on the point where the material enters and on
the total angle turned. In other words, an increment of
temperature change will only depend on the increment
of change in angle. The material that enters the fan at the
angle =π/4will experience a temperature rise that is
independent of r0, and therefore the material closest to
the surface will leave with a uniform temperature.
Although the value of the strain rate goes to infinity for
small radiuses, temperature changes will be limited as
the time spent in the fan approaches zero. If, however, a
material particle enters the fan at an angle , the
increase in temperature through the fan will be smaller,
and the material in the center of the profile can be
expected to be colder than that on the surface.

Velocity discontinuities represent areas of concen-
trated shear. If it is assumed that the discontinuity has a
certain thickness, δ, the strain rate experienced by a
particle going through a discontinuity will be ,
where ∆v is the sudden change in velocity tangentially to
the discontinuity. The time spent on passing the
discontinuity will be ∆t=δ/vn, where vn is the component
of the velocity normal to the discontinuity line. The total
straining of a material particle going through the
discontinuity will then be . On the
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discon-tinuity between regions III and IV, vn can be
expressed as:

(73)

In the same way the discontinuities between the regions I
and II and II and IV can be shown to give the total strain
of 2/3 and , respectively. The rise in
temperature due to a number of velocity discontinuities
can be calculated to be:

(74)

If it is assumed that the billet originally has a uniform
temperature of 450°C, the adiabatic temperature at a
certain point may be calculated simply by adding the
contributions from all areas of shear the particle at the
point has passed. The result is shown in Fig. 45a. In
reality, both the friction at the container wall and at
bearing surfaces will contribute to even higher
temperatures close to the surface of the profile. The
adiabatic assumption may also often prove to be not
entirely correct, and as a result, the temperatures at least
in the profile leaving the container may be lower and
more uniform than expected.

10. Alternative Slip-Line Fields

The motivation for choosing a case with an R-ratio of 3
and frictionless conditions is mathematical simplicity and
not the model’s coherence with reality. Extrusion usually
takes place at R-ratios that can be many tenfolds larger
than 3, and because of the presence of friction, the
velocity fields differ significantly from the one proposed.

However, as the extrusion process traditionally has been
a popular test case for the application of theory, a large
number of analytical and semianalytical slip-line
solutions have been found. Books on the classical slip-
line theory [61, 62] present quite a few problems with
different assumptions connected to friction and
reductions.

Figure 46 gives an example of a slip-line field in the
case where there is sticking friction between the flowing
metal and the tooling. If the friction model is to be that
of Tresca, the shear stress between the container wall and
the flowing metal is equal to the shear yield stress of the
metal. As this is also the maximum shear stress possible,
the slip lines that interfere with the walls have to be either
normal or tangential to it except at singularities. The slip
lines of both families also have to meet the center axis at
an angle of π/4 because of the symmetry condition. The
slip-line field may then be calculated both analytically
and numerically as earlier described.

When applying numerical methods the slip lines in
the grid should be separated by a constant increment of
the angle, ∆ . The geometry of the container, particularly

the R-ratio, will uniquely determine the angle between
the outermost radial lines of the fan. If R reaches about
12.5, the analysis breaksdown as the upper radial line
then is tangential to the surface of the die. When the slip-
line field is determined, the stresses follow directly from
Hencky’s equations. The coordinates in an xy-system may
be calculated by starting at the fan and working outward
under the assumption that the line segment between two
nodes is approximately straight.

In order to obtain the velocity field, the boundary
conditions have to be determined. The material to the
right of the slip-line field is assumed to move uniformly

Figure 45 (a) Temperatures given under adiabatic conditions with billet preheated to 450°C. (b) Hydrostatic pressure
during extrusion (MPa).
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at the pace of the piston. This can be used to calculate
the velocity components along the velocity field in the
rightmost part of the slip-line field. In the dead zone the
material velocity is expected to be zero, and velocity
components normal to the closest slip line vanish.
Consequently, the velocity tangential to this slip line is
constant and equal to the velocity of the piston, which is
then also the magnitude of the velocity discontinuity
along the line. A last boundary equation is that the
components of velocity along the symmetry line must be
equal as it is a flowline. In order to obtain a numerical
solution to the problem a discrete form of the Geiringer
equations has to be applied. The values of the
components of velocity in a node are then found from
the corresponding values in the neighboring nodes. By a
method of trial and error, the velocity components at all
points on the symmetry lines are varied until all boundary
conditions are satisfied simultaneously.

11. The Slab Method Applied in the Study of
Friction on Bearing Surfaces

The strip or slab method, which is part of the elementary
plasticity theory, is based on a simplified view of the state
of stress in the material. Usually, only conditions of plane
strain are considered. The work piece is directed along
an axis, say the x-axis, and then divided into a number
of infinitesimally thin strips, each with a thickness dx.
These are studied individually. In order to make this
division worthwhile one has to neglect all other velocity
components than that along the x-axis. At the same time
one assumes that the principal directions of stress and
strain are along the coordinate axes. Differential relations
describing both the velocity field and the stress field may
then be obtained simply by asserting that the equations
of conservation of volume and motion in the x-direction

have to be satisfied. The relation between different
components of stress is obtained through the Tresca yield
criterion.

The slab method has been applied on a range of
problems connected to materials forming, such as
drawing, rolling, forging, and extrusion. The results
obtained are usually the forming forces, which must be
taken strictly to be the lower bounds as the method is
based on equilibrium considerations. However, the slab
methods will at best only give a simplified view of the
stresses and deformation in the metal and at worst
provide totally erroneous results. This is especially the
case when the slab method is applied in the study of the
relatively complex flow in the container during extrusion,
as the assumption regarding the principal directions of
stress need not be correct. Another problem is that the
slab method does not accept large changes in geometry
along the x-axis because the analysis then will be
inconsistent. The extrusion force may be calculated to be
in accordance with the relation F=a+b ln(R) also with
the slab method, but one must be aware of the fact that
the method of calculation only guarantees the result in
case of small values of the reduction ratio.

In relation to the extrusion process, the slab method
may probably most effectively be applied in the study of
the pressure build-up through the bearing channel.
Usually, analytical solutions neglect the presence of such
a channel altogether, but in practical extrusion bearing
surfaces of zero length are neither possible nor desirable.
The pressure build-up caused by the friction between the
flowing material and the bearing surfaces may actually
be utilized to control the flow and therefore also the
proflle quality. The aim will then always be that the
velocity in the cross section of the profile leav-ing the die
should be as uniform as possible and that no internal
stresses should be generated. The general rule is that a

Figure 46 Slip-line field for the direct extrusion of aluminum under the assumption of full sticking at the walls of the
container and the die.
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material particle will flow in the direction of the lowest
pressure gradient. If the material flows too fast over a
certain part of the cross section as a result of low flow
resistance, one must attempt to force the material flow
in other directions by increasing the length of the bearing
channel and thereby also the total friction force. As less
material then is expected to enter the region, the flow
speed is reduced and hopefully made more equal to that
of the neighboring parts of the cross section.

When bearing channels are not properly adjusted, as
often is the case in connection with complex die
geometry, the result will be unbalanced and uncontrolled
flow but not necessarily totally unusable products. If the
material flows faster in parts of the cross section, the
profile can be expected to bend as it leaves the die. If
velocity gradients perpendicular to the flow direction also
exist during further extrusion, the profile walls may
buckle or twist in areas with too great speed and
experience thinning or even tearing where the velocity is
too low. However, as more of the profile is extruded the
material will usually leave the die at an almost uniform
speed. This is because velocity gradients will cause shear
stresses, which in turn will contribute to the reduction of
such gradients. The result is that residual compressive
stresses can be found in parts of the profile that
experienced the largest flow velocity in the bearing
channel. Tensile stresses will be generated in slow flowing
parts so that a force equilibrium will eventually exist.
This self-stabilizing effect is present in a number of metal-
forming processes and explains why relatively
satisfactory product quality can be obtained without total
process control. However, complete reliance on such an
effect is not desirable as the control of flow velocity in
products with variable wall thickness and especially in
thin-walled section is inefficient. Furthermore, residual
stresses have to be properly removed by a stretching
operation. This is particularly important if further
operations such as, for instance, bending are to be
performed on the profile.

The lengths of the bearing surfaces may be from a
couple of millimeters to about a centimeter, and the
surface area constitutes only a very small percentage of
the total area of interaction between the flowing metal
and the die. Furthermore, short bearing surfaces are
generally preferred as they generate less friction and
therefore reduce the need for a large extrusion force.
However, even relatively short bearing lengths generate
large increases in the needed extrusion pressure. And
most importantly, the interaction between the flowing
metal and the bearing surfaces is maybe the most complex

and variable element of the extrusion process and thus
can be expected to be of prime importance to product
quality. As will be explained in the next section, the study
of interaction between flow stability, die deflection, and
friction in the bearing channel is one of the most
interesting fields of research.

A simple slab analysis will be performed in order to
calculate a rough mean value for the pressure rise through
the bearing channel because of the presence of friction.
As will be explained later, one may assume that the
flowing material sticks to the bearing surface over the
first 4 mm and that the shear stress in the sticking region
is constant and equal to the shear yield stress k. The
friction close to the outlet will be of Coulomb type, and
it is assumed that the shear stress in the slipping region
decreases linearly from the slip point and toward the
outlet. The last assumption is probably only correct if
the normal stress to the bearing can also be expected to
decrease toward the opening. The bearing surfaces are
taken to be parallel at all points. Usually, bearing surfaces
are either converging or diverging and are said to be
designed with a choke or a release, respectively. The
establishment of the position of the slip point where
material starts gliding along the bearings and a surface
may be said to be created represents the main problem.
Although experiments have confirmed the presence of
such a point, and its position has been determined for
various choke angles, bearing lengths, alloys, and
extrusion rates, no rigorous method of estimation for this
parameter has yet been developed. Hence when
performing both analytical and numerical calculations,
assumptions are usually made regarding the position of
the transition region. This introduces an uncertainty into
the analysis. In the following slab calculations (Fig. 47)
the friction against the bearings will be described by the
equations:

(75)

The slip point is thus assumed to be at x=4 mm, and the
shear stress at the opening is set to 5 MPa. Finally, the
principal stress directions are chosen to be parallel to the
coordinate directions. This is actually only correct near
the x-axis, along which the coordinate shear stresses may
be expected to vanish because of symmetry. Close to the
bearing surfaces the presence of the boundary condition
makes it evident that the assumption regarding principal
directions must be incorrect. However, if it is assumed
that the inconsistencies may be neglected, a force
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equilibrium will yield a differential equation for the x-
component of stress:

(76)

Integration from x=8 to x=0 mm then provides the stress
along the bearing channel. First, the integration is
performed from x=L=8 mm to x=xs=4 mm with the
assumption that sx(L)=0. Then, sx(xs)=-70 MPa is found

and the data are used in the integration from x=xs to
x=0. The result is:

From the criterion of full sticking and the above
equations it may be seen that the stress component

Figure 47 Slab model of the material flow in the bearing channel. (a) The geometry of the model. (b) Variation in
stresses and temperatures throughout the bearing channel (L=8 mm). (c) Development of the temperature field in the
bearing channel.

(77)
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normal to the bearing surface will decrease linearly in
the sticking region, which is in accordance with the
assumptions made. At the inlet to the bearing channel
the x-component of normal stress is then calculated to
be -190 MPa. This result may be used as a rough estimate
in a slip-line analysis.

The slab method may also yield a rough estimate of
the temperature increase through the bearing channel.
The y-axis is assumed to be directed normal to the bearing
surfaces. As heat will be generated on the surface between
the flowing metal and the die it is natural to expect that
the temperatures of greatest magnitude may be found in
this area. At the same time, the temperature will increase
steadily toward the outlet of the bearing channel. A
simple approximate temperature field can be assumed to
satisfy the relation:

(78)

where 2s is the width of the bearing channel, and the
parameters Ts and ∆T are only dependent on x. It is then
assumed that all heat generated on the boundary between
the die and the profile will contribute to an increased
temperature in the profile and that heat conduction will
only take place in the y-direction. Thus

(79)

where v is the extrusion speed and τ is the shear stress on
the boundary. ∆T will then be a function of τ and
therefore also of x. In this example the following material
parameters are used: v=1 m/sec, λ=200 W/ mK, ρ=2700
kg/m3 and c=1100 W/mK. For x<4 mm, ∆T will be
constant and equal to the original value of 75°C as the
shear stress is constant. From x=4 to x=8 mm the value
of ∆T will decrease linearly to 12.5°C at the outlet
because of decreasing t. As the heat generation connected
to friction will be spent on increasing the temperature, Ts

must be expected to change along x. As ∆T will not be
altered for x<4 mm, all heat added will contribute to the
increase in Ts. The heat balance for an element is then:

(80)

x is given in millimeters. As only changes in temperature
are to be assessed, Ts(0) is set to 0, and the value of Ts at
x=4 mm can be calculated to be 40.4°C. A similar

equation may be derived from the heat balance in the
case where ∆T varies along x:

(81)

The term 1/3 is due to the parabolic ∆T-distribution.
Integration and substitution of q=-τ·v then yield:

(82)

In the present example a closed-form solution can be
reached if the functions ∆T(x) and τ(x) are inserted. x is
to be given in millimeters.

(83)

The temperature in the middle of the profile at the outlet
(x=% mm) may thereafter be calculated to be
approximately 84.8°C. As expected the temperature in
the midsection of the profile has risen through the bearing
channel, but the transversal temperature gradients are
reduced because of decreasing amount of dissipation
through friction in the slipping zone. If x and y are still
taken to be in millimeters, the total temperature function
may be written:

(84)

The curves for T(x, 0) and T(x, 1) are given in Fig. 47.
Here it is assumed that Ts(0)=500°C and not 0.

12. Numerical Analysis

A complete analytical description of the extrusion process
is of interest because it simplifies parameter studies, and
because numerical results can easily be obtained and
therefore also applied in online process control. However,
such solutions are rarely found for more complex
geometries with multiaxial stress and strain states and
will only, under the simplifying assumption of adiabatic
conditions, yield a proper estimate on both the strain
rate and temperature history. Today, it seems the most
satisfactory alternative or complement to closed-form
solutions has been provided by the finite element method
(FEM) [63–65].
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A FEM solution for a plastically deforming material is,
however, nothing but an upper bound solution, as the
method utilizes the calculation of work done on the volume
of the elements during a virtual deformation. The main
difference between a numerical and an analytical approach
is that fewer elements usually are applied in the latter, and
therefore that the corresponding kinematically admissible
velocity field provides a higher upper bound. If one assumes
that the material model and boundary conditions give an
accurate description of reality, a numerical method will, in
the very limit of infinitesimal elements, yield a solution that
is correct and continuous. Such is evidently unachievable as
the number of elements and therefore also the computation
time would be infinite. Presently, the numerical codes for
axisymmetric and plane strain solutions work satisfactorily,
and some approaches have been made in order to solve
problems of the full three dimensions.

Undoubtedly, the finite element method constitutes a
valuable tool when one is to simulate both the continuum
thermomechanical and metallurgical aspects of the
extrusion process [66, 67]. The approach, however, has
to be indirect as the FEM method does not address
problems at the micromechanical level. Firstly,
constitutive relations such as that of Zener-Hollomon
may be determined experimentally, and one should
therefore be able theoretically to predict material
behavior with the help of the principles of metallurgy.
Furthermore, material anisotropy may be determined
from metallurgical studies, and such information may in
theory, although still not in practice, be implemented in
a numerical code. Shorter routines for calculation of
changes in the microstructure of the material after and
during extrusion may also be added to the FEM program.
The elongation, shearing, and rotation of grains can then
be calculated through a Taylor analysis [68], and
although the theoretical fundament of this approach is
far from flawless, experiments tend to give results in fair
accordance with calculations. By obtaining information
about the stain, strain-rate, and temperature history of
each particle one should also be able to assess the degree
of recrystallization and changes in dislocation density.

Numerical modeling of extrusion also has other
advantages over analytical calculations. As conduction of
heat may be simulated, one need not limit the analysis to
one of large extrusion rates and adiabatic conditions [69].
Furthermore, the equilibrium and energy equations may
be solved simultaneously, the result being that one manages
to capture the strong two-way thermomechanical coupling
inherent in the equations. Whereas simpler calculations
may be performed so that the temperature field is affected
by mechanical dissipation, one will hardly be able to model

the temperature’s influence on the constitutive relation.
Consequently, information on the softening effect on
material during extrusion is lost in analytical calculations.
One may, however, argue that calculations with one-way
coupling and a perfectly plastic material model will give
results not far away from those provided by a more
complete model. The reason for this is that larger strain
rates and the higher temperature caused by increased
dissipation affect the shear yield stress in opposite
directions. Furthermore, as shear deformation
preferentially takes place on planes with the lowest shear
resistance, there is some kind of self-regulating mechanism,
which establishes a state of quasi-equilibrium between the
deformation and temperature field at all times. Although
it has not been proven, one may expect that the shear stress
on the planes of deformation will approximately be a
constant, a yield stress.

Numerical simulations are also advantageous in that
they have the potential for capturing the thermomech-
anical interaction between the flowing metal and the
tooling. Until now only two aspects of this coupling have
been properly exploited, the description of friction on
the bearings and on the container wall and the description
of heat conduction between the tools and the aluminum.
A solution of the complete heat conduction problem can
only be found if the geometry of the stem, die, and
container is prescribed, the mode of heat exchange
between the flow and the tools is determined and the
temperature field is calculated by FEM. Various FEM
packages perform this calculation in a satisfying manner.
Few numerical codes, however, provide solutions for
deformation of and stresses in the die, container, and
stem, and as most programs only manage to describe
plane or axisymmetric geometry, the solutions that exist
yield insufficient information for use, for instance, in the
construction of dies [70]. Full thermomechanical
description of this coupling for 3D geometry would be
valuable as it would increase the understanding of how
the deformation of the die influences the aspects of profile
quality such as dimension and surface finish, and because
it could be used as a tool for designing new dies and
profiles. A study of such is today hindered by the
extremely long calculation times for 3D codes and
incomplete understanding of friction phenomena
especially in the bearing channel.

(85)

(86)
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Equations (85) and (86) are the equations of motion and
energy, respectively. ρ is the density of the material, u0 is
simply a reference velocity. The total stress σij is
composed of a deviatoric and a hydrostatic part, sij and -
p δij, respectively. Equation (85) reveals that a numerical
procedure takes the acceleration terms into account. This
stands in sharp contrast to analytical solutions, which
usually assume steady-state conditions. Such an
assumption is, however, only satisfactory in the mid-part
of the extrusion charge. The extrusion process is transient
in nature, and especially in the first and last parts of the
extrusion run will a steady-state assumption lead to
numerical errors of some magnitude.

The description of the problem is, however, not
complete as the constitutive relations are not defined. The
usual assumption is that conduction is determined by
Fourier’s law, and a Zener-Hollomon relation may be
applied in the mechanical equation. The last defines only
a relation between shear stresses and strains, and the last
equation of interest is that of incompressibility. Elastic
effects may also be simulated, but as earlier explained
calculations then tend to be more complicated.

An element formulation may then be reached by
multiplying Eq. (85) by a virtual velocity, Eq. (86) by a
virtual temperature, and the incompressibility equation
by a virtual pressure, applying the constitutive relations
and then integrating over the complete volume of the
element. A system of equations which yields the change
in velocity, pressure, and temperature over a time
increment is then reached. If the temperature and velocity
fields are to be solved simultaneously, calculation times
may be very high. Instead, equations of temperatures and
velocities/pressures are often uncoupled and calculated
separately by an iterative technique. The reference list
provides an example of a system of equations for one
element, which is solved in the numerical program
ALMA2π [71]:

(87)

(88)

The different k’s represent “stiffness” matrices and the
S’s are the “loads.” In the energy equation [Eq. (88)] the
temperature state of the last time step as well as the
dissipative heat will be the loads. Besides the traditional
loads on the nodes, the acceleration term will be regarded
as a load in the mechanical equation [Eq. (87)].

A number of codes, which can be utilized in the study
of extrusion, have been developed. Some of these
programs are made with somewhat more general
perspectives but function quite well in the study of
extrusion although they are not ideally suited. One such
program is FIDAP, which is addressing more general fluid
mechanical problems with an Eulerian perspective, and
others include Forge2, Autoforge, and Deform, which
are Lagrangian programs meant to handle various
problems in the field of materials forming. The main
weakness of all these codes is that they originally were
not meant to handle the special geometry of the extrusion
process. Problems arise when material is entering the
bearing channel and undergoes extreme deformation. In
Lagrangian programs elements are severely deformed and
will not yield proper results unless remeshing is
performed continuously. In Eulerian codes a constant
velocity at the outlet cannot be specified, and therefore
one will not be able to simulate the self-stabilizing effect
that usually takes place in the bearing channel. Special
programs that handle most case-sensitive aspects have
been developed. One such program is ALMA2π, which
has been developed at SINTEF/ Norwegian University of
Science and Technology supported by Hydro Aluminium.

Experiments performed with the split-billet technique
indicate that material deformation during extrusion is
localized to very narrow shear zones as the one extending
from the outlet of the container toward and along the
container wall. This is typical for plastic deformation as
the underlying equations in the case of constant yield
shear strength will be hyperbolic and in fact allow distinct
velocity discontinuities. Infinitely large spatial changes
in velocity cannot, however, be found for results provided
by FEM, as the underlying equations are no longer
hyperbolic, and as the solution itself is not given as a
continuous function in space. A perfectly plastic material
behavior for the whole billet is in fact impossible to
simulate with methods known today, as the stiffness
matrix will be singular and the velocity field
indeterminate. Furthermore, if the material shows very
low strain-rate hardening, calculation times tend to be
very long because a great number of iterations are needed
to determine the states of deformation and stress. If
sufficiently small elements are applied and the strain and
strain-rate hardening exponents in a Norton-Hoff
relation are taken to be sufficiently low, however, results
in satisfactory accordance with as well analytical as
experimental result can be obtained. Figure 48 provides
a comparison of a deformed network found
experimentally and numerically. When studying the
figure, one should remember that the flow in the
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container is more easily simulated than that in the bearing
channel, and that numerical results need not be that
satisfactory in regions with large strain rates.

V. RESEARCH TOPICS

The use of aluminum sections in buildings, architecture,
furniture, transport, electronic equipment, heat
exchangers, and in mechanical design generally is well
established. The thin-walled complex, multifunctional
shape, with its low cost dies, with its availability,
flexibility in shape, ease of fabrication, and attractive
surface, has made it a favorite for the creative designer.
Many successful products have been created. Still there
are considerable innovative potentials in exploiting the
extrusion technology, its downstream processes, and the
aluminum alloys. Particular challenges are within the
following areas:

• Reducing the variability of dimensions, shape,
properties, and surface appearances without cost
increase.

• Reducing wall thickness with narrow tolerances and
increasing the strength of a section at reduced cost.

• Combining generally available sections to large
sections by stir welding, instead of using large
presses for large sections with limited availability
and high cost.

• Combining extrusion, bending, and hydroforming
for cost-effective production of complex 3D shapes
with narrow tolerances and properties.

As will be and has been shown in this chapter, the hot
extrusion process is characterized by:

• A strong interaction between mechanical, thermal,
and metallurgical parameters during a press cycle.

• A continuous and transient variation of
temperature distribution and metal flow field in
container and die during the press cycle. Each
material element goes through a different
thermomechanical history.

• Sharp gradients in strain rate and temperature, both
spatial and temporal, when the deforming material
flows into and through the bearing channel.

• An interaction between the displacements of the
bearing channel walls, bearing channel friction,
formation of the section surface, and the stability
of flow.

• An absence of adequate inline sensors, predictors,
and actuators for controlling the variations in
dimensions and shape of the extruded sections.

• An absence of analytical models of the extrusion
process being able to “catch” the basic feature of thin-
walled extrusion; the self-stabilization of the process.

• An absence of 3D numerical codes that are at a
stage of development where studies of the self-
stabilization-phenomenon can be studied.

Some selected research topics will be discussed that now
seem ripe for “attack.” These topics are considered as
fundamental, precompetitive problems that will form the
base for the scientific theory of thin-walled extrusion.
According to Støren [72], by the theory of extrusion we
understand a theory that is able to make predictions about:

• The flow pattern, the distribution of temperature
and stresses, and the evolution of the microstructure
of the deforming material in the container and the
whole process.

• The properties of the extruded, heat-treated, and
fabricated section as a function of chemical
composition, initial microstructure, shape of the
section, and the parameters of the processes that
the section passes through from raw material to
finished product.

• The sensitivity to variations in the die and section
design and processing history on the material

Figure 48 Comparison of numerically calculated (a) and
experimentally found flow field (b) for a reduction ratio
of about 6 and under the assumption of full sticking at
walls.
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properties, surface, dimensional tolerances, and
optimal processing speed with a specified shape,
alloy, and production setup.

As pointed out by Bishop [73] already in 1957 one has to
apply the continuum thermomechanics of extrusion to
quantify phenomena that are primarily of metallurgical
origin, such as speed limit phenomena, flow resistance,
the evolution of microstructure, and the properties of the
extruded section. A fully coupled theory of mechanical,
thermal, and metallurgical parameters has to be
developed therefore. This then may give the basis for the
synthesis of alloy development, process innovation, and
production optimization that is needed to release the
potential of extrusion-based components and products
with respect to the improvements in quality properties,
economic efficiency, and ecological effectiveness (Figs. 14
and 15). In the following, a possible “research strategy”
to achieve this is outlined.

A. Numerical 3D Simulation and
Laboratory Extrusion Experiment
Validation

The development of software for 3D thermoelasto-
viscoplastic flow of metals in interaction with
thermoelastic deflections of the tooling and the die is

now approaching a level of precision and speed that
the basic problem of the thin-walled extrusion process
can be attacked [74], namely, the phenomena of self-
stabilization. With self-stabilization one understands
the ability of the process to react to variations in the
flow-, temperature-, and flow-stress field of the
material approaching the bearing channel in such a
way that the variation in dimension, shape,
microstructure, and surface properties is kept within
the required limits during a press cycle. In order to
study this basic phenomenon in a systematic and
quantitative way, the following set of systematic
experiments is proposed (Fig. 49):

• Thin strip extmsion
• Thin-walled tube extrusion
• Rectangular hollow thin-walled section

For the thin strip the width is kept constant, whereas the
thickness is gradually reduced, giving an increase in
reduction ratio, until instability in the form of buckling
of the section is reached. In the tube, the reduction ratio
is kept constant, whereas the tube diameter is increased
and the wall thickness is decreased until the limit of
satisfactory extruded section is reached. In the
rectangular hollow section, the cross-sectional area of
the mandrel and the thickness of the section are kept
constant, whereas the width/height ratio is increased until

Figure 49 Generic sections for 3D modeling.
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the limit of satisfactory extruded section is reached. In
the numerical simulation of these processes one will see
that bearing channel phenomena will have a major
influence on the simulation results.

B. Die Deflections, Friction, and Surface
Formation in the Bearing Channel

A proper understanding of the interaction between the
aluminum and the bearing surfaces has been viewed as a
key to controlling dimensional variability and surface
quality of the extruded proflles, and intensive research
has, over the last few years, been undertaken in this field
[75]. Most of the interest has been connected to the study
of choked dies as only these are of commercial interest. If
the die is designed with a release, friction forces will
naturally be lower. However, the surface quality will
usually be unsatisfactory as tearing, die lines, or streaking
may be caused by pickup deposited directly behind the
main area of contact between the die and the extruded
metal.

Because of the existence of friction forces and a
nonlinear material model, the flow through the bearing
channel is a plug flow driven by the change in pressure
from the inlet to the outlet. However, as the bearings are
relatively narrow, a steady state can hardly be obtained.
As a result, the velocity profile may be expected to change
almost continuously through the bearing channel. In the
inlet, velocity components normal to the bearings will
exist as the material flow enters the channel from the
container. At the outlet the velocity field ought to be
uniform.

Figure 50 shows some of the phenomena observed in
an experimental setup of extrusion of a thin strip with a
split die, advised by Abtahi [76–78] and further studied
by Tverlid [79] and Aukrust et al. [80]. At the inlet to the
bearing channel, the flowing material is sticking to the
die to high contact pressures. By this, one understands
that there will be no relative velocity between particles
on the boundary between the metal and the tool and
therefore no distinct surface of the extruded metal either.
The shear stress will be given by the constitutive equation

Figure 50 Bearing channel friction and stability of flow.
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of the deforming metal and may be relatively high
because of high strain rates, 1000 to 10,000 [1/sec]. As
the pressure normal to the bearing surface decreases
toward the outlet, however, one is to expect that the
sticking friction at a certain point, the slip point, must be
replaced by sliding. The sliding friction is regarded to be
of Coulomb type as there will only be partial contact
between deforming material and the bearings, and the
magnitude of shear stress is found to be dependent on
the pressure normal to the bearing surface. Over a relative
short distance denoted the transition region the slipping
speed is increased from zero to full outlet extrusion speed.
A positive gradient in the slipping speed means that new
surface is forming. In the same region material particles
will also move in a direction normal to the bearings. The
position of the slip point will be determined partly by the
normal stresses in the end of the bearing channel, the
angle of choke, which affects the pressure build-up, and
the inlet radius to the bearing channel. Only in the
limiting case of very large angles should one expect the
slip point to be close to the outlet.

The surface structure and topology of an extruded
section is created and modified in the transition and
slipping regions. Furthermore, the presence of a layer of
oxidized metal is thought to be important to both the
friction conditions and surface generation. While such a
layer is broken up and removed from the sticking region
of the bearing surfaces, it remains attached to the
bearings and simplifies gliding in the region of slipping.
In the case of extrusion with the 6XXX series of alloys, it
has been found that microdie lines present on the profile
surface can be related to hard particles existing in the
adhesive layer of the slipping region. The regions of slip
and stick may easily be identified on the bearings of a die
after extrusion as a relatively thick adhesive or oxidized
layer is a witness to the presence of the former. Between
the areas of slipping and sticking, a transition region of a
certain length is also found to exist.

During the press cycle, the forces on the die and the
temperature distribution in the die will vary, giving
variations in die deflections. This then, depending on the
tooling and die design, may cause variations in the choke
angle and the bearing channel opening during a press
cycle. These parameters, the normal stress at the outlet
and the deflection of the bearing surfaces of the die,
influence the friction and the local reduction ratio and
thus the pressure build-up in the bearing channel.
Physical understanding and quantification of these effects
constitute a major scientific challenge to the study of thin-
walled, dry friction, hot extrusion of aluminum.

C. The Stability of Flow

When the material in some parts of a thin section tends
to flow faster than the rest of the section, compressive
stresses are set up in those parts and tensile stresses in
others (Fig. 50). The variations in normal stresses over
the cross section of the extmded profile leaving the
bearing channel will influence the position of the slip
point. Under the influence of compressive stresses the slip
point moves toward the outlet, and a higher friction and
thus also a higher pressure build-up in the bearing
channel is experienced. Tensile stresses have the opposite
effect. The slip point is moved away from the outlet, and
friction is reduced in the bearing channel, causing a
reduced pressure build up in the inlet. This conclusion
can be drawn directly from the simple slab analysis in
the previous chapter. The change in pressure distribution,
depending of the material response to stress variations,
will promote a more balanced outlet flow.

If the change in outlet normal stress distribution
causes buckling in the compressive region or thinning
and even cracking in the tensile stress region, or if the
pressure build-up in the inlet to the bearing channel
causes redistribution of loads on the die that give die
defections that act against the self-stabilization effect or
gives unacceptable variations in section thickness, then
the limits of extrudability are reached.

From the description it is clear that a detailed
thermomechanical quantitative model of these effects is
critical if successful 3D computer codes describing the
extrusion process are to be developed. Detailed physical
models of material response, of the conditions in the
bearing channel, of surface formation, and of stick-slip
mechanisms cover several levels of magnitude, from
atomistic to continuum level.

D. Alloy Development, Process Innovations,
and the Limits of Extrudability

Based on the progress of 3D simulation and experimental
validation of flow in thin-walled extrusion, combined
with the

• Computation of the tool and die deflection
• Detailed quantitative description of the response of

the alloy with respect to microstructural evolution and
flow resistance

• Understanding and modeling of the bearing channel
friction and surface formation phenomena

• Prediction of the limits of self-stabilization of flow
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the limits of extrudabilty can be studied in a systematic
and quantitative way. Combined with the knowledge and
creativity of experienced extrusion metallurgists,
production and die experts as well as the product
designers, this new scientific-based knowledge of
extrusion will give way to alloy systems based on recycled
aluminum, new innovative principles of die, tooling and
press design, section handling, and downstream processes
with quality properties, economic efficiency, and
ecological effectiveness that mark the sustainable
products of tomorrow.
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I. HISTORICAL NOTE OF SUPERPLASTIC
MATERIALS

A. Historical Milestones

After considerable debate and deliberations at the In-
ternational Conference on Superplasticity (ICSAM-91)
in Osaka, Japan, superplasticity (SP) was defined as the
ability of polycrystalline materials to exhibit, in a gen-
erally isotropic manner, very high tensile elongations
prior to failure [1]. Figure 1 shows a quick snap shot of
historical events that have marked the progress in SP.
Figure 1a is a speculative application of superplasticity
in ancient swords, whereas the dramatic elongation of
1800% in Pb–Sn alloy (Fig. 1c) marked the real begin-
ning of its modern history. An 8000% elongation in
Cu–Al alloy (see Fig. 1b) recorded in the Guiness Book
of World Record invites the attention of scientists and
engineers alike to this interesting field. Finally, Fig. 1d
shows the unusual 120% elongation obtained in ceram-
ics that usually shows an elongation of lesser than 2%.
As much as we struggle to define superplasticity, we find
it difficult to trace the earliest commercial applications
of superplastic forming (SPF). Sherby et al. [2] specu-
late that the ancient bronzes (copper-arsenic) as far back
as in 2500 BC and Damascus steels (ultra-high carbon)
in 350 BC were probably the first applications of SPF.
Novel applications use SP materials ranging from
aluminum-based, titanium-based, iron-based, and zinc-
based metals and alloys to a host of other materials in a
wide range of operating strain rates, as seen in Fig. 2.

Manufacturing methods include single sheets, multiple
sheets with and without diffusion bonding, and isother-
mal bulk-forming processes. As SPF method competes
with other sheet and bulk-forming processes right from
the early stages of design, the unique processing condi-
tions of SPF require that this manufacturing method be
computer-simulated to yield the final product shape and
thickness distribution. This need has led to the develop-
ment of SPF process models, usually based on finite el-
ement formulations and solution procedures. Although
superplastic forming can be applied to both bulk and
sheet forms, the present technology is concentrated on
sheet forms, using mainly aluminum-based and tita-
nium-based materials. In addition, superplastic form-
ing application is focussed on aerospace industry. Al-
though the market share based on cost heavily favors
aeronautical and space industries, based on the number
of products, architectural applications lead the way.
Since the discovery of superplasticity in hard-to-form
materials (nanocrystalline and ceramic materials), metal
matrix composites, and high strain rate superplastic
materials, the interest in superplasticity has been in-
creasing rapidly. However, it is important to understand
the market forces before a new technology (primary and
secondary pracessing of materials and products) be-
comes a success story.

B. Why Superplasticity?

Superplastic forming has become a viable industrial
manufacturing process for specific applications.
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However, SPF has not become as widespread as expected
because of its prohibitive cost. Attempts over the years
have been made to reduce the overall cost in a number of
ways. Metallurgists and material scientists have been
working on reducing the cost of basic materials and sheet
production processes. Manufacturing engineers are
attempting to form a given superplastic material at the
fastest strain rate and lowest temperature, and are
maximizing the number of parts in one forming
operation. The important question is: “How can one
retain the desirable superplastic properties without
heating to the typical superplastic temperature while
forming at the fastest rate?” In other words, what is the
lowest possible temperature and the highest possible
strain rate where acceptable superplasticity can be found?
This question has spurred significant volumes of research
in the past few decades [3].

Before examining the topic of reducing the
temperature at which useful superplasticity is possible, it
is worthwhile to understand some of the key scientific
and technological issues. The key cost and weight savings
in using SPF are clearly demonstrated in Fig. 3. The
advantages of SPF over conventional forming methods
are as follows:

1. Very complex and intricate shapes can be produced
in one operation.

2. Integrated structures are lighter and stronger, and can
replace cumbersome assemblies.

3. It eliminates the need for fabrication and assembly.
4. It reduces the amount of material required.

The above advantages result in lower cost to manufacture
a component [4]. Because the forming temperature is

Figure 1 Historical milestones in superplasticity.
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above the annealing temperature of the material, SPF
components are dimensionally stable and free from
processing-induced residual stresses [5]. When SPF
replaces the conventional forming process, it leads to a
reduction on the order of 30% in weight as well as a
staggering 40% in cost (Fig. 3). SPF process has been
most effectively applied in the aerospace, sports health,
and automotive industries.

There are also certain disadvantages to the SPF proc-
ess that restrict its widespread use. They are as follows:

1. Processing at high temperatures
2. Extended forming times compared to other forming

methods
3. Narrow range of strain rate for superplastic behavior
4. Undesirable thickness distribution in the final com-

ponent.

Because superplastic forming is a high-temperature
process, the die material must be dimensionally as well
as structurally stable at those temperatures for extended
periods of time. Compared to existing hot and cold

forming methods (rolling, stamping, etc.), superplastic
forming is slow and, therefore, the production quantity
for SPF is small to medium in size. SP is extremely
sensitive to the rate of deformation; usually, there is a
very narrow range of strain rate at which optimum
superplastic conditions exist. This requires lengthy trial
and error procedures, or very accurate process models.
These factors contribute to the high cost of the SPF
process, which can only be justified by a few industries,
or highly complex parts. Hence, the lowest possible
forming temperature and highest reachable strain rate
are constantly being sought to ensure a more wide-spread
use of superplastic forming.

C. Expanding Literature Base
on Superplasticity

Superplasticity has been one of the well-researched and
documented subjects in modern times. The subject hap-
pens to be at the confluence of interest to physicists;
chemists; metallurgists; mechanical, chemical, industrial,
and manufacturing engineers; and industrialists.

Figure 2 Overview of superplasticity in a wide range of materials.
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The total number of publications on the subject has been
constantly expanding. There have been numerous
symposiums, conferences, and workshops held all over the
world. There is an international committee on
superplasticity, which sponsors a very well-attended
meeting every 3 years starting with San Diego, CA, USA
(1982); then Grenoble, France (1985); Blaine, WA, USA
(1988) [6]; Osaka, Japan (1991) [1]; Moscow, Russia
(1994) [7]; Bangalore, India (1997) [8]; and Orlando, FL,
USA (2000) [9]; the next one in 2003 is slated to be held in
Oxford, UK. The last few of these conference proceedings
have appeared as a publication in the Journal of Materials
Science Forum and the readers are referred to these
valuable sources of information. A number of monographs
on the subject have also appeared recently [10–12].

II. SUPERPLASTIC MATERIALS

It has been extensively observed and experimentally verified
that very fine, equiaxed, and stable grain size is a
prerequirement for SP in materials. In this context, we focus
our attention on one specific type of superplastic behavior
observed in fine-grained materials. Although all the SP
materials are made up of fine grains, the converse is not
true. All fine-grained materials do not exhibit superplasticity,
and that has frustrated many experimentalists. There is a
constant effort to identify the range of temperature and the
rate of deformation at which superplasticity is exhibited in
a given material, be it be in metals, alloys, glassy polymers,
nanocrystals, or composites thereof. It is also fully realized
that superplasticity may never be found in a given material.
The property of fine stable, equiaxed grain size has

determined many of the processing methods that have gone
into the making of these materials, mainly through
thermomechanical processing of precursor materials. The
requirement of stable grain size is met by using either two
different phases (duplex or microduplex), or small
particulates that can participate in the grain refinement and
stability (static or dynamic recrystallization). There is yet
another class of superplasticity called internal stress
superplasticity in which the very large elongations are
achieved by the thermal cycling of polycrystalline materials
through a phase change. Because this internal stress type
has very limited practical applications, we do not pursue
that here.

A. Metals

Although the number of material systems in which
superplasticity occurs has been growing, the commercial
exploitation of materials has been limited to titanium-
based, aluminum-based, iron-based, and magnesium-
based alloys. Grain refinement and grain size stability in
each of these cases are achieved quite differently based
on the material constitutents and their high-temperature
behavior. In duplex or microduplex systems (e.g., tita-
nium and Cu–bronze) at a temperature when
superplasticity occurs, the microstructure consists essen-
tially of equal volumes of the two phases. Typically, one
of these phases has a higher structural rigidity (Young’s
modulus and yield strength) compared to the other. The
rigid (harder) phase essentially remains undeformed,
whereas the softer phase flows around to maintain mate-
rial continuity, inhibiting the formation of microvoids
and cavities. A large and important class of superplastic
materials belong to this category. They include titanium-
based alloys (α/β titanium), copper-based alloys (α/β cop-
per), stainless steel (α/� phases), ultra-high carbon steels
(ferrites/carbides), and other eutectics such as Pb–Sn
alloys. Table 1 lists some of the industrially useful
titanium materials. m in Table 1 refers to the strain
sensitivity parameter as given in Eq. (10).

The basic requirement of equiaxed and fine-grain
structure can also be obtained in pseudo-single phase
alloys in which the precipitates are essentially used both
to refine and to stabilize the grains. A series of warm
working and heat treatment cycles can be effectively used
to refine the microstructure. During the warm working
process, heavy mechanical deformation leads to a high
density of dislocations, forming walls that eventually
become subgrain boundaries. Submicron particles
prevent the recovery process. During subsequent heat

Figure 3 Cost and weight savings in superplastic forming
vs. conventional forming.
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treatment, these high-energy sites act as nucleation sites,
leading to a very-fine-grain microstructure. Major alloy
systems that exhibit superplasticity in this manner include
Al–Cu–Zr (2000 series including SUPRAL, a patented
material system), Al–Mg–Zr (5000 series), Al–Zn–Mg–
Cr (7000 series), and Al– Cu–Li (8000 series). A list of
industrially important aluminum alloys with their
mechanical properties is shown in Table 2.

B. Ceramics

Superplasticity studies and applications in ceramics are rela-
tively recent phenomena that started in the 1980s. Typi-
cally, a grain size of 1 µm and lower is necessary for
superplastic ceramics compared to that of 10 µm commonly
observed in metals. Wakai is credited as being the first to
observe superplasticity in a Yttria-stabilized Tetragonal
Zirconia Polycrystal (YTZP) in 1986. Although many large

elongations have been observed in ceramics during that pe-
riod, a clear distinction should be made that superplasticity
in a compressive state not only does not qualify as
superplasticity in the traditional sense, but also does not
translate to a similar behavior in tension. A number of
polycrystalline ceramic materials and their composites show
superplastic behavior including YTZP, Y2O3-doped or
MgO-doped Al2O3, hydroxyapatite, glass ceramic, Al2O3-
reinforced YTZP, SiC-reinforced Si3N4, and iron/iron car-
bide composites. A detailed description of the different types
of monolithic ceramics and ceramic composites that show
superplastic behavior is given in Ref. 12.

C. Composites

Many discontinuously reinforced metal matrix
composites show superplasticity, viz., aluminum-based,
magnesium-based, and zinc-based composites.

Table 1 Titanium-Based Superplastic Materials
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Super-plasticity has been primarily observed in metal
matrix composites (MMCs) that have been produced by
powder metallurgy routes.

D. Metallic Glasses, Nanocrystalline, and
Other Materials

When the size of the grains is below a few hundreds of
a micrometer, then the materials fall under the category
of nanocrystalline materials. Because obtaining as fine
a grain size as possible has been one of the primary
mantras of SP, nanocrystalline materials automatically
come under its scope. Many grain refining methods,
originally developed for superplasticity, have been
quickly adapted for producing nanocrystaline materials.
For example, an equal channel angular extrusion

method originally developed for superplastic metals has
become a manufacturing method of choice for nano-
materials.

Nanomaterials have been produced using either the
powder consolidation method or severe plastic
deformation route. Samples of Ti-6Al-4V, Ni3Al, and Al–
5% Mg-2% Li-0.1% Zr have been produced using severe
plastic deformation methods with grain sizes less than
100 nm. Although the superplastic tendencies have been
observed in these materials, exact mechanisms and
possible industrial use remain unclear.

E. High Strain Rate Superplasticity

The above discussions were based on the type of
materials. There is an important class of superplastic

Table 2 Superplastic Aluminum-Based Alloys

Copyright © 2004 by Marcel Dekker, Inc.



Superplastic Materials and Superplastic Metal Forming 211

materials that exhibits superplasticity at rates of
deformation much higher than 10-4 sec-1 strain rate
typically observed in the classical titanium-based and
aluminum-based systems. Although strain rates with
positive exponents (higher than 100) have been observed
in many materials, there is very little practical use for
such high rates. This contradiction arises from the fact
that the time consumed in heating the part to superplastic
temperature will far outweigh the forming time
requirement, and hence does not lead to any reduction in
the total time and the manufacturing cost. Some of the
familiar high strain rate materials with their properties
are listed in Table 3.

III. DEFORMATION CHARACTERISTICS OF
SUPERPLASTIC MATERIALS

A. Mechanical Behavior

Thermomechanical constitutive equations of superplastic
materials describe the relationship between flow stress,
strain, strain rate, temperature, and other microstructural
quantities, usually the grain size. The mathematical rela-
tionship employs a number of model/ material param-
eters (coefficients) and material constants. Lattice and
bulk diffusion coefficients, shear, bulk and Young’s
moduli, and universal gas constant are examples of ma-
terial constants, whereas a number of fitting parameters
(e.g., K, m, n, p) are model/material parameters. There
are other microscopic variables (e.g., density of disloca-
tion, density and orientation of cavities, and texture) that

are not only difficult to measure but much more difficult
to be used in practical computations. Although hundreds,
if not thousands, of materials (metals, alloys,
intermetallics, ceramics, and composites) exhibit
superplasticity in a narrow range of temperature and
strain rate (see Fig. 2), it is the desire of constitutive
modelers to build a general mathematical framework to
describe their mechanical behavior. This is a very chal-
lenging proposition.

As theoretical and computational mechanics, they all
seek the Holy Grail of an ideal constitutive equation that
can describe the material behavior at all ranges of
thermomechanical loading conditions, knowing fully
well that the microstructure strongly influences the
inelastic behavior and that the microstructure is a product
of the initial chemistry and the history of the processing
conditions beginning with the melt. In the case of
superplastic material, we seek such a relation involving

 taking into account the effects of:

Temperature
Strain hardening/softening
Grain growth (static and dynamic)
Cavitation (initiation, growth, and coalescence)
Deterioration in postdeformed thermomechanical

properties.

The model should be flexible enough to allow minor
changes in the chemical composition of the ingot, as well
as small changes in the thermomechanical primary and
secondary processing of the melt into the product form,
and allow for variations in the deformation history
(temporal and spatial variations of process parameters)

Table 3 High Strain Rate Superplastic Materials
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during superplastic forming. Additionally, the
constitutive equation should be simple enough but not
too simple. It should facilitate the experimental
evaluation of material constants and model parameters
with the least number of tests and high degree of accuracy
and reliability. Finally, the constitutive equation should
be numerically simple to be implemented in a
computational model.

The ability of constitutive equations to accurately
model the deformation conditions is critical in
superplasticity. For example, the temperature has a pro-
found effect on the behavior (e.g., transition from plastic
to superplastic behavior), as shown in Fig. 4. This figure
shows the deformation behavior of Al 5083 (Al-4.7%
Mg-0.65% Mn) under uniaxial loading condition at a
constant true strain rate of 1×10-4 sec-1, with the material
showing optimum superplasticity at 540°C. As one can
see, the deformation characteristics change significantly
within a range of ±10°C. In addition, note that the mate-
rial exhibits elastoplastic behavior below 200°C.

A properly formulated and validated constitutive equa-
tion helps material scientists and metallurgists to modify
composition and processing conditions to induce
superplasticity, if not present, or to obtain optimum
superplastic conditions. There is an ever-increasing need for
the material scientist to lower the superplastic temperature,
increase the superplastic strain rate, extend the superplastic
range (e.g., higher m over a wider range of temperature and
strain rate), and, finally, enhance the postformed mechani-
cal properties, by reducing cavitation. Mechanical/manu-
facturing engineers, on the other hand, conceive the consti-
tutive equation as the mathematical representation of the
material during its entire forming operation at all ranges of

strain rate, strain, and temperature to obtain the optimal
formed shape with the least deterioration in the postformed
mechanical properties. These engineers seek a form of con-
stitutive equation that is simple for numerical implementa-
tion, and hope that the equation (or set of equations) is
valid for a range of processing conditions (multiaxial state
of stress, strain, and strain rate) during the entire duration
of the forming process. Thus, there is a clear dichotomy of
requirements in the accurate and efficient formulation of
constitutive equations between material scientists and me-
chanical engineers. Not surprisingly, this dichotomy leads
to the divergence in the formulation, validation, and appli-
cation of constitutive equations among the two groups.

Constitutive equations can be broadly classified into
phenomenological and (micro)mechanical types.
Phenomenological equations are formulated based on a
given set of experimental data and then finding a func-
tion that best fits the measured data with a specified
number of coefficients. If those equations were to be con-
sidered as material laws, they should possess a general
character with a predictive capability, and with a field of
validity outside the range of fitted data. On the other
hand, the mechanics-based approach attempts to model
the deformation and fracture by using continuum me-
chanics and thermodynamics by the process of averaging
field variables at a scale of volume elements. Typically,
this approach uses mechanical analogs of springs,
dashpots, and viscous and frictional elements in some
combinations to represent the mechanical behavior. This
approach is very appealing to process modelers because
the equations can easily be cast into three-dimensional
(3D) forms and made available as matrices. The mechan-
ics approach naturally lends itself to modeling yielding,

Figure 4 Effect of temperature on the transition from plastic to superplastic behavior.
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and strain and strain rate hardening (isotropic,
kinematical, or combined) through a combination of elas-
tic, viscoelastic, and viscoplastic formulations. It will be
shown later that these formulations—although very rel-
evant to room temperature elastoplasticity, high-tempera-
ture viscoplasticity, and creeping solids—do not ad-
equately capture the unique nature of superplastic me-
chanical behavior.

B. Microstructural Observations

It is very well established from the study of surface markers
and from the study of deformation-induced textures that
the dominant strain-producing mechanism in superplasticity
is grain boundary sliding (GBS). It should be realized that
because the total strain achieved in superplasticity is several
hundred percent, there should be significant levels of grain
boundary sliding. Although the geometrical details of the
grain boundary sliding are not well understood, there is a
general agreement as to the microstructural features
associated with the process. Strain in a given direction is
accumulated by the motion of individual grains or clusters
of grains relative to each other by sliding and rolling. Grains
are observed to change their neighbors and are seen to
emerge at the free surface from the interior. During
deformation, the grains remain equiaxed or become
equiaxed. Texture, an indicator of the volume of grains in a
given spatial orientation, decreases in intensity with
superplastic flow. This is in direct contrast to the plastic
flow, where the texture increases along the principal
direction of plastic strain. The motion of an individual grain
is dependent on both the normal and shear strains acting
on the grain boundary and therefore depends on the
mechanical and geometrical characteristics of the boundary
surface. It also depends on the thermomechanical properties
and deformation characteristics of the interior of the grains.
Translation and rotation being stochastic in nature, they
occur in different directions to different extents at different
locations. Thus, the overall deformation is highly
inhomogeneous at the scale of the grains.

Because crystalline materials are made up of contiguous
grains in three dimensions separated only by grain
boundaries, and if grains were to rearrange during
deformation, there has to be some accommodation process
permitting the geometrical rearrangement of the grains. If
grain boundary sliding were to occur as a completely rigid
system, then voids would develop in the microstructure.
The creation of such cavities is omnipresent barring a few
cases, and, in fact, cavitation is the leading cause of failure.
Many superplastic materials do not cavitate, and even in

cavitating materials, the cavities are far from
homogeneous, noticeable only at larger strain. Hence,
cavities do not accommodate grain boundary sliding.
Diffusion, dislocation, and/or grain boundary mobility can
act as accommodation mechanisms. Even partial melting
has been suggested as a possible source in some cases. The
exact nature of the accommodation process and the rate
at which the process occurs have been the subjects of
intense research for a very long time, and is still not
understood properly.

Figure 5 shows the evolution of microstructure and
texture with increasing levels of plastic strain. The
orientation of grains that are initially random (or with minor
texture) rotate along the maximum principal direction,
keeping intact the same neighbors throughout the
deformation. With increased levels of plastic strain, the
number of crystals oriented along the principal direction
continues to increase as shown in the pole diagrams. The
rotations are achieved primarily by dislocation motions,
with the dislocation density increasing with plastic strain.
The material becomes increasingly anisotropic with
strengthening along the rolling (principal strain) direction
in relation to other directions. Voids nucleate at the particle/
grain and grain boundary interfaces (at all locations with
sharp stiffness/strength gradients), and quickly lead to
material instabilities and eventual failure.

On the other hand, in superplasticity, original grain
shape and size remain essentially identical for most of
the accumulated strain. The randomness of the crystal
orientation increases, thus weakening the texture. As
shown in Fig. 6, the neighbors continue to change. The
inelastic strain is produced primarily through grain
boundary sliding accommodated by some mechanism. It
is believed that the rate of deformation is controlled by
the rate with which accommodation can occur.
Dislocation activity is restricted to the role of one of the
many possible accommodation mechanisms;
interestingly, there is no increase in dislocation density
with superplastic deformation. Some possible
accommodation mechanisms include grain boundary
mobility (grain boundary traversing normal to the
boundary surface), dislocation in the interior of the grain
and in the boundary, diffusion in the grain and the
boundary, partial melting/recovery, and void creation and
consumption. The debate even today has focused on the
questions as to which of them (any, many, or all)
contributes to maintaining the material continuity, to
what extent, and at what rate. Lack of accommodation
causes cavities to originate especially at grain boundary
ledges, triple points, and particles located on grain
boundaries. These minute cavities continue to grow,
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coalesce, and result in material discontinuity and final
failure. The shape of the cavities is much more rounded
compared to that of elastoplastic deformation. Material
does not cause work hardening (i.e., the flow stress
essentially remains constant). Some work hardening
experienced by a few materials is essentially due to
thermally (static) or strain (dynamic)-induced grain
growth. Postformed SP properties show a remarkable
level of isotropy indicating that the grain orientations

are random and that there is no preferential strengthening
along any direction.

It is clear from the foregoing discussions that the
microstructural features of superplasticity are very dif-
ferent from that of other inelastic processes. It is also
evident that superplasticity is not an isolated anoma-
lous behavior, but occurs in a large class of materials.
At various stages of deformation, grains (without
change in shape and size) switch neighbors and rear-

Figure 5 Evolution of microstructure and texture during plastic deformation.

Figure 6 Evolution of microstructure and texture during superplastic deformation.
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range in the direction of principal strains. Thus, it is
possible to produce very large levels of strain provided
the switching process is achieved without creating any
material discontinuity (cavity). Thus, the primary crite-
rion is that during superplastic deformation, internal
surfaces (cavities) are not created. Even if present, the
cavities are subcritical in that they do not grow but are
subsumed.

The other feature of superplasticity is the ability of
the material to resist local necking. It is well known
that geometrical/material imperfections during
deformation feed onto itself, creating a localized
necking process leading to geometrical discontinuity
and eventual failure. In a simple sense, a region with a
reduced cross-section experiences a higher level of stress
( ∆σ) compared to the rest of the section, causing further
reduction in area and consequent additional increase in
stress. This quickly leads to an unstable situation where
the failure occurs. Superplasticity reduces the tendency
to local necking by reducing the differential stress �σ,
delaying the process of localization. This effect is related
to the mechanics of deformation and is not material-
specific.

C. Cavitation Damage and Failure

Superplastic materials under deformation (SPD) eventu-
ally fail under two different modes: one as a result of
excessive localized plastic flow, and the other as a conse-
quence of growth and coalescence of cavities. In the lat-
ter case, the cavities may either preexist (prior to SPD) or
nucleate concurrent with the deformation; here, the fail-
ure occurs as a result of cavitation damage and the full
level of superplastic strain cannot be achieved. It is well
established that grain boundary sliding and rotation are
the main strain-producing mechanisms; some kind of
accommodation mechanisms should be continually and
amply available if material separation were to be avoided.
However, as it happens in a number of superplastic ma-
terial systems including aluminum-based, copper-based,
iron-based, and zinc-based systems, microcavities that
limit the achievable levels of superplasticity in those ma-
terials are formed during SPD. Typically, cavities origi-
nate at the grain boundary triple points or precipitates/
impurities along the grain/phase boundaries, when those
areas are under a state of tensile stress. Interestingly, cavi-
tation is not an essential feature of superplasticity when
one of the phases is soft enough to accommodate the
deformation process, as in the case of titanium-based
two-phase superplastic systems.

Although externally visible levels of cavitation damage
may not be reached in many practical parts, any level of
cavitation in the material leads to reduced mechanical
properties especially at elevated temperatures and is a
cause for concern. Hence, cavitation in superplastically
formable materials should be reduced as much as
possible, if not eliminated. Fortunately, there is a simple
solution to this problem. Because tensile stress is a
prerequirement for the origin of cavities, superimposition
of hydrostatic stress during the forming process
practically eliminates cavitation. However, such
imposition becomes impractical in some cases because
the overall load levels required by the forming press
become very prohibitive, and many industries prefer to
form without the back pressure, sacrificing some loss in
mechanical properties. That brings the problem back a
full circle. One needs to understand the origin and growth
of cavities, and their effect on mechanical properties and
modes of failure. Cavitation has been extensively studied
and a vast literature base is available.

One of the fundamental questions to be answered is:
When do cavities nucleate, in the material preprocessing
stages (preexisting type) or during superplastic
deformation (concurrent type)? A very recent work by
Chen [13] indicates that in Al 5083, material cavities do
preexist (see Figs. 7 and 8). The distribution of these
cavities that are isolated in a row (stringers) depends on
the rolling direction during the sheet manufacturing
process. The work also finds that cavitation growth
depends on the state of stress, viz., uniaxial, biaxial, or
triaxial. Typically, one studies uniaxial tests and extends
the results to multiaxial cases based on some principle of
equivalence. One widely used criterion is based on
distortional energy, postulated by von Mises. Such
extensions based on the von Mises criterion have been

Figure 7 Preexisting cavities in as-received Al 5083.
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broadly used in the literature but are found to be
inaccurate. If one uses the logarithmic thickness strain as
the basis for the extension, a better fit to the experimental
data can be made. Figure 9 clearly shows the increase of
the number and the size of the cavities in a biaxial cone
test conducted on Al 5083 materials.

The next question of the influence of cavitation on
the mode of failure has been well studied by Watts [3].
The work of Watts (see Fig. 10) clearly shows that the
level of cavitation significantly increases as one moves
from either end of a tensile specimen previously subjected
to SPD. As the level of cavitation increases, all the room
temperature mechanical properties (yield strength,
Young’s modulus, and percent elongation) decrease.
However, the decrease is a stepwise function of tempera-
ture coinciding with the plastic flow, transitional flow,
and superplastic flow. The slope in each temperature re-
gime is different. Although this behavior is reproducible
in Al 5083, it is expected that this behavior will be simi-
lar to other cavitating materials.

IV. PHENOMENOLOGICAL MODELS

A. Plasticity and Superplasticity

In order to develop a basic understanding of the
superplastic behavior of materials, it is worthwhile to
compare superplasticity with other inelastic processes,
especially elastic-plastic and elevated temperature creep
processes. Table 4 outlines some of the basic differences
between plastic and superplastic behavior. Figure 11
shows that the stress-strain response of the popular Ti-
6Al-4V alloy at the superplastic temperature of 927°C
(1800°F) occurs at various levels of strain rates. It can be
noted that the other popular aluminum alloy, Al 7475

(Al-5.7% Zn-2.2Mg-1.6% Cu-0.2Zr), exhibits
superplasticity at a temperature of 550°C (1022°F). We
should note here that although Al 7475 requires special
processing to achieve the fine equiaxed grain structure,
Ti–GAl–4V exhibits superplasticity as commercially
processed. The plot shows that the stress is a strong func-
tion of strain rate, and in a log-log scale, the two show
linearity in some range (10-4–10-3) and the curve shifts
lower with temperature.

In general, the elastic-plastic behavior can be repre-
sented by:

(1)

where αij is the tensorial form of some internal state
variable. Although in theory αij can either be scalar or
tensor of any order and may even be more than one in
number ( αij

1, αij
2,…), for discussion purposes, it is as-

sumed that αij is a unique tensor given by the evolu-
tion law:

(2)

representing the history dependence of the variable, and
in the case of elastoplastic material, it represents the
growth law of the equivalent plastic strain.

For superplastic material, the behavior is represented
by:

(3)

where the stress (or the flow stress) is a function of strain
rate and some history-dependent internal state variables.
Thus superplastic behavior is more akin to fluid
(Newtonian or non-Newtonian viscous) behavior rather
than a solid behavior where the state of stress is purely
governed by the elastic strain within the body.

Consider a basic form of an elastoplastic behavior
represented by:

(4)

with a tensile yield stress σY and a strain hardening expo-
nent n. Note that n=∞ corresponds to an elastic, perfectly
plastic solid. In a simplified form, the stress is a function
of strain as in σ=Aεn. On the other hand, superplastic
models are typically written as:

(5)

Figure 8 Preexisting cavities at higher magnifications.
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where the slope m=∂(ln σ)/∂(ln ε) and represents the strain
rate sensitivity parameter. The higher the value of m is,
the higher are the superplastic properties (large elonga-
tion). It can be theoretically shown that m represents the
resistance to necking and provides more diffused neck-
ing during deformation, prolonging the stretching proc-
ess. There is a good experimental correlation between m

and the total elongation for a wide range of materials.
The trouble, of course, is that the model is simple but
then too simple to capture many important material and
process variations.

Based on the phenomenological form of superplastic
behavior, the uniaxial flow stress σ is seen to be a strong
function of inelastic strain rate ep and a weak function of

Figure 9 Cavity distribution in a biaxial cone testing, thickness strain: (a) 0.288, (b) 0.416, (c) 0.562, (d) 0.713, (e)
0.904, and (f) 0.879.
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strain ? and grain size d. The material is assumed to be
purely inelastic and incompressible. A functional form
of the constitutive relationship is given by:

(6)

Alternatively, the function can also be expressed in terms
of logarithmic quantities as:

(7)

By expanding the above form in terms of Taylor’s series
at a given equilibrium state and by neglecting the higher-
order terms, we can write Eq. (7) as:

(8)

where:

 

and K1, m, n, and p are material constants. It can be
recognized that m is the strain rate sensitivity, n is the

strain hardening exponent, and p is the grain growth
exponent. The above equation can further be simplified
by neglecting the effect of grain growth, leading to ex-
tended power law model given by Eq. (9):

(9)

The above equation can further be simplified as:

(10)

B. Equations Based on Deformation
Mechanisms

From the very early stages of superplastic material de-
velopment, various researchers have proposed consti-
tutive relationship based on postulated deformation
mechanisms. It is very widely believed that the major
contributor of superplastic strain is grain boundary slid-
ing. Because it is geometrically impossible for grains to
slide past each other in three dimensions without chang-
ing shape or creating voids, certain accommodation
processes should accompany GBS. Traditionally,
diffusional and dislocation activities (and probably par-
tial melting in the case of high strain rate superplastic
materials) are believed to be some possible accommo-
dation mechanisms. Based on such assumptions, many
forms of constitutive relations have been proposed. Ta-
ble 5 shows a few of the models developed over the
years. In that table, K1–K8 are material constants, σ0 is
the threshold stress, T is the absolute temperature, d is
the grain size, b is Burger’s vector, E is Young’s modu-
lus, Q is the activation energy, k is the Boltzmann con-
stant, and Dgb, DL, DIPB, and Deff are grain boundary,
lattice, interphase boundary, and effective diffusion co-
efficient, respectively. It can also be seen from Table 5
that all the equations have m=0.5, indicating that it is a
fixed value and the grain size has an inverse propor-
tionality with the flow stress (i.e., p<0; refer to Eq. (8)).
None of the models clearly addresses the inhomogene-
ity in the deformations at the grain level due to a distri-
bution of grain size, orientation, and particles, and dif-
ferent types of grain boundary structure, energy, and
misorientations.

C. Law Based on Grain Growth

Hamilton et al. [14] formulated an equation
incorporating the effects of grain growth and back stress.

Figure 10 Cavity distribution in a tensile specimen.
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Table 4 Comparison of Plasticity and Superplasticity

Figure 11 Thermomechanical behavior of Ti-6A1-4V alloy.
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In this model, the strain hardening is embedded as a grain
growth effect and is represented by:

(11)

with the grain growth law given by:

(12)

where KII, KIII, m, p, n, q, B, and λ are all constants.

D. Polynomial Forms

It is clear from the foregoing discussions that there are a
number of constitutive equations that attempt to mimic
the mechanical behavior of materials. There are a number
of material parameters that need to be determined be-

fore any of the equations can be used. The number of
such parameters can vary anywhere between 2 and 15,
and the determination of these parameters from experi-
mental data is not a trivial task. Once determined, these
equations are supposed to predict the behavior in a wider
range of process and operating conditions.

A generalized polynomial form of the power law
equation has been proposed by Chandra et al. purely
from a curve-fitting exercise of fitting the experimental
data. The proposed form:

(13)

where a value of N=7 with eight constants A0, A1,…, A7

seems to fit the data very well. Eq. (13) has been applied
to a specific material and the eight constants were evalu-
ated. We should note that these constants do not have

Table 5 Superplastic Models Developed Over the Years
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any physical meaning, except that it fits the data much
better those of the historical forms.

E. Determination of Material Parameters
for Al 5083

We examine the constitutive equations for Al 5083 alloy
using two types of models given by Eqs. (10) and (13). Al
5083 SPF is a recently developed SPF-grade aluminum
alloy. It has become a very strong candidate for the
automotive industry, and is being manufactured in
different parts of the world. There are three known major
manufacturers, Alusuisse (Formall 545) from
Switzerland, Alcan (5083-SPF) from the UK and United
States, and Sky Aluminum from Japan. Specific
thermomechanical treatments are given to obtain
superplasticity, and the structure shows equiaxed grain
structure with an average grain size of 17 µm.

The flow stress-strain rate behavior of the material
(manufactured by Sky Aluminum) has been reported by

Iwasaki et al. [15]. The experimental data are then used
to fit three different models: (a) power law  (re-
fer to Eq. (10) with two parameters); and (b) logarithmic
polynomial proposed in this work:  (re-
fer to Eq. (13) with eight parameters).

Table 6 gives the best fit parameters for Al 5083, and
is different for different temperatures. Figure 12a shows
the experimental data and the matching equation pre-
dicted by this data is shown in the table. R denotes the
correlation coefficient between the experimental values
and the fitted data.

Next, the same set of data was fitted with the loga-
rithmic form, and the set of material parameters ob-
tained is shown in Table 7 and the fitting is shown in
Fig. 12b. It can be seen from this figure that the loga-
rithmic fitting is much better than the simple power law
model not only in region II, but for the entire range of
strain rate. It is important to realize that during SPF,
although a small portion of the sheet is being formed at
the optimal value, a significant portion of the sheet is
being formed at lower strain rate and hence the need
for accurate equation.

F. Multiaxial Form of the Quantities

All the above equations are developed in uniaxial form.
In order to use them in multiaxial form required by 3D
process models, some hypotheses need to be postulated.
One of the well-known concepts is based on von Mises

Table 6 Parameters for Power Law Model for Al 5083

Figure 12 Power law and logarithmic fit of experimental data for Al 5083
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distortional energy criterion. In essence, the yielding
(and hence flow stress) is affected only by the deviatoric
component of stress and is independent of hydrostatic
stress. Using that principle, the multiaxial kinetic and
kinematical quantities can be written in terms of
equivalent quantities. For example, Eq. (8) can be
written as:

(14)

with

 

where  is the deviatoric component of stress.

V. SUPERPLASTIC METAL FORMING

The continued interest in superplasticity hinges on its
ability to manufacture complex components in a cost-
effective manner. In this respect, superplastic metal
forming should compete successfully with other bulk
and sheet metal forming processes. Although SPF has
been used to form both bulk materials and sheet metals,
the predominant quantity has been in the latter category
and will be discussed in detail here. Superplastic forming
of sheet metals can be broadly classified into one with
(SPF/DB) and without concurrent diffusion bonding.
Most of the forming methods exploit the fact that
superplastic materials exhibit large tensile elongations
at relatively low flow stresses. The concomitant high-
temperature requirement and low rates of deformation
demand that the sheet be housed in a furnace for
extended periods of time. Low flow stresses (between 1
and 10 MPa) permit the use of inert gas pressure in the
range of 10–100 MPa to act as the loading medium.

Figure 13 shows various stages in the sequence of
formation of a square deep pan.

A. Female Forming

This is one of the most common and simple methods
used to form sheet metals. In this method shown in Fig.
14, the die and the sheet are nominally maintained at the
forming temperature and the gas pressure is imposed over
the sheet, causing it to form into the lower die. The gas
within the lower die chamber is either vented to the
atmosphere, or subjected to vacuum or positive back
pressure. The pressure (female) forming process has the
advantage of no moving parts and does not require
mating die members. Production rates can also be
increased by forming multiple components in a single
cycle.

When the deformation proceeds, some portions of the
sheet contact the die surface and suffer very little thinning
after the contact. Only the sheet metal that is not in contact
continues to deform, and this leads to the fact that the
formed component has different thicknesses at different

Table 7 Parameters for Logarithmic Polynomial Model for Al 5083

Figure 13 Typical stages in deep dish forming using SPF.
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locations of the die, depending on the time it took for the
initial contact to occur. The segment of the sheet that
contacts last is the thinnest and need not necessarily coincide
with the design requirements based on service conditions.
The severity of relative thinning profile increases with the
complexity of the part, especially one in which there is a
substantial time differential between the time of the first
contact and the final forming time. The female forming
method works very well for shallow pans, even with
complex features, as long as the draft angles are such as to
permit the part withdrawal, subsequent to forming.

Important processing information required for a
successful and economic fabrication of components are
as follows:

The pressure-time cycle to maintain optimum strain
rate

The resulting thickness distribution and location of
maximum thinning.

B. Drape Forming

Other forming methods attempt to address the short-
coming of differential thinning problem described in the

female forming method. In the drape forming, a male
tool is introduced such that the sheet-die contact is made
at the critical zone where the thinning is limited (see Fig.
15). The male tool can either be stationary or moving,
depending on the design of the component. A number of
variations in stationary/moving male inserts are being
used in practice to obtain the required thickness profile.
In such cases, experience with specific material, forming
temperature, and forming rate plays a crucial role in the
die design. As will be discussed later, computer simulation
models based on numerical method [with computer-aided
design/computer-aided manufacturing (CAD/CAM)]
may go a long way in solving the important problem of
thinning especially when the design is complex and also
while working with material and process range with
limited experience.

C. Reverse Forming

Because a free forming superplastic dome has thickness
variation from that of the pole (apex) to the edge (die),
this thickness variation can be judiciously brought to bear
in reverse forming, as shown in Fig. 16. In the first step,
the dome is formed as shown in (b), and the sheet is

Figure 14 Schematic diagram of superplastic forming process.
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Figure 15 Drape forming process with a male die.

Figure 16 Obtaining uniform thinning using reverse forming.
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reversed into the die. The corner region (where, in the
traditional female forming, thinning is the maximum) has
an initial higher thickness, making the final formed part
more uniform.

D. Chemical Milling and Female Forming

The concept of thickness variation in the initial configu-
ration can be alternatively achieved through the use of
differential thickness reduction using chemical milling.
The general idea is to have an initial thickness distribu-
tion of the sheet inversely proportional to the anticipated
time of forming (hence, thinning) of a given section. As
can be imagined, this requires either a trial-and-error
operation or a good model, which can take into account
the effect of varying gage thickness on the forming char-
acteristics.

E. Diaphragm Forming

The ability of the SPF process to form complex shapes
has been innovatively used in the forming of hard-to-
form materials that include some ceramics and polymeric
matrix composites. In this method, one or two slave
superplastic sheets either juxtapose or sandwich the com-
posite and form in a conventional SPF press. Because the
composite is essentially confined, the formed shape con-
forms to that of the (sacrificial) SPF sheets and the die.

F. SPF with Diffusion Bonding

When certain materials are brought into intimate contact
under elevated temperature and pressure, the process re-
sults in a strong mechanical bonding due to metal-to-metal
diffusion at the interface. Fortunately, titanium alloy exhib-
its strong tendency to diffuse and hence can be formed
superplastically with concurrent diffusion bonding. In the
diffusion bonding process, when the two mating surfaces
are brought together, at first, there is only a partial penetra-
tion of the surfaces creating a line with intermittent bond-
ing. With exposure time and pressure, atomic diffusion takes
place in the cavity such as regions and eventually results in
a solid surface with no trace of initial interface. The process
variable for diffusion bonding includes the surface finish,
temperature, contact pressure, and time of exposure. Un-
fortunately, materials that quickly oxidize and form an im-
penetrable oxide layer are not suitable for diffusion bond-
ing (e.g., aluminum-based materials). Industries, especially
the aerospace industry, have used this feature very widely in
the design of SPF/DB of multiple titanium sheets, through
two-sheet, three-sheet, and four-sheet processes.

1. Two-Sheet SPF/DB Process

In this process, two sheets of titanium are bonded along
the circumference (for a spherical dome) or along the
length (for a long rectangular closed box). A stopoff piece

Figure 17 Two-sheet SPF/DB process.
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or agent is placed in areas where diffusion bonding is not
desired, before the application of temperature and pres-
sure. Once bonded at a selected region, the stopoff agent
is burned. An internal pressure corresponding to the de-
sired strain rate is applied in the cavity and the sheets are
allowed to deform in either direction until complete con-
tact is made with the die surfaces. A perfect dome with
sheet metals can be formed in this manner, a shape very
difficult to be obtained by any other method. The sche-
matic of the two sheet process is shown in Fig. 17.

2. Three-Sheet and Four-Sheet SPF/DB Process

The same concept of selectively bonding predetermined
areas and then blowing the bonded pieces into the die
has been used in the manufacture of sandwich beams
that are stmcturally very stable and almost impossible to
be fabricated by other means. In the three-sheet process
illustrated in Fig. 18, there are two outside (face) sheets
on either side of a core sheet. By providing the stopoff at
alternate regions, an integrally stiffened structure can be
fabricated.

The four-sheet process uses two core sheets that are spot-
welded, as shown in Fig. 19. All the four sheets are made

into a gas pack and placed in the press. The face sheets,
upon pressurizing, form the top and the bottom surfaces,
whereas the core sheets bond to form the cell walls.

The SPF/DB, in general, has produced quite a few
product lines in a number of defense and commercial
aircrafts. But the specific design of the parts and the
methods to manufacture them still depend on experience
rather than sound engineering design principles. Methods
to maintain uniform temperature, the selection of gas
inlet/outlet locations and flow rates, the number and
location of intrusive thermocouples, the control of
oxygen-rich layers, and techniques to avoid hydrogen
pick-up during final cleaning are all relevant issues that
need to addressed before the choice of SPF/ DB as a viable
process can be made.

VI. PROCESS MODELING

As discussed in the previous sections, in order to
manufacture cost-effective SPF parts, it is important to
utilize the ability of superplastic materials to form
complex shapes with very limited loading (press capacity)
requirements. Superplastic forming competes with a

Figure 18 Three-sheet SPF/DB process.
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number of casting (die casting, investment casting, and
sand casting) and sheet metal (stamping, stretch forming,
hydroforming, folding/bending/rolling, and weldments)
for a final place in the selection process. Most of these
processes are well established and have been effectively
incorporated in a CAD/CAM environment such that a
designer not only conceives the shape of the part, but has
the ability to visualize its detailed shape and
manufacturing feasibility. In order for SPF to be a viable
manufacturing method, it is imperative that computer
models that stimulate the actual fabrication process be
available during the design evolution process. Thus, the
industry requires process models:

To examine whether a conventionally formed part can
be replaced by superplastic forming

To study the effect of material and process parameters
such as changes in m, n, and �, and applied pressure-
time loading details, original sheet thickness, etc., on
the formed component

To interactively study the formed part for minimum
thickness and maximum stress regions

To determine the process parameters and incorporate the
models in a CAD/CAM environment.

A. Processing Modeling Methods

Process models are mathematical models in which
geometry, equilibrium, and constitutive laws for the
material are all satisfied at each incremental time step and
provide a fairly accurate description of the process. Such
models are then incorporated into a computational

Figure 19 Four-sheet SPF/DB process.

Figure 20 Types of SPF process models.
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procedure and a user-friendly visualization tool. Such
computational process models enable the designer and
the manufacturer to not only evaluate the feasibility of
fabricating a given component using SPF, but help one
modify the geometrical details to achieve a cost-effective
product. There are essentially two kinds of models,
computational and physical, as shown in Fig. 20, apart
from the trial-and-error method practiced in many shop
floors.

1. Simplified Methods

In simplified methods, pressure-time loading is deter-
mined by assuming the shape of formation and also uni-
form thinning. This approach is applied to the
superplastic formation of long plane strain rectangular
box (Fig. 21), cones, deep cups, and domes (Fig. 22).
Acceptable results can be obtained through this method
for long rectangular box formation and in other cases
where m is very high. This method cannot be used for
practical material (m between 0.3 and 0.7) for the for-
mation of cups, cones, and domes.

2. Numerical Methods

In the numerical modeling method, pressure-time load-
ing and thickness distribution are determined by making
certain kinetic and kinematical assumptions. It is to be
recognized that except in plane strain box case, there will
be thickness variation because each point is subjected to
a different state of stress (different equivalent stress) and
hence different rate of thinning. Hence, any assumption
of uniform thinning cannot represent the forming proc-
ess accurately. These numerical methods invariably in-
volve additional equations, which assume a different
thickness distribution and/or force equilibrium with ap-
plied pressure load. In general, the solution procedure
will involve some iterative schemes. Numerical models
including the membrane element method, which uses the
concept of finite elements in space and finite difference
in time, have been developed. These methods can be ap-

plied to complex shapes and also to a variety of constitu-
tive equations through innovative methods.

3. Finite Element Methods

For complex shapes, material behavior, and
consideration of friction at the tool-die interface, the
use of nonlinear finite element method (FEM) offers a
potentially viable approach. In the finite element
method, the undeformed sheet is divided into a number
of continuum or structural elements depending on the
planes of symmetry. Because of the complexity of
material, geometry, loading, and other nonlinearities,
the finite element method is more appropriate for its
use. The analysis using finite element solution method
involves high computational effort, computer software,
and personnel, and may be uneconomical for a general
iterative design process.

4. Physical Modeling Methods

In the physical model, forming process is simulated in
general to establish similarity in die and workpiece
geometry, mechanics, and frictional loading conditions.
In practice, physical models cannot always achieve
similarities in all the processing conditions; however,
they will still be applicable in simulating specific
physical conditions. Physical models are very
inexpensive and, if properly designed, can provide
valuable information on the kinematics of deformation
of complex geometry. Further conducting experiments
on actual superplastic materials can be difficult because:
(a) deformation at an intermediate stage of formation
cannot be studied; (b) material properties and forming
parameters can greatly influence the results and mask
the fundamental mechanisms of sheet metalFigure 21 Geometry of long rectangular box.

Figure 22 Axisymmetrical forming with uniform thinning.
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deformation; (c) it is very expensive (in terms of
material, time, and labor); and (d) such facility will not
be easily available in a university laboratory or medium-
sized manufacturing plant.

B. Detailed Discussion of the Models

In the following sections, we will develop specific equa-
tions that can be used in the process modeling of SPF
parts using simplified, numerical, and finite element
methods.

1. Simplified Methods

Long Plane Strain Rectangular Box

In this analysis, the length of the box is assumed to be
much greater than the width. In practice, however, this
condition is satisfied when l≥5×w, where l is the length
of the box and w is the semiwidth. A condition of plane
strain exists when the longitudinal strain and strain rates

 and  vanish, leaving  with .
It is further assumed in this simplified analysis that the
corner radius is zero and frictional effects are negligible.

If the design strain rate is , then the following equa-
tions apply before the sheet metal contacts the bottom or
side, depending on whether the box is shallow or deep.
For a given radius ρ, the time of formation is given by:

(15)

where w is the semiwidth and the pressure p is given by:

(16)

where s0 is the original thickness and σ can be determined
using any of the relevant constitutive equations (Eqs. (9)
and (10)) for a specified design strain rate. From the above
two equations, the p-t relationship can be determined for
any ρ until contact is made in the bottom. The thickness
at any time is assumed to be constant and given by:

 

After contact is made on the side or the bottom, depend-
ing on the ratio of w/h where h is the depth of the pan,
the radius ρ is given by:

 

where y and x are the unsupported distance along the
side and bottom die surface, respectively. The time of
formation can be determined as:

(17)

where the subscript is the time increment index and ∆x
and ∆y are the incremental distance of contact in x and y
directions, respectively. The thickness formulation re-
mains the same as in the first stage.

Hemispherical Dome

The principal assumptions in this analysis are as follows:
(a) the thickness is uniform over the domain; (b) the shape
of the deformation is spherical; (c) the stress component
in the thickness direction is negligible compared to mem-
brane stresses; (d) the state of stress is balanced biaxially
over the entire domain; (e) the deformation follows thin
shell formulations; and (f) the material is isotropic, in-
compressible, and purely inelastic. The fourth assump-
tion does not satisfy the boundary condition of the prob-
lem. It can be easily seen that balanced biaxial stress ex-
ists at the pole and varies with plane strain at the edge
with the above assumptions. However:

(18)

(19)

In terms of dimensionless height H=h/a, pressure p can
be determined from:

(20)

The time of deformation is given by:

(21)

If the constitutive equation of the irraterial is known in
functional form  or  then σ can be
found from a specified design strain rate � and total maxi-
mum . Thickness can be determined using:

(22)

Thus, for any given pole height h (or H), the relation-
ships between the radius of curvature ρ, thickness s, time
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t, and pressure p can be evaluated using the above equa-
tions. By evaluating at different heights, pressure-vs.-time
schedule, thickness-vs.-time, and height-vs.-time graphs
can be generated.

Deep Stretched Cup

For the analysis of deformation of sheet, the following
assumptions are made: (a) the volume of the material
remains constant; (b) the free surface deforms as a part
of thin spherical surface; (c) the thickness of the unsup-
ported spherical cap is uniform; (d) once the material
comes in contact with the rigid surface, it does not de-
form further; and (e) the change in the thickness does not
change the radius of cylinder.

The formation of the deep-drawn cup can be divided
into three stages as shown in Fig. 23, based on the
geometry of the deformation. In stage I, the sheet metal
deforms in the shape of spherical surface with its radius
of curvature changing continuously until it is formed into
a hemisphere. In the next stage (stage II) of deformation,
the formed hemisphere moves down inside the die

without further change in the radius of curvature and
sheet metal lays over the cylindrical surface.

The third stage (stage III) of deformation starts when
the hemisphere just touches the flat bottom surface of
the die. In this stage, the material is overlaid on cylindri-
cal surface as well as on bottom surface as the deforma-
tion proceeds. The free forming surface is a section of a
toroid and its radius, and the center of curvature changes
with deformation.

The thickness variation during the various stages of
deep stretching of superplastic sheet will be given by the
following equations: Stage I [0≤h≤a]

(23)

Stage II [a≤h≤H-a]

(24)

Stage III [0≤r≤a]

(25)

(26)

where:

(27)

(28)

2. Numerical Methods

In this method, we are primarily concerned with the
numerical formulation that considers the thickness
variations in the sheet. One type of method assumes a
thickness distribution prompted by experimental
observation, and the other is a purely numerical iterative
scheme such as the membrane element method.

Axisymmetrical Dome Forming

The main assumptions of this analysis are: (1) the shape
of the deformation is spherical; (2) the stress in the thick-
ness direction is negligible (i.e., the entire domain is in a

Figure 23 Various stages in the deformation in deep cup
forming.
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state of plane stress); (3) the state of stress is balanced
biaxial at the pole and the plane strain at the edge; (4)
the engineering thickness strain varies parabolically from
the pole to the edge, which results in a logarithmic vari-
ation of thinning from the pole to the edge; and (5) the
force in the membrane direction 1 of the sheet metal re-
mains constant. Assumption (3) is exact if plane stress
conditions throughout the domain exist. The assump-
tion of a parabolic variation of thickness strain is based
on experimental results from the dome formation of tita-
nium sheet metal.

The constitutive relationship is assumed to be 
 in which σ can be calculated for a specified � be-

cause k and m are known material parameters. How-
ever, for any other generic functional relationship (e.g.,

), can still be found if � is specified.
At the pole (invoking the condition for balanced bi-

axial stress state):

 

From force equilibrium:

 

where subscripts p and e refer to pole and edge, respec-
tively.

Using the kinematical quantities at the pole and at
the edge, the total length of the arc of deformation can
be determined for any specified strain distribution. If a
parabolic distribution of engineering strain e�

(x) at ra-
dius x is assumed to be a function of  and , then
(Fig. 24):

 

It can be shown that:

 

which is a nonlinear equation in ρ. Because all other
quantities are already known, once the radius of curvature
ρ is known, all other process parameters can be found

using the above equations. The explicit relationship is
then given by:

 

By incrementing ρ at time t, the new process parameters
can be solved at time t+∆t and proceeded further. Thus,
pressure-time data and thickness distribution can be
found for the assumed variation. Similar expressions can
be derived by assuming distributions other than the para-
bolic of engineering meridional strain.

Dome Forming Using Membrane Element
Analysis

The theory of membrane element presented here is valid
for axisymmetrical and nonaxisymmetrical formations.
The sheet metal is divided into a number of linear seg-
ments in the case of plane strain and axisymmetrical prob-
lems. When complex geometries are to be modeled, the
sheet is divided into either triangles or rectangles. The one-
dimensional (1D) line and the two-dimensional (2D) plane
stress elements are called membrane elements (Fig. 25).
The deformation at any given time is first approximated
based on the kinetic and the kinematical quantities in the
earlier time step. Force equilibrium is imposed in each of
the elements and the resulting stress quantities are used to

Figure 24 Axisymmetrical forming with parabolic strain
distribution.
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predict a new approximation. The numerical iterative
scheme is carried out until the known boundary condi-
tions at the pole and at the edges are satisfied.

The assumptions made in the analysis are: (1) the
shape of the deformed unsupported segment is spherical;
experimental evidence shows that this is a valid assump-
tion; (2) the sheet is in a state of plane stress; (3) the
deformation at the pole (geometrical center) is balanced
biaxial in axisymmetrical parts, and is a function of edge
dimensions (length and width) in nonaxisymmetrical
parts; and (4) the edges are tightly held, and are thus in a
state of plane strain.

The sheet metal is made up of materials with consti-
tutive equations of the form  with 

 and  where σ and ε are the
equivalent quantities. A hat denotes that the quantity is
deviatoric.

The constitutive equation can be written in Lévy-
Mises form as , with 
and  with the boundary condition at the pole:

 

and at the edge:

The problem can be formulated as an incompressible
nonlinear viscous material subjected to a time-depend-
ent pressure loading with a set of boundary conditions.
The loading is to be determined for a specified strain rate

 at the critical location. The critical location is at the

pole of a freely forming axisymmetrical part. Once the
pole contacts the die, the critical location shifts to the
geometrical center of the largest undeformed segment.

The sheet metal is divided into N elements with node
numbers 0 to n. Assume that the equilibrium configura-
tion, stress, and strain rate quantities are all known at
time t. It is required to determine all these quantities at
time t+∆t, where ∆t is the chosen time increment. Using
the incompressibility conditions and the definition of
thickness strain, the change in surface area δAI of ele-
ment I can be written as:

 

where the left superscript indicates the time of reference.
In the above equation, all the data refer to quantities at
time t and the latest iteration.

The total change in surface area ∆A of the sheet metal
in the incremental time ∆t can be determined by sum-
ming δAI over all the elements 1 to N. The global quan-
tities such as radius of curvature ρ, angle α, and height H
can be calculated from the new area. The pressure P is
calculated from the equivalent stress at the pole using

. Because  is specified at the pole, at the
pole can be evaluated using the functional form of the
constitutive equation. The thickness sI is calculated based
on a linear variation of thickness within an element. From
the force equilibrium of a spherical segment subjected to
uniform pressure, we have:

 

where the p refers to the pole and 1 refers to the me-
ridional direction. σ1 in each element can be evaluated

Figure 25 Membrane element discretization of sheet metal.
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from the above equation. From the geometry of defor-
mation, thickness at each node, and force equilibrium,
the new stress and strain rate quantities are calculated
in each element. The updated values of stress and strain
rate quantities are used to recalculate the area and
other geometrical quantities until the boundary con-
ditions at the pole and the edge are satisfied. This pro-
cedure is repeated until the dome height reaches any
specified value.

Nonaxisymmetrical Box Formation

The membrane element concepts described previously
can be extended to model nonaxisymmetrical problems.
As an illustrative example, the formation of a square box
as shown in Fig. 26 is considered.

In this case, it is made sure that every line segment
passing through the geometrical center deforms as a part
of a sphere with maximum height at the pole and with
the radius of curvature corresponding to half the edge-
to-edge distance. An additional geometrical constraint is
that the vertical deflection and the thickness at the geo-

metrical center are identical to each of the domes. Thus,
every material point can be considered as a part of a ra-
dial line from the geometrical center through the point
under consideration. The deformation at the point is de-
termined based on the history of stress and the depth at
the geometrical center. The contact of the sheet with any
of the surfaces is determined from the geometry of each
node and the equation of the surface. Thus, a square box
(or box with finite dimension) is formed in four stages
with free forming in the first stage and is shifted to the
pole of unsupported sheet in the subsequent stages.

C. Finite Element Methods

A goal in the process design of any manufacturing process
is to determine the critical process parameters and to
optimize these factors in order to produce the final part
within the required specifications. Over the years, several
process models based on analytical and simplified numerical
methods have been developed to gain an understanding of

Figure 26 Stages of formation of a box with finite dimensions.
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the process mechanics, to predict forming loads and overall
geometry changes, and to determine optimum process
conditions. Such methods are usually restricted to modeling
axisymmetrical components such as cups and cones, or the
formation of a long rectangular box section with complex
cross-sectional details (Fig. 27). In the analytical and some
numerical modeling methods, the shape of deformation is
assumed a priori to be spherical or cylindrical, and the
thickness is assumed to be either constant or to vary linearly
or parabolically. The constitutive equation of the material
is assumed to be the simple power law model ,
enabling the development of closed form solutions [16–18].

Despite the ease of use and computational efficiency,
simplified analytical and numerical process models are
restricted to two-dimensional plane strain and simple
axisymmetrical geometries. To model 3D geometry and/
or complex 2D shapes considering sheet-die frictional
effects, it is necessary to resort to finite element methods.
Additionally, FEM can consider material, geometry, load-
ing, and other nonlinearities with no added difficulty or
major assumptions. As the power of the computers con-

tinues to increase and as the software (code) is bundled
with easy-to-use graphical user interfaces, the impact of
FEM is on the increase. In the next few sections, we pro-
vide an overview of the available commercial and
noncommercial codes for SPF process modeling.

Since the early 1980s, several research groups have
proposed various FEM techniques for modeling SPF
process. In general, to analyze sheet metal forming, the
solid formulation and the flow formulation can be used
with either a quasi-static implicit or a dynamic explicit
solution procedures. Additionally, in SPF of single sheets,
contact occurs between a rigid die and moving sheet;
however, in addition, the SPF/DB process encounters con-
tact between two moving and deformable sheets. These
contact conditions are implemented differently through
different approaches. In contrast to sheet metal stamp-
ing, which is a displacement-driven process, SPF is a
force/pressure-controlled process. The optimum pres-
sure-time loading cycle for a successful SPF is to be de-
termined by FEM, whereas in a general FEM, displace-
ment/force is the input. This requirement is achieved dif-

Figure 27 Model of a long rectangular pan.
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ferently in different codes. Finally, the ease of use and the
integration with CAD tools are other aspects that dis-
criminate one code from the other.

1. Solid and Flow Formulations

In the solid approach, when posing the boundary value
problem, it is assumed that at a given stage, the shape of
the body and the internal distribution of stresses are
known. The boundary conditions are specified in terms
of displacement and traction, or in terms of the velocity
and traction rate if the equilibrium equations are pre-
sented in the rate form. The distribution of displacements
and/or stresses is usually the solution to the problem.
The formulation uses a total Lagragian description with
an elastic-plastic material model developed in an incre-
mental rate form of Prandtl-Reuss equations. Hence, the
Jaumann rate of Kirchhoff stress and the Euler-Lagrangian
strain rate are used in the constitutive equations. The solid
formulation has been popular in modeling sheet stamping
processes and has been adapted by many commercial
explicit dynamic codes such as LS-DYNA, OPTRIS, and
PAM-STAMP, and also by quasi-static implicit codes such
as MARC [19] and ABAQUS.

Within the confines of the flow formulation, the metal
is modeled as a rate-dependent rigid plastic, rigid
viscoplastic, or purely viscous material. The velocity vec-
tor is prescribed on a part of the surface with traction on

rest of the surface. Solutions to this problem are the ve-
locity and/or stress distributions that satisfy the govern-
ing equations and the boundary conditions. Most sheet
metal forming processes including hydrostatic bulging,
punch stretching, and deep drawing were solved using a
rigid plastic material approach. Onate and Zienkiewicz
[20] were one of the first to use thin shell theory and
viscous flow formulation to model sheet metal deforma-
tion for two-dimensional and three-dimensional configu-
rations. The majority of FEM process models for SPF
use the flow formulation.

2. Formulations for SPF/FEM Process Models

Argyris and Doltsinis [21] used a natural formulation to
solve plane strain and axisymmetrical problems of
superplastic forming. Zhang et al. [22] used the viscous
flow formulation to model the free forming of a
superplastic dome (Fig. 28). Chandra [23] used a con-
tinuum finite element formulation to model plane strain
and axisymmetrical cases of superplastic forming process,
together with a penalty approach for the enforcement of
the incompressibility of the material. Because continuum
elements are used across thickness, this model was able to
handle both bending and transverse shear effects, which
may be important especially at die entry radii and at die
corners. All the works mentioned above involve the
modeling of superplastic sheet forming for two-dimen-

Figure 28 Physical model of a dome and a square pan.
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sional geometries. Work on sheet forming processes for
three-dimensional die geometries has been performed
since late the 1980s. The updated Lagrangian finite ele-
ment formulation by Nakamachi [24] used a membrane
shell theory and an elastic-plastic material model to simu-
late punch drawing and stretch forming problems.

The same membrane approach was used by Bellet and
Chenot [25] who used eight-node isoparametric quadri-
lateral elements to model the sheet as a membrane with
the use of convective coordinate system. The convected
coordinate system enables the representation of the 3D
geometry into 2D by embedding a coordinate system in
the plane of the sheet. The authors verified the model by
simulating many simple configurations and a few com-
plex shapes with a fair amount of accuracy. A semi-im-
plicit time integration scheme was used for geometry, and
velocity updates are involved but are unconditionally sta-
ble. Bonet and Wood [26] used the same membrane ap-
proach but used triangular constant stress element based
on a convective coordinate system, which simplified the
formulation to a great extent when compared to the ap-
proach of Bellet and Chenot [25]. This formulation was
based on an explicit time stepping scheme, which was
later dropped in favor of the semi-implicit scheme [27].
To capture the effects of bending, Kirchhoff shell kin-
ematics was later implemented by the authors in a sim-
plified form with the use of a constant moment bending
element (Morley element) superimposed over the mem-
brane triangular element. Bonet et al. [27] devised a pres-
sure control scheme that was integrated into the formu-
lation as a constraint equation, which is later discussed
in this paper.

Following the two-dimensional continuum formula-
tion [23] SPASM2D (Superplastic Analysis of Sheet Met-
als—2-Dimensional), Chandra and Rama [28] extended
the studies to include the effects of die radius and sheet-
die friction on SPF. They proposed a pressure prediction-
correction scheme [29], which proved to be independent
of geometry and the type of formulation. Subsequently,
they suggested the use of a dual-strain rate criterion for
strain rate control for the SPF of dynamically
recrystallizing materials [29] (e.g., Al–Li alloys). Later, a
new three-dimensional thin shell formulation was devel-
oped and named SPASM-3D [30, 31]. A summary of the
details of this formulation is presented below.

3. SPASM-3D Formulation

Because superplastic sheet forming is predominantly a
membrane deformation process, a three-dimensional fi-

nite element formulation using thin shell kinematics with
Kirchhoff assumptions to model the sheet deformation
has been developed. The shell mechanics is based on a
convective coordinate system, which is embedded on the
midsurface of the deforming sheet. The in-plane refer-
ence coordinates (ξ1, ξ2) remain tangent to the midsurface
of the deforming thin shell, and the out-of-plane coordi-
nate ξ3 always remains normal to the midsurface. De-
scribing eα and eβ as the covariant base vectors with re-
spect to the ξi coordinate system, the covariant convec-
tive components of the rate of deformation tensor D can
be derived as:

(29)

where gαβ=eαeβ and gαβ describe the time derivative.
Using the equivalent stress and equivalent strain rate

relationships at constant equivalent strain, the membrane
and stress resultants can be derived as:

(30)

where:

 

and µM and µB are the membrane and bending viscosities,
respectively.The equilibrium equations presented in terms
of virtual work can be written as:

(31)

A computationally efficient six-noded constant stress
constant moment triangular element was used to
discretize the sheet. The element has three corner nodes
with three translational degrees of freedom and three
midside nodes with only rotational degrees of freedom
about the side.

The tangent membrane stiffness and bending stiff-
ness matrices are computed explicitly because the finite
element considered has constant stress and moment. To
keep the formulation simple, only symmetrical matri-
ces are considered. A Newton-Raphson iterative scheme
is used to solve for the ∆vi, incremental velocities to
compute the final velocity vector (the solution variable)
at the end of every time step in this quasi-static ap-
proach. The convergence is decided from the magni-
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tude of two different norms: one based on the residual
forces and the other based on the incremental velocity
field. The details of the contact algorithm and the pres-
sure-prediction scheme used by the authors and others
are discussed later.

4. Contact and Friction

This is one of the critical areas in terms of numerical
accuracy and stability. Because the shape of the die or
tool determines the final shape of the superplastic com-
ponent, it is crucial that the die be accurately represented.
In two-dimensional formulations of axi-symmetrical and
plane strain problems, an analytical function can be di-
rectly used to describe the die geometry. However, the
complexity of general three-dimensional dies renders this
approach impractical. Hence, the process modelers of
metal forming, in general, have unanimously chosen to
represent the die with finite elements, which has clear
advantages in formulation in the context of finite
element simulations. Defining contact between a deform-
ing sheet and an arbitrarily shaped die has posed a chal-
lenge for a long time, and only in the last decade, several
methods have emerged to handle it effectively in most
commercial finite element codes that perform metal form-
ing simulations. The first challenge in the process identi-
fying contact between the deforming sheet and the die is
to devise a strategy to identify the intersection between a
line derived from the path of a node on the deforming
sheet and the finite element that represents the rigid die.

Bellet and Chenot [25] use a simple technique to iden-
tify contact between two surfaces. They use triangular
3D elements to represent the die so that it is possible to
evaluate the relative positions of sheet points (nodes) at
each deformation increment. In the contacting regions,
the tangential friction stress τ is given by a Coulomb
model τ=-µp(1/|U|)U, where p is the applied forming pres-
sure and µ is the friction coefficient. Bellet and Chenot
[25] successfully used their contact and friction algorithm
in performing complex 3D shapes and also used the same
technique in 2D to model SPF with diffusion bonding.
Wood et al. [32] used triangular elements to define the
die. During the initial phases of their formulation, they
considered only sticking contact with the assumption that
no subsequent separation may take place. They solved
the intersection problem between the node path and the
die surface through an unrelated method that was origi-
nally devised for the solution of geometrical searching
problems. They effectively used the alternating digital tree
technique based on the use of binary tree structures.

Chandra et al. [33] and Rama [31] used a novel tech-
nique called the pseudo-equilibrium method to handle
contact. In this method, the die was represented as a
line segment in 2D models and a three-noded triangu-
lar element for the 3D models. This research work uses
primary followed by secondary search processes. The
primary process is used to only identify if the “coordi-
nate limits” of the node path (a line) coincides with the
“coordinate limits” of the die element. Once a list of
nodes that could potentially be in contact with the die
is established through the first process, the second proc-
ess is used to find if the node path and the die element
really intersect. Once a node penetrates the die surface,
the coordinates of the contact point along with the
depth of penetration are determined. This deformation
stage at which die penetration is detected is described
as pseudo-equilibrium stage. Upon evaluating the depth
of penetration, the compatibility load step is executed,
pushing the penetrated sheet one to the die surface, as
shown in Fig. 29.

Thus, force equilibrium without violating the contact
compatibility conditions is established. This method is
more comprehensive and complete than other methods,
which physically relocate the penetrated node either to
the point of contact on the die surface, or, in some cases,

Figure 29 Schematic of a contact algorithm.
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where the node is fully constrained once it penetrates the
die. When dealing with intricate shapes, such procedures
violate the force equilibrium of the deforming body and
could potentially miscalculate the pressure requirements
for maintaining superplastic conditions. It should be
noted that the compatibility load step is not included as
part of the deformation stage and is only executed once
to achieve a force equilibrium of the deforming sheet af-
ter penetration. The sheet-die friction is handled through
the estimation of normal and tangential forces to be ap-
plied on the node in contact with the die. Coulomb’s
model is used for this purpose using both the static and
dynamic friction coefficients, depending upon whether
the contacted node was stationery or moving in the pre-
vious load step. A local coordinate system for the die
element with the contacted node is established to make it
convenient for implementation.

In the commercial code MARC [19], whenever a pen-
etration occurs, the ratio of the incremental displacement
is divided based on the contact point on the die (either a
line, a regular surface, or an analytical NURB surface).
Three different strategies are implemented: (a) retracing
the deformation to the earlier iteration; (b) applying a
force to return back to the contact point from the de-
formed configuration; and (c) specifying an incremental
deformation from the earlier iteration. The user can se-
lect the method based on the requirement and experi-
ence. Although the search techniques to identify contact
point are slightly different in all cases, the basic principle
is very similar. However, the friction is handled quite dif-
ferently in each of the formulations.

5. Pressure Prediction Algorithms

Maintaining optimum conditions for superplastic defor-
mation is critical and it can only be achieved by altering
the deforming pressure as deformation progresses. Bellet
and Chenot [25] achieved pressure control by trial and
error using a posteriori adjustment technique, at the end
of each time step. Bonet and Wood [9] treated the un-
known pressure parameter as an additional variable to be
determined from an additional equation constraining the
maximum strain rate or a method based on the rate of
energy dissipated over the volume of material. They seem
to observe less fluctuations in the pressure cycles than those
obtained using the posteriori adjustment method. This
method of pressure control is not easily transferable to
other formulations without a major effort.

Rama and Chandra [29] developed a very simple and
flexible method of pressure control. They assumed that

the free forming sheet deforms like a thin membrane and
hence establishes a relationship between the stress in the
sheet and the pressure load. Considering that the maxi-
mum strain rate will only occur in the free forming re-
gions and also that the sheet tends to deform similar to
the free expansion of a cylindrical membrane, new pres-
sure loads for subsequent load steps were explicitly pre-
dicted along with an iterative correction procedure work-
ing to determine the required pressure in that time step.
With the knowledge of pressure at time step t, the initial
pressure for time step t+∆t is:

(32)

The optimum pressure is determined iteratively within
each time step before the initial pressure for the next time
step is predicted using the above equation. The proposed
method is quite flexible and efficient, and can be easily
incorporated in any existing formulation without any

Figure 30 SPF of an Al 5083 pan: (a) cross-section, and
(b) pressure-time used in the forming.
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difficulty. A FEM code SPASM3D based on the formula-
tion was developed and verified by Rama, through the
SPF simulation of several superplastic parts including a
complex aerospace component.

MARC uses a similar concept for the pressure predic-
tion. However, instead of the maximum strain  the pre-
diction is based on an average  computed over all the
elements, after neglecting all the elements with strain rate
below a user-specified cutoff .

D. Process Modeling of an Al 5083 Deep Pan

Using the constitutive models developed earlier, finite el-
ement analysis was carried out using the commercial code
MARC[19]. The actual details of the configuration and
the cross-section of the pan are shown in Figure 30. Fig-
ure 30 shows the experimental thickness distribution
obtained and that predicted by the three models. Al-
though it is found that all the three models do a reason-
able job, logarithmic Eq. (13), followed closely by the
micromechanical model, does an excellent match com-
pared to the simple power law (Eq. (10)). This is to be
expected because the constitutive Eq. (10) did not closely
follow the experimental data (see Fig. 12).

VII. INDUSTRIAL APPLICATIONS

Applications for superplasticity and superplastic forming
(with and without diffusion bonding) are wide-ranging
(Fig. 31). Uses can be found in areas ranging from sports
health to aerospace applications. Anytime there is a
complex shape or form, requiring lightness, accuracy, and

minimal pieces for assembly, superplasticity is the prime
candidate for the forming process. Cost is invariably the
deciding factor in the selection of any production process.
Both energy costs (in terms of heat energy and time of
forming) and tooling need to be considered in the total
cost. Increases in forming temperature and time must be
studied closely in order to justify the feasibility of
superplasticity in a production environment [34].

A. Energy/Cost Considerations

1. Material Cost

The foremost cost consideration for production is mate-
rial cost. Engineering will determine the material proper-
ties required for the integrity and safety of a product and
then seek the most suitable (cheapest and most cost-ef-
fective) material that will fulfill the requirements. Al
5083, although not as cheap as steel, is very affordable
in sheet form when compared with the other SP alloys
listed in Table 8. When the normalized stiffness is com-
pared with steel, SP 5083 sheet is much higher at 6.2.
Superplastic materials can be rather expensive; but, in
the case of Al 5083, they can still be reasonably justified
when cost and performance criteria are considered.

2. Forming Time

The key to streamlining production costs is minimizing
the amount of time taken to form that part. The amount
of time it takes to form a part superplastically is depend-
ent on the strain rate at which the forming material can
be deformed. Maximizing the strain rate during forming
will minimize the amount of time taken and hence lower
production cost. If the material is deformed too fast, the
integrity of the finished product will be compromised.
Superplasticity is observed in Al 5083 at strain rates rang-Figure 31 Application of SPF in different industries.

Table 8 Superplastic Material Cost
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ing from 10-1 to 10-5 sec-1. So far, in low-volume-produc-
tion niche market applications, Al 5083 is being formed
at strain rates of about 10-2 sec-1 and strains of up to
300%. For high-volume mass production, a target strain
rate of 10-1 sec-1 is necessary to meet necessary cost and
time constraints. Lower forming times mean, of course,
increased production, but there are drawbacks as well.
As forming time reduces, gas management time increases
with strain rate and gas pressures. This means that other
factors need close consideration when optimizing the
strain rate for production.

3. Role of Temperature in SPF

The role of temperature in superplastic forming is
manyfold. The primary role that temperature plays is to
introduce the superplastic deformation mechanisms and
to allow the material to deform, such as “silly putty” or
chewing gum. Because the superplastic state of a material
is reached above the annealing temperature, any memory
of the forming process is erased, and a residual stress-free
part results. The higher the temperature, the easier the
matefial deforms, requiring less gas pressure. The forming
time can also be reduced as the strain rate can be increased
to a point without any undue side effects to the finished
product. Temperature also plays an important economic
role in SPF. Higher forming temperatures require increased
energy to homogeneously heat the SPF material and sur-
rounding furnace internals before any forming can take
place. Also a major consideration at high forming tem-
peratures is the structural and dimensional integrity not
only of the die material, but also of the furnace itself. If
the furnace’s structural/dimensional integrity is compro-
mised, the whole forming process can be compromised.
Material and engineering costs for extremely high-tem-
perature furnaces can be astronomical.

4. Tooling

Fundamental to the success of most component manu-
facturing processes is tooling. Superplastic forming is no
exception; in fact, it is at the heart of the economic vi-
ability for commercial superplastic aluminum forming.

Tooling needs to be [34]:

Durable—able to continuously operate at elevated
temperature without degrading and safely contains
the gas pressures and mechanical forces applied

Accurate—to consistently produce forming to the re-
quired dimensions and surface quality

Productive—yielding maximum production output
commensurate with the superplastic strain rate
limits of the alloy being formed and the pressure
containment capacity of the forming equipment
(forming presses) being used

Cost—effective-manufactured at a minimum cost for
“optimized forming conditions.”

As the forming temperature rises, not only is more en-
ergy required in the superplastic manufacturing process,
but higher cost of the tooling is needed as well. For ex-
ample, when forming at or near 500°C (Al 5083), dies
made of steel have adequate creep resistance as well as
corrosion resistance and will last almost indefinitely for
a finalized part. If a more exotic material is formed such
that the forming temperature is high (927°C for Ti 6Al–
4V or titanium β-21s), special tooling requirements will
drive the initial investment to astronomical heights.
Higher temperatures dictate the use of exotic materials
such as molybdenum or high-nickel superalloys for the
construction of dies along with key elements of the form-
ing press itself. Machining for these materials, due to
extreme hardness, requires specialized tooling. This more
expensive, specialized tooling will tend to experience
wear at an accelerated rate due to working conditions,
and thus have to be replaced more often than conven-
tional tooling for conventional materials. If the material
of the die is hard to form, then the tooling method (e.g.,
electric discharge machining (EDM)) becomes even more
expensive. Exacerbating the cost of high-temperature
forming would be the inevitable degradation of the die
itself. The die would have a finite lifetime and would
require refurbishing and/or remanufacturing periodically.
Extensive use of ceramics is a key to lowering these manu-
facturing costs, but is still a less viable alternative to a
low-temperature steel alloy die.

B. Engineering Applications

There are many current applications for superplastic
forming in production environments. In comparison to
traditional plastic forming methods, SPF has many ben-
efits which can justify its use ecoriomically.

1. Aerospace

Performance is the first objective when developing com-
ponents for the aerospace industry. Critical to the per-
formance of an aircraft or spacecraft is minimum weight
and maximum strength. Also critical is packaging con-
cerns, which can often call for very unorthodox,
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complex geometries. These aerospace parts usually re-
quire multiple components riveted, bolted, or welded to
form the final part. The added fasteners and/or welding
may add weight and possibly compromise the integrity
of the final product. Distortion is also of major concern.
Uneven heating/expansion due to welding often causes
deformation and induces residual stresses to the point
where the final product will not fit within the required
tolerance range for their prospective application. When
this happens, the part is then scrapped and the time spent
in assembling, forming, etc., is wasted. Superplastic form-

ing is the one-step process that uses minimum material
to form complex geometries with minimum weight and
unparalleled repeatability. The key to the repeatability
lies in the fact that the material is formed at a tempera-
ture above its annealing temperature. This means that
there is little or no residual stress in the final product,
and therefore no springback to compensate for in the
initial die manufacturing. The repeatability of SPF has
procured a nearly 0% rejection rate for parts that once
had a nearly 40% rate rejection after inspection using
previous production methods.

Figure 32 Titan IV heavy payload rocket.

Figure 33 (a) F-15 Eagle, (b) wing root, (c) reconnaissance pad, (d) horizontal stabilizer, (e) B1-B and B-2 bombers,
and (f) ejection seats.
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Even the relatively slow strain rate of SPF can be justi-
fied when one part can be formed to eliminate several
manufacturing processes and the excess assembly time of
several parts into a singular and accurate forming process.
Examples of aerospace applications include the Titan IV
heavy payload rocket (Fig. 32), various parts for the B1-B
and B2 bombers, F-15 Eagle (Fig. 33), and ejection seat
components (Fig. 34). The Titan IV rocket (Fig. 32) uses
several SPF parts to address critical weight issues and pack-
aging concerns within a heavy lift launch vehicle. The F-
15 has many nice examples of SPF-manufactured Al 5083
components. Components successfully manufactured us-
ing SPF on the F-15 range from the complex structure of
the horizontal stabilizers to the deep, curvaceous struc-
tures of the wing root leading edge and the reconnaissance
pod mounted on the belly of the airplane. Of the ejection
seat components manufactured with the SPF process, the
Al 5083 alloy head rests are good examples of deep and
complex parts formed in one SPF process, eliminating as-
sembly time and the manufacture of several cold-stamped,
riveted, and welded components [34, 35].

2. General/Public Transportation

Weight is also a major performance consideration for
other industries. Vehicles that carry heavy loads regu-
larly can benefit from the weight reduction SPF compo-

nents can generate. The less initial weight a vehicle has,
the more revenue-generating load capacity it can safely
sustain while also reducing the maintenance required for
the said vehicle, which may not operate at its maximum
capacity for a majority of its service life. Parts that may
be spared due to the decreased loading would be wheel
bearings, breaks, suspension components, and the rail-
ways themselves (if applicable). Public transportation in
London has found use for SPF processing in its under-
ground railways, as seen in Fig. 35. The London Under-
ground has incorporated SPF-formed window panes into
its newer underground trains. Their light weight adds
efficiency to the rail system by trimming unnecessary
weight from the train with no degradation of structural
integrity.

3. Automotive

In the automotive industry, minimum forming time is
critical for the feasibility of a part to be produced. The
finished shape should contain a number distinct fea-
tures, which only superplasticity can reproduce repeat-
edly and reliably. In Fig. 36 are presented some typical
applications for SPF’s viability in the automotive indus-
try with parts that would otherwise be stamped when
cold-formed. These are semipractical applications
which, alone, cannot justify the expense for the tooling

Figure 34 (a) Ejection seat and head rest, (b) seat in action, and (c) SPF parts in the seat.
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Figure 35 Superplastic forming door panels in London underground trains.

Figure 36 Al 5083 autoparts: (a) rear door, and (b) vehicle housing.
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and/or the slow forming time. The key to their viability
lies in a single forming process for several parts from a
single sheet, and the accuracy of the finished part. Some
specific examples of automobiles with SPF parts in cur-
rent production include the Dodge Viper, with SPF-
formed rocker panels, and the Oldsmobile Aurora, with
SPF-formed trunklid. The company that produces the
vehicles which are the most SPF-intensive automobiles
in production today is Panoz. The Panoz AIV roadster
and the brand new Esperante feature full SPF-formed
body panels.

The performance of the Panoz Esperante roadster
(Fig. 37) is among the world’s best. Initial tests show
that with its 320-hp, 32-valve aluminum V8, the
Esperante will outrun a Ferrari F355 Spyder to 60
miles/hr. It also stops shorter than an Acura NSX and
has more lateral grip than a Porsche 911 Cabriolet.
The Esperante’s lightweight aluminum body is made
using Superplastic batch forming, a process developed

for the aerospace industry and pioneered in the
autoindustry by Panoz. Its modular extruded
aluminum chassis is an exercise in technology and as
rigid as those in most high-performance coupes. The
Panoz Esperante’s superplastically formed Al 5083
inner door panel is a classic example of a piece that
can only be formed using SPF. Its complex contours
and ultra-deep profile contain strains approaching
300%. Forming temperatures remain less than 500°C
for every SPF part on this sports car, including the inner
door panel. The body panels are all SPF-formed as
well. Not as complex as the inner door panel, the body
shows clean, smooth lines with residual stress-free SPF
Al 5083 panels. The panels and other components SPF-
formed for this automobile are batch-formed (several
panels simultaneously) to streamline production using
SPF forming.

Both Chrysler and General Motors have utilized SPF
to form select body panels for the Dodge Viper and the

Figure 37 Panoz AIV featuring SPF door panels.
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Oldsmobile Aurora (Fig. 38). The Viper features rocker
panels made of SPF-formed Al 5083 and represent a
small production run of SPF parts. The Oldsmobile
Aurora features an SPF-formed trunk lid. The Olds-
mobile production represents a medium to large
production volume with about 80,000 units produced
per year. Both automakers have demonstrated and

proven the feasibility of superplastic forming in mass-
produced automobiles.

4. Architectural

Although weight is not as much a concern in architec-
ture (unless designing sky scrapers and the like), appear-
ance can be. A boring box of a building can be trans-

Figure 38 Superplastic forming body panes in Dodge viper (left) and Oldsmobile Aurora (right).

Figure 39 Superplasticity-formed exterior panels/windows.
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formed from just another drab building to a tasteful de-
sign that is pleasing to the eye. Artful design of architec-
tural structures is a viable use for SPF. The fact that com-
plex forms can be recreated precisely using SPF can be
exploited in architectural components that serve a dual
role of a functional and aesthetically pleasing design. An
SPF window pane can be seen in Fig. 39.

5. Dental Health

Traditionally, superstructures for dental implants are cast
in gold alloy onto premachined gold alloy cylinders. Cast-
ings are quite bulky and 24% do not fit correctly. This
requires sectioning and soldering for a fit that is clini-
cally acceptable and would not affect the integrity of the
commercially pure titanium implants osseointegrated
with the bone. Here we have a superplastically formed
dental implant (see Fig. 40). Measurements of flow stress
were used in conjunction with an analytical model to
superplastically form a fixed-bridge dental implant su-
perstructure using titanium alloy sheet. Using these tools,
dental implant superstructures can be superplastically
formed from Ti-6Al-4V alloy sheet to produce accurately
fitting prostheses that are strong in thin section. Mate-
rial costs are significantly reduced compared to materi-
als used in traditional casting techniques.

VIII. CRITICAL ISSUES AND FUTURE CHAL-
LENGES

Although economics drives the final decision, it is a result
of supply and demand. Although SPF and SPF/DB are
extremely powerful manufacturing methods for forming
near-net shapes with the least number of joints, their full
potential has not been realized. Superplastic forming is

resorted to only when all other conventional manufacturing
methods fail to meet the demand. Because SP components
yield structurally stable and reliable light weight
components, they deserve better attention and extensive use.
We anticipate that the future designs will be carried out in
virtual environments with inputs from concept, design,
analysis, engineering, and manufacture modules. Such an
integrated product and process design (IPPD) should include
superplastic forming as a module, as shown in Fig. 41.
Superplastic module represents the process model that
accurately predicts the design and process parameters. The
module also contains information to determine the
geometry envelope (material, shape, size, and details), where
superplasticity is not economically viable and not worth
the consideration. The process models are essentially
mathematical models that predict the pressure-time cycle to
maintain optimum forming conditions, and the resulting
thickness distribution and maximum thinning.

A. Critical Issues

Superplastic forming components are now in use for the
past two decades. However, it has not captured the mar-
ket on the same scale as many other sheet metal or bulk
forming methods such as brake forming, deep drawing,
or extrusion. Lack of knowledge on the part of designer,
which was one of the major concerns, is also slowly dis-
appearing as more and more designers are at least aware
of the process. It is clear that there are certain techno-
logical and economic issues shrouding the process, hin-
dering its use. Some of them can be solved if the research
community pays attention to the mundane but impor-
tant issues as briefly addressed below.

B. Thickness Control

Because SPF deforms by stretching rather than by bend-
ing, the segment that forms last thins the most, and many
times the thinning levels are not acceptable from
postformed strength considerations. Thinning profile has
an impact on the geometry of the part that can be formed
using SPF, rather than the hundreds of percent of elonga-
tion that SP is famous for. Typically, the thickness can be
controlled in a number of ways, and are listed below:

(1) Premachining: If the initial thickness can be made
nonuniform to compensate for thinning, then final
shape and thickness distribution can be controlled.
What is required is an inverse design that can pre-
dict the initial thickness, given the final desired thick-

Figure 40 Superplasticity-formed dental implants.
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ness, in addition to a new pressure-time forming
cycle. The cost of machining (chem milling) the part
should be accounted for in the analysis.

(2) Two-stage forming: The initial thickness variation can
possibly be obtained by forming the sheet in the re-
verse direction first to obtain a nonuniform thinning,
and then by using the sheet to obtain the final form-
ing. New process models need to be developed to
optimize the process. Additionally, this procedure re-
quires two separate dies and a much longer time. These
factors should be considered in the cost analysis.

(3) Male forming: Because, in SPF, the sheet does not thin
(very little, if at all) once it contacts the die, a mov-
able die can be placed in critical areas to avoid fur-

ther thinning. Male forming is a specific case where
thinning is controlled all along the male surface. The
design of the die is complicated and increases the cost.

(4) Diffusion bonding: If the material allows diffusion
bonding (e.g., Ti-6Al-4V), this leads to an effective
way to reinforce regions where thickness needs to
be increased. Judicious choice of the thickness of the
bonded sheet and the location needs to be made at
the design stage.

C. Die and Lubrication Material

Die design plays a critical role in determining the overall
cost of a part. Although it is true that SPF requires only

Figure 41 Integrated process design of SPF components.
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one die and the sheet does not spring back, the prorated
cost of the die depends on the life of the die (total number
of parts to be made), the thermal cycle (peak temperature
and heating/cooling excursions), and the geometrical
complexity (die entry radius and lateral angles). There
are a number of choices of ceramic and metallic (carbon,
alloy, and maraging steels) dies with varying capabilities
and manufacturing costs. There are no clear guidelines
on the selection criteria and the effect of the die material
on the surface finish of the part. In combination with the
lubrication used, the surface of the die gets affected
differently, leading to poor product quality. A systematic
study on the effect of desire quality of the part on the die
material, design, and choice of lubricant is required.

D. Issues Specific to Ti-6Al-4V

Ti-6Al-4V is the work horse SP material and proves its
worth when used with diffusion bonding. However, when
SPF/DB is used in three-sheet or four-sheet configura-
tions, the web segment of the honeycomb structure is
difficult to control. This is especially true when the con-
figuration is not parallel (i.e., top and bottom sheets are
not parallel). This causes many design and manufactur-
ing issues. Also due to the high-temperature forming, a
coating of a is formed, which needs to be cleaned using a
chemical process that is α health hazard as well as a cost
issue. Both these problems need to be addressed.

IX. SUMMARY

With the continued use of superplastic forming process
in the manufacture of various aerospace and automotive
components, there is an imminent need to accurately pre-
dict the process parameters for complex 3D configura-
tions. New SPF products are finding their way into ar-
chitectural, rail, heavy industry, biomedical, sports, and
textile sectors apart from the traditional aeroindustry and
autoindustry. High-fidelity process models, in combina-
tion with other concurrent design tools (CAD, stress
analysis, and cost analysis), should be able to provide
the platform necessary for the wider use of superplastic
products across a range of industries. The objective of
this chapter is to first introduce the various industrial
applications of SPF products and the design bottlenecks
hindering their wider use. Practical considerations in the
development of appropriate material constitutive mod-
els for superplastic materials and their relevance to nu-
merical simulations are then discussed. Three different

models, including a micro-mechanics-based model, are
used to describe the constitutive behavior of a selected
SP material (Al 5083). The performance of the models is
then compared with respect to experimental results. The
effect of the actual material parameters on the simulated
results, and hence the design, are outlined. Some of the
commercial and other finite element codes used in SPF
process modeling are enumerated, and the features of
each of the codes with respect to the type of elements,
contact/friction algorithms, and pressure-prediction
schemes are compared. In closing, other practical con-
siderations in the manufacture of SPF products (e.g., die
materials, optimal SPF/DB design, α-casing, product
thickness control) are also discussed.

REFERENCES

1. Superplasticity in Advanced Materials (ICSAM-91);
Tokzane, M., Hori, S., Furushiro, N., Eds. JSRS:
Osaka, Japan, 1991.

2. Sherby, O.D.; Nieh, T.G.; Wadsworth, J. Overview
on superplasticity research on small grained materi-
als. Mater. Sci. Forum 1994, 170–172, 13–22.

3. Watts, J.D. Temperature Effect on the Transition from
Plastic to Superplastic Behavior of Al 5083. M.S. The-
sis. Florida State University: Tallahassee, FL, 2000.

4. Pellerin, C.J. Air Force Perspective on spf and spf/db
Titanium Technology. Proceedings of the Symposium
on Superplastic Forming, Los Angeles, California,
USA, 1984.

5. Khalleel, M.A.; Johnson, K.I.; Smith, M.T. Process
Simulation for Optimizing Superplastic Forming of
Sheet Metal. Proceedings of the MARC International
Users Conference, 1994.

6. In Superlasticity and Superplastic Forming (ICSAM-
88); Hamilotn, C.H., Paton, N.E., Eds. Minerals,
Metals and Materials Society: USA, 1989.

7. In Superplasticity in Advanced Materials (ICSAM-
94). Materials Science Forum; Langdon, T.G., Eds.
Trans Tech Publications: Switzerland, 1994; vol. 170–
172.

8. In Superplasticity in Advanced Materials (ICSAM-
97). Materials Science Forum; Chokshi, A., Eds. Trans
Tech Publications: Switzerland, 1994; Vol. 243–245.

9. In Superplasticity in Advanced Materials (ICSAM-
2000). Materials Science Forum; Chandra, N., eds.
Trans Tech Publications: Switzerland, 2001; Vol. 357–
359.

10. Enikeev, F.U.; Padmanabhan, K.A.; Vasin, R.A. Su-

Copyright © 2004 by Marcel Dekker, Inc.



Superplastic Materials and Superplastic Metal Forming 249

perplastic Flow: Phenomenology and Mechanics;
Springer-Verlag: NewYork, 2001.

11. Pilling, J.; Ridley, N. Superplasticity in Crystalline
Solids; The Institute of Metals: London, UK, 1989.

12. Wadsworth, J.; Nieh, T.G.; Sherby, O.D.
Superplasticity in Metals and Ceramics; Cambridge
University Press, 1997.

13. Chen, Z. Experimental and Numerical analysis of
Cavitation Damage in Superplastic Aluminum Alloys.
In Ph.D. Dissertation. Florida State University:
Tallahas-see, FL, 2002.

14. Hamilton, C.H.; Ash, B.A.; Sherwood, D.; Heikkinen,
H.C. Effect of microstructural dynamics on
superplasticity in al alloys. Heikkinen, H.C.
McNelley, T.R., Eds.; In Superplasticity in Aerospace;
TMS Publishers: Pennsylvania, 1988; 29–50 pp.

15. Iwasaki, H.; Mori, T.; Tagata, T.; Higashi, K.
Experimental evaluation for superplastic properties
and analysis of deformation mechanisms in
commercial 5083 alloy. Trans. Jpn. Soc. Mech. Eng.
1998, 64, 1390–1396.

16. Cornfield, G.C.; Johnson, R.H. The forming of
superplastic sheet metal. Int. J. Mech. Sci. 1970, 12,
479–490.

17. Holt, D.L. Analysis of the bulging of a superplastic
sheet by lateral pressure. Int. J. Mech. Sci. 1970, 12,
491–497.

18. Jovane, F. An appropriate analysis of the superplastic
forming of a thin circular diaphragm: theory and
experiments. Int. J. Mech. Sci. 1968, 10, 403–427.

19. MARC Finite Element Code; Version k7 Ed.; MARC
Analysis Research Corporation, Pal. Alto: CA, 94306
USA, 1997.

20. Onate, E.; Zienkiewicz, O.C. A viscous shell
formulation for the analysis of thin shell metal
forming. Int. J. Solids Struct. 1983, 25, 305–335.

21. Argyris, J.H.; Doltsinis, J.S.L. A primer on
superplasticity in natural formulation. Comput.
Methods Appl. Mech. Eng. 1984, 45, 83–131.

22. Zhang, W.C.; Wood, R.D.; Zienkiewicz, O.C.
Superplastic Forming Analysis Using a Finite Element
Viscous Flow Formulation. Proceedings of Aluminum
Technology’86, London, 1986; 11.1–11.6.

23. Chandra, N. Analysis of superplastic metal forming
by a finite element method. Int. J. Numer. Methods
Eng. 1988, 26, 1925–1944.

24. Nakamachi, E. A finite element simulation of the sheet

metal forming process. Int. J. Numer. Methods Eng.
1988, 25, 283–292.

25. Bellet, M.; Chenot, J.L. Numerical modeling of thin
sheet superplastic forming. In NUMIFORM’89;
Thompson, et al., Eds.; Balkema Publishers:
Rotterdam, USA, 1989; 401–406 pp.

26. Bonet, J.; Wood, R.D. Solution procedures for the
finite element analysis of superplastic forming of thin
sheet. Proceedings of the International Conference
of Computational Plasticity—Models, Software and
Applications, 1987; Part 2, 875–899.

27. Bonet, J.; Wood, R.D.; Wargadipura, A.H.S.
Simulation of the superplastic forming of thin sheet
components using the finite element method. In
NUMIFORM’89. Thompson, E.G., et al., Ed.
Balkema Publishers: Rotterdam, 1989; 85–93 pp.

28. Chandra, N.; Rama, S.C. Application of finite element
method to the design of superplastic forming process.
ASME J. Eng. Ind. 1992, 114(4), 452–459.

29. Rama, S.C.; Chandra, N. Development of a pressure
prediction method for superplastic forming processes.
Int. J. Non-Linear Mech. 1991, 26(5), 711–725.

30. Chandra, N.; Rama, S.C.; Rama, J. Computational
modeling of 3-D superplastic components. Mater. Sci.
Forum 1994, 170–172, 577–582.

31. Rama, S.C. Finite Element Analysis and Design of 3-
Dimensional Superplastic Sheet Forming Processes.
Ph.D. Dissertation. Texas A&M University: College
Station, TX, 1992.

32. Wood, R.D.; Bonet, J.; Wargadipura, A.H.S.
Numerical simulation of the superplastic forming of
thin sheet components using the finite element
method. Int. J. Numer. Methods Eng. 1990, 30, 1719–
1737.

33. Chandra, N.; Haisler, W.E.; Goforth, R.E. A finite
element solution method for contact problems with
friction. Int. J. Numer. Methods Eng. 1987, 24, 477–
495.

34. Barnes, A.J. Industrial applications of superplastic
forming—trends and prospects. In: Chandra, N., Ed.
Superplasticity in Advanced Materials, ICSAM 2000;
Trans Tech Publishers, Switzerland, 2000; pp. 3–17.

35. Sanders, D.G. The current state of the art and the
future in airframe manufacturing using superplastic
forming technologies. In Superplasticity in Advanced
Materials, ICSAM 2000; Chandra, N., Ed.; Trans
Tech Publishers, Switzerland, 2001.

Copyright © 2004 by Marcel Dekker, Inc.



251

I. INTRODUCTION

The world’s current output of steel is approximately 0.8
billion tonnes per annum. To put this figure in perspec-
tive, this represents some 97% of the world’s supply of
all metals on a tonnage basis. Aluminum runs at 3%
on a global basis (or 8% on a volume basis), while the
remaining metals represent fractions of a percent. Most
of the molten steel now produced is continuously cast,
rather than cast into ingot molds as was the case up
until the mid-1970s. Figure 1 illustrates in schematic
form the main processes of ironmaking, steelmaking,
continuous casting, and rolling, together with the main
products of the steel industry. In the case of steel sheet
production, for instance, most automobiles use steel
sheet for side panels, etc. One can confidently expect
that steel sheets will remain an important automobile
body material for years to come, and that the continu-
ing development of higher-strength steels with high-
formability steel will achieve the environmentally de-
sirable specific weight reductions needed in the trans-
portation sector. Similarly, current markets for steel
long products (bars, tubes, rods, rails, wire, rounds, I-
beams, H-beams, etc.) are unlikely to be significantly
usurped by other materials, given the increasingly com-
petitive strength/weight/cost ratios possible with steel
products.

Nonetheless, Fig. 2 shows that many unit-process-
ing operations are still needed to convert cold iron ore
to molten iron, to then transform this hot metal into

“raw” liquid steel, and to refine this raw steel prior to
casting. Thirty years ago, the refined steel was cast into
solid ingots for subsequent rolling into steel sheet prod-
ucts. However, given the high capital costs of blast fur-
naces, melt shops, and hot and cold rolling mill com-
plexes, major research and development efforts have
been made within the industry with the objective of
drastically reducing the number of process steps needed
to produce a final product. The ultimate goal for a
future steel plant would be to transform iron oxide to
a final steel product in just one continuous operation.
Realistically, one can imagine reducing the number of
major processing steps, as we now know them, down
to two: direct steelmaking and direct, net shape casting
[1–3].

In direct steelmaking (step 1), the aim is to feed cheaper
coal (rather than coke), together with iron ore pellets
and lime flux, into an autogenous reactor to produce the
various liquid steel compositions and melt quality needed
for casting.

In direct casting (step 2), the aim is to develop tech-
nologies suitable for directly casting steel sheets to thick-
nesses of 0.5 to 10 mm (0.02 to 0.4 in.), at tonnage rates
of 100–200 tonnes/hr/m width (35 to 70 tons/hr/ft width).
Such performance characteristics would match those of
the big slab casters of the present day, producing 2–5
million tonnes/annum, but, by eliminating reheat furnaces
and hot-rolling mills and possibly cold-rolling mills,
would have a dramatic impact on the capital and operat-
ing costs of future steel sheet producing plants.

8

The Design of Continuous Casting Processes for Steel

Roderick I.L.Guthrie and Mihaiela Isac
McGill University, Montreal, Quebec, Canada

Copyright © 2004 by Marcel Dekker, Inc.



Guthrie and Isac252

Today’s integrated steelmaking plants currently include
the following generic-type processing operations:

1. Blast furnaces to produce molten iron from hematite
ores (Fe2O3) by smelting with coke and limestone.

2. Hot metal (molten iron) pretreatment for further re-
moval of sulfur, and sometimes phosphorus.

3. Oxygen steelmaking furnaces to decarburize the hot
metal and to dephosphorize the molten steel, giving
a raw steel containing some 400 ppm O, and 700
ppm C.

4. Teeming ladles, for adjusting the chemistry of the
raw steel during “tapping” or pouring of the steel
from the furnace into the ladle. These ladle addi-
tions include ferroalloys (Fe–Mn, Fe–V, Fe– Nb, etc.)
and steel deoxidizers (Al and/or Fe–Si) needed for
steel chemistry and steel castability

and secondary refining operations, illustrated in Fig. 3,
which include,

5. RH- and VOD-type vacuum degassers to remo ve
the gas-forming dissolved metalloids, oxygen, nitro-
gen, and hydrogen from the liquid steel and the fur-

ther elimination of carbon as carbon monoxide, to
20 ppm C for the ultralow carbon steel grades. The
alternative approach for degassing is the AOD ves-
sel where varying argon/oxygen ratios are used dur-
ing decarburization of stainless steels (generally) so
as to lower oxygen partial pressures toward those
achieved by vacuum operations.

6. Ladle furnaces for further alloying, for temperature
control (heating), for final steel desulfurization (S)
with reducing fluxes, and for further removal of in-
clusions into the slag using inert gas bubbling, and
sometimes lime powder injection.

prior to continuous casting.
Minimill operations, which in North America now ac-

count for some 50% of steel production, bypass steps 1
and 2 by remelting steel scrap and prereduced pellets in
electric arc furnaces, rather than pneumatic oxygen
processing vessels (BOF, OBM, Q-BOP, etc.) They then
face equivalent or greater challenges in preparing the mol-
ten steel for chemistry and quality before casting. These
additional challenges are associated with residual con-
taminating elements (copper and tin) in the scrap recycle

Figure 1 Manufacturing processes for iron and steel.
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Figure 2 Past, present, and future steel-processing operations.
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process, and the more likely blockage of smaller metering
nozzles by alumina inclusions vis-a-vis slab caster opera-
tions for aluminum vs. silicon-killed grades of steel.

II. CONTINUOUS CASTING PROCESSES
FOR STEEL

A. Conventional Slab Casting

Before the advent of North America’s first commercially
successful vertical mold continuous casting machine, in
1954, for the production of stainless steel slabs at the
Welland Plant of Atlas Steels in Ontario, all liquid steel
was teemed from teeming ladles and cast into stationary
molds in the ingot aisle. Groups of these ingots were then
placed in an ingot-soaking pit, reheated, and then with-
drawn at temperatures appropriate for hot rolling
(~1100°C or 2700°F). They then passed through a
slabbing mill where the “fish-ends” of the resulting slab
had to be cropped off at a cost of some 10% in yield.
The resulting 6- to 10-in.-thick slabs were inspected,
“scarfed” (ground down) if necessary for major surface
defects, and then either reheated in a slab reheating fur-
nace, or in some plants such as DOFASCO, following
passage through the high-water-pressure “descaler” op-
eration, rolled directly in a 7-stand hot strip mill.

Today, ingot casting has been largely eliminated world-
wide, and steel yields thereby increased by about 10%,

thanks to the successful development of the slag-lubri-
cated, oscillating, open-ended mold. This represents the
heart of the various fixed-mold continuous casting ma-
chines. A key role in the development of this process was
played by lain Halliday at Barrow Steel Works, who per-
fected the Junghans-Rossi oscillation mode [4] (i.e., three
quarters of the cycle down and one quarter up) by im-
posing a relative velocity during the downstroke—with
the mold going slightly faster than the strand, which he
termed “negative strip.” This invention helped resolve
sticking of the growing frozen steel shell (see Fig. 16) to
the copper mold, and allowed him to reach casting speeds
of 14.5 m/min in 1958. This is still a world record [5, 6].
These machines, nearing process perfection in recent
years, allow partially solidified slabs, blooms, or billets
to be continuously withdrawn through their bottom, at
the productivity levels associated with the ingot aisles of
yesteryear.

As shown in Fig. 4, conventional continuous casting
operations comprise a “tundish,” a water-cooled, chro-
mium-plated, copper alloy mold, a mold oscillator, a
group of cast strand supporting rolls, rolls for bending
and straightening the strand, rolls to pinch and withdraw
the cast strands, groups of water spray nozzles to extract
heat from the strand, a torch cutter for cutting the cast
strand, and a dummy bar. This dummy bar fits in the
bottom of the open mold at start-up, providing a start-
ing base on which the strand can freeze. The dummy bar

Figure 3 Typical facilities for secondary refining.
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then extracts the cast strand, and finally moves away to
“storage,” once the forming strand has approached the
torch cutter. The overall setup is generic, in that a “la-
dle” sits on a rotating “turret” or “swing tower,” and
empties liquid steel into a tundish set below via a protec-
tive ladle shroud (or tube). This tundish is used to distrib-
ute metal to one, two, four, six, or even eight, oscillating
molds set below. In the case of slab casting operations, it is
common to have twin slab production. In the diagram, a
submerged entry nozzle (SEN) is used to protect the streams
entering the mold from reoxidation. Once the ladle has
been emptied of steel, the tundish is allowed to drain
while the turret rotates a new filled ladle into position. In
this way, sequence, or continuous, continuous casting can
be achieved, with uninterrupted runs on the order of 1000
ladle changes being possible, using the flying tundish tech-
nique for rapid replacement of a spent one.

Figure 5 shows the continuously cast slabs from such
a curved mold caster entering the unbending section of
the machine, where rolls straighten the slabs, before pas-
sage to a walking beam slab-reheating furnace, for re-
heating (including scale formation), before hot rolling.

Another currently popular type of fixed-mold caster
is the vertical and bending-type caster, in which the mold
and support rolls are arranged vertically so as to maxi-
mize the chances for inclusions to float out of the deep
sump of molten steel before being trapped in the solidi-
fying shell. The strand is then bent and straightened to
deliver the strand horizontally and continuously. In com-

parison, the first “stick,” or vertical mold casters, froze
single, vertical strands in the same way as today’s direct
chill (DC) casters for the aluminum industry. The fact
that curved mold and low-head curved mold machines
tend to capture a band of inclusions about mid-distance
from the top surface of the strand and its central axial
plane has led to the popularity of the vertical-bending
machine class of casters.

In technically advanced steel mills, where surface qual-
ity is good (freedom from scabs, slivers, and deep oscilla-
tion marks) these slabs, blooms, and billets can be hot
charged directly to a reheat furnace without surface in-
spection before further size reduction. A certain amount
of scale (iron oxide) forms on the slabs during their time
in the reheating furnace. This can be useful in modera-
tion since surface blemishes can be removed, following
passage through the high-powered water jets of the
descaler. In the case of slabs for sheet products, a rough-
ing mill then rolls the slab down to a “transfer bar” some
25–40 mm (1–1.5 in.) thick.

In most current commercial operations for sheet pro-
duction in integrated steel plants, the transfer bar is then
fed into a 6- or 7-stand hot strip mill, where steel sheet,
1–4 mm thick, is produced at speeds approaching 15 m/
sec (3000 ft/min). Strip temperatures, alloy compositions,
and rates of compression are all carefully controlled, so
as to manipulate the solid-state phase transformations
and thereby optimize steel microstructures and attend-
ant physical properties.

Figure 4 Two-strand continuous slab caster.
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B. Thin Slab Casting

In the last 15 years, progress toward the goal of process
rationalization (Fig. 2) as a result of thin slab casting
developments based on the fixed, oscillating mold, or
conventional approach have proved successful. This de-
velopment has allowed scrap based-EAF minimills to enter
the flat products business. Thin slab casting technology
eliminates the need for a hot-rolling mill as such. As a
result, an integrated line comprising an advanced EAF
thin slab caster can produce up to about 800,000 tonnes/
year with much lower investment in facilities and much
less energy consumption as compared with an integrated
mill. Figure 6 illustrates the layout of such an SMS ma-
chine, and the funnel shaped, tapered type of mold that
allows for the placement of a SEN between its narrow
faces. An alternative approach by Demag/Arvedi uses a
straight, tapered, oscillating fixed mold. In both cases,
casting velocities ~5 m/min are needed to compete with
the highly productive conventional casters typically run-
ning at 1.2–1.6 m/min.

In the 1980s, alternate twin-belt moving-mold tech-
nologies were researched in Japan and the United States.
Work by Sumitomo in collaboration with the Hazelett Strip

Casting Corporation of the United States led to the suc-
cessful casting of 60-mm-thick, thin slab. However, the
control of liquid steel delivery proved to be very challeng-
ing, as did problems with transverse microcracks and poor
upper surfaces owing to entrapped and floated inclusions.

C. Strip Casting

In 2000 A.D., Nippon Steel and Mitsubishi Heavy In-
dustries announced the world’s first commercial opera-
tion of a twin-roll caster for the production of stainless
steel sheet 2–5 mm thick, 0.76–1.3 m wide, at their Hikari
Works in Southern Japan. A schematic of their twin-drum,
or twin-roll caster, is shown in Fig. 7 [7]. As seen, a con-
ventional ladle and single-strand tundish feeds steel into
a liquid sump of steel created by the twin, counterrotating
rolls and two side dams. The roll diameters are about 1.2
m, and peripheral roll speeds are on the order of 1 m/sec.
A pinch roll gathers the strip and, following minimal hot
working, the stainless steel strip is cooled and coiled di-
rectly into finished product.

In other ground-breaking news, Castrip (NUCOR/
BHP/IHI) recently announced (ForeCast, Vol. II, issue 2,
a publication of Castrip, July 2002) the production of

Figure 5 Continuous caster operation—unbending of slab.
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the world’s first commercial strip cast coils of low-car-
bon steel, 1.7–1.9 mm thick (Fig. 8). This follows the
construction and start-up of a twin-roll strip caster (TRC)
for the production of low-carbon sheet products in
NUCOR’s plant in Crawfordsville, Indiana, U.S.A. Table
1 lists the machine’s operational characteristics, and Table
2 lists the Castrip process parameters. As seen, its rolls are
only 0.5 m in diameter, running at speeds of 1–2 m/sec.
While steel makers still await the promise of direct
steelmaking, they may have finally realized Bessemer’s
visionary intuition, and achieved the long sought-after
rationalization of downstream processing of steel.

However, given a fivefold mismatch in the productiv-
ity of a twin-roll caster vs. current slab casting opera-
tions (e.g., 500,000 vs. 2,500,000 tonnes/year), illustrated
in Fig. 7, and thermomechanical considerations to be
discussed later, alternative moving-mold processes such
as the Hazelett single- and twin-belt casters deserve fur-
ther attention, given their much higher potential
productivities. The higher productivity of such moving-
mold machines arises from the arbitrarily long lengths of
water-cooled belts that can be incorporated in such ma-

chine designs vis-a-vis twin-roll casters. A typical Hazelett
twin-belt caster used for the continuous casting of thin
slabs of aluminum, copper, and zinc alloys is depicted in
Fig. 9.

Exploratory experimental work at Clausthal Univer-
sity, Germany, and MEFOS, Sweden, together with physi-
cal and mathematical models of novel metal delivery sys-
tems at McGill University, all point to the validity of a
single-belt machine for the casting of steel at 100–200
tonnes/hr/m width, at strand thicknesses 7–12 mm, and
speeds of 1–2 m/sec [8].

The philosophy for developing such a process is some-
what diflferent from that which led to the twin-roll proc-
ess. First, the process is primarily intended for casting
common steel grades (carbon steels). Many of these steels
require some hot rolling prior to cold rolling for closing
internal porosity. Therefore, the strand thickness is about
10 mm so as to allow for in-line hot rolling with 60% to
80% reduction to attain the normal range of hot band
thicknesses (1–3 mm). Second, the process is designed to
reach high productivities, which is also in accordance with
the requirements for mass steel production.

Figure 6 Thin slab caster operation.
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Thus, such a machine could equal, or exceed, the pro-
ductivity of today’s slab casting machines and, by pro-
ducing 10-mm-thick strip, provide the necessary down-
stream thermomechanical processing needed to break
down the large grains of austenite (~400 µm) into 10- to
20-µm-diameter grains of ferrite. This could then match
today’s steel properties in terms of ultimate tensile strength
(UTS) and elongation. Such a pilot-scale Hazelett ma-
chine, with a cooled belt length of 2.6 m and a belt width
of 400 mm, originally at BHP Australia and now located
at the McGill Metals Processing Centre, is shown in Fig.
10, producing 7-mm-thick steel strands at 0.4 m/sec.

D. Summary of Machine Characteristics

Figure 11 presents an overview of the various types of
new steel casting machines being developed in terms of
their productivity capabilities. To maintain equivalent
volumetric flows of steel, one sees that a 2-mm-thick prod-
uct needs to be running at a casting speed of 70 m/ min
for 50 tonnes/hr/m width, or 140 m/min for 100 tonnes/
hr/m width. At the other extreme, a slab caster produc-

ing slab 200 mm thick at 100 tonnes/hr/m width would
only need to run at 1% of that speed, i.e., 1.4 m/ min.
Since the maximum casting speeds associated with fixed-
mold machines are estimated to be on the order of 10m/
min, it is clear that the goal of net shape casting will
require a friction-free, moving-mold machine. Table 2
presents a summary of CC products and casting param-
eters, while Fig. 12 presents an economic assessment of
the relative specific investment costs for the installation
of thin slab, twin-roll (5–8 mm), twin-roll (1–2 mm), and
a direct strip cast (DSC) single horizontal belt caster, pro-
ducing 5- to 10-mm-thick strands. As seen, beyond a pro-
duction rate of about 0.9 million tonnes/year, the DSC
caster becomes the most economic option of all scenarios.

III. CONTROL OF STEEL QUALITY; LADLE,
TUNDISH, AND MOLD METALLURGY

A. Ladle and Tundish Metallurgy

Liquid steel in the ladle, following alloying, deoxidation,
and secondary refining, is at its cleanest. The challenge for

Figure 7 Schematic of the twin-drum strip casting of stainless steel at NSC.
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the steelmaker is to maintain this quality, in terms of chem-
istry, inclusion levels, and temperature uniformity, during
the emptying of the steel through the tundish and into the
mold. Figure 13 illustrates many of the potential sources
of contamination of purified steel while passing from the
ladle into the tundish and thence into the mold. As illus-
trated, while bubbling of gas within a ladle using submerged
gas injection helps to remove the indigenous inclusions
generated by steel deoxidation procedures into the upper
slag layer, excessive bubbling can disrupt the upper slag
phase, parts of which can become entrained as

Figure 8 The “Castrip” process.

Table 1 Characteristics of NUCOR’s Twin-Roll Strip
Casting Facility

All dimensions and tons are metric.

Table 2 Continuous Casting Products and Process
Parameters
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Figure 9 Twin-belt caster of Hazelett Strip Casting Corporation.

Figure 10 McGill-BHP single-belt Hazelett caster.
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microdroplets. These microdroplets of slags can then track
through the tundish and enter the final solidified product.
In transferring the steel from the ladle into the tundish, a
sliding gate nozzle meters steel from the bottom of the
teeming ladle via a protective ladle shroud down into a
tundish. Given a head of liquid steel ~1.4 m above the
level of steel in the tundish, the static pressure in the liquid
steel exiting the ladle is practically zero. In the absence of
a perfect seal, inhalation of air into the exiting stream of
liquid steel requires that the top of the ladle shroud be
protected with a positive flow of argon. If not, air infiltra-
tion leads to reoxidation and often renitrogenation of the
steel with the consequent generation of inclusions.

The tundish, in addition to acting as a metal distribu-
tor to two or more casters, serves as a cleansing unit for
inclusion removal. Therefore, current practices often use
dam and weir combinations so as to modify the flow of
steel within the tundish in order to enhance inclusion
separation. This has led to a trend toward tundishes with
larger volumes and thus residence times for a given
throughput (e.g., a 60-tonne tundish with a 7-min resi-
dence time is typical for a 320-tonne ladle full of steel).
Flow modifiers have no influence on very small inclu-
sions, but they can help clean the steel of midsize inclu-
sions in the 50- to 200-µm (2 to 8 mils) range. For larger

inclusions with Stokes rising velocity greater than 5 mm/
sec (0.2 in./sec), these flow controls are not needed for
the set of operating conditions noted.

Tundishes are normally fitted with insulating covers
to conserve heat. For highly deoxidized steels, they are
protected with an argon gas cover to reduce reoxidation
and inclusion formation. An artificial slag can also be
added to absorb those inclusions that are floating out.
Large inclusions can have a deleterious effect on the sur-
face quality, paintability, and zinc-coating characteristics
of steel sheet. Similarly, as such inclusions (of alumina or
manganese silicates, and so on) are rolled out into long
stringers, the transverse properties of steel sheet or plate,
such as percent elongation and ultimate tensile strength,
are severely compromised, as is metal formability. Con-
sequently, the modification of these inclusions into cal-
cium aluminate inclusions, which are refractory at roll-
ing temperatures and retain their original spherical shape
following rolling, is much preferred.

For other critical applications, the presence of inclu-
sions with a diameter greater than about 50 µm (2 mils)
needs to be prevented. Figure 14 illustrates a break in a
steel cord wire used in the fabrication of steel belted
tires. The break was caused by the presence of a 50-µm
inclusion within the steel. In recent developments by

Figure 11 Steel strip casting developments, 1994.
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Heraeus-Electronite, the frequency and size distributions
of such inclusions can now be monitored in situ using
an inclusion sensing probe, illustrated in Fig. 15.

B. Mold Metallurgy

The last opportunity for inclusions to be removed is in
the mold. Metal enters the mold of a conventional con-
tinuous caster through a submerged entry nozzle (Fig. 16),
in which the ports of the nozzle are often angled so as to
direct some of the flow from the exiting jets of metal up
toward the steel surface. There, a layer of lubricating slag
from fused mold powder further assimilates inclusions
while it simultaneously protects the steel from reoxidation
and provides lubrication between the forming shell of
the steel and the surfaces of the oscillating mold.

It is preferred that the final structure of the solid steel
be equiaxed rather than columnar, so that cracking of
the billet, slab, or bloom during unbending operations is
less likely. Precise control of the metal superheat tem-
perature is needed to prevent dendrite tips, broken from
the advancing columnar freezing front of steel, from
remelting, because these dendrite tips are needed to act
as nuclei for grain growth within the remaining melt.
Electromagnetic stirring is also used to enhance uniform-
ity of chemistry and structure, and to eliminate centerline
segregation of solute-rich material. The cast steel is then
cut, as previously noted, with traveling oxy-torches into
slabs, billets, or blooms of appropriate length for further

processing. The slabs are about 4 m (13 ft) long, 1 m (3.3
ft) wide, and 100–200 mm (4–8 in.) thick. These slabs
are inspected and then charged to a slab-reheating fur-
nace for subsequent hot-rolling operations. Alternatively,
in plants with advanced steelmaking practices where slab
surface quality is guaranteed to be acceptable (i.e., no
scarfing is required), the slabs can be directly charged
into the slab-reheat furnace.

IV. FLUID FLOWS, SOLIDIFICATION, AND
HEAT TRANSFER IN CONVENTIONAL
FIXED-MOLD MACHINES

A. Heat Transfer

The mold and spray chamber of a continuous casting
machine must fulfill important thermal requirements if
steel is to be cast efficiently with a minimum of internal
or external defects. The mold must be capable of extract-
ing sufficient heat from the incoming metal to so lidify a
shell, which can support the liquid pool at the mold exit,
and thereby minimize breakouts. It is also important that
the mold be able to remove the heat uniformly so as to
avoid the formation of locally thin regions in the shell,
which could rupture and lead also to breakouts or sur-
face cracks. To achieve a uniform shell with sufficient
thickness for a given set of casting conditions, several
mold parameters have to be regulated. The most impor-
tant of these are the working length, the taper, and the
corner radius.

Continuing the heat extraction process begun in the
mold (Fig. 16a), the sprays must remove sufficient heat
from the steel to virtually complete solidification of the
cast section. The rate at which the heat extraction pro-
ceeds is critical to the smooth operation of the process,
because undercooling can result in excessively long liq-
uid pools and overcooling can lead to the formation of
cracks at the bending or straightening rolls. The heat
extraction in the sprays must also be arranged so that
there is a smooth transition of the surface temperature,
with a minimum of reheating, as the steel passes from
the mold to the sprays and from the sprays to the radia-
tion cooling zones. Excessive reheating has been shown
to be a primary cause of halfway cracks in strand-cast
steel. There are two major variables, which can be ad-
justed to optimize the performance of the sprays: water
flux distribution and length of the spray zone. From an
operational standpoint, the optimum heat extraction can
be achieved by a suitable combination of spray nozzle
types, water pressures, and nozzle arrangements.

Figure 12 Specific investment costs for various continuous
casting processes.
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It is important to realize that in addition to the ther-
mal requirements outlined above, a continuous casting
machine has vital mechanical functions. The oscillation
of the mold, the support and guidance of the strand with
pinch rolls, bending and straightening rolls and, in some
cases, cutting of the strand with mechanical shears, must
all be carefully designed and controlled if trouble-free
casting is to be achieved.

The extraction of heat from the surface of the strand
proceeds by different mechanisms in each of the three
cooling zones. Of these, the heat extraction processes are
most complex in the mold and spray regions. In the mold,
heat transfer from the steel surface is influenced mark-
edly by the formation of a gap between the solid shell
and slag film and the mold face as illustrated in Fig. 16b.
As the width of the gap appears to be very small (~1–2
mm), considerable heat can flow from the shell surface
to the mold by conduction through gas in the gap as well
as by radiation. A complication in describing the rate of
heat flow arises, however, because the gap width does
not appear to be constant, but varies in both vertical and
horizontal directions over the mold face. Unfortunately,
the magnitude of this variation and the resultant effect
on the rate of heat extraction are unknown. In the ab-
sence of mechanistic data of this kind, efforts have been

Figure 13 Potential sources of contamination in the continuous casting of steel.

Figure 14 Scanning electron micrograph of inclusion at a
break in a steel cord wire.
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made to obtain useful heat-flow data in the mold from a
heat balance on the mold cooling water. By this method,
the average mold heat flux, , can be obtained for a
given set of casting conditions, the most important pa-
rameter of which appears to be the mold dwell time, tm.
They are related by the following expression:

(1)

for a wide range of casting conditions [9], as shown in
Fig. 17. The solid line in the figure is a plot of this equa-
tion, which can be seen to pass through the data obtained
from several different casting machines. The instantane-
ous heat flux, qm, which varies with time [equivalent to
distance/casting speed (=z/u)] below the meniscus, is then
deduced to be given by:

(2)

It is this expression, which first was measured by Savage
and Pritchard [10], that can be used to describe math-

ematically the rate of heat extraction in the mold. It is
important to note that according to this equation, qm is a
function only of t or distance below meniscus, whereas,
as suggested above, it probably should also vary with
horizontal position relative to the corners, as well as steel
chemistry. To determine such information, this refinement
requires that measurements be made of the heat flow dis-
tribution over the entire mold face using an array of ther-
mocouples inserted in the mold wall. This approach has
led to the use of instrumented molds in many casters that
can be used in control strategies to eliminate breakouts.
The simplest of these is to slow casting rates if and when
the mold surface temperature further down a mold ex-
ceeds the mold face temperature immediately above it.

B. Role of Steel Chemistry on Heat Fluxes

Singh and Blazek [11] studied the influence of steel chem-
istry on steel shell formation through a series of control-
led breakout experiments in a bloom caster, and found

Figure 15 Schematic of the inclusion sensor system showing internal construction probe before and after a sampling
sequence and display of results, by Heraeus-Electronite.
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the shell profile to be dependent on the steel’s carbon
content. Figure 18 shows their data, in which the thick-
ness of the forming shells are plotted vs. distance below
the meniscus for a 0.1 % C and 0.9% C steel, respec-
tively. As seen, the freezing shell forms in an erratic man-
ner, in the case of the low-carbon steel. These observa-
tions correlate with wavy wrinkled outer surfaces in the
low-carbon steels, which decrease at higher carbon lev-
els, as illustrated in Fig. 19. There the shot-blasted sur-
face of the 0.1 % C steel is far more wavy than that for
the 0.4% C steel. The reason for this can be explained in

terms of the peritectic reaction, in which the initial shell
of steel to form at low carbon levels is in the delta (BCC)
phase region. This high-temperature form of iron must
then transform into gamma (FCC) iron, which is slightly
more dense (0.38 g/cm3). The consequent contraction
leads to buckling of the forming shell away from the mold
surface, creating the surface waviness observed. Heat flux
measurements by Singh and Blazek, shown in Fig. 20,
reveal a drastic drop in mean heat transfer rates in the
0.08–0.14% C range. This drop suggests a large increase
ininterfacial thermal resistance. This would be expected

Figure 16 (a) Typical continuous casting operation. (b) Schematic showing role of lubricating film of molten slag,
frozen slag shell attached to mold, and formation of air gap lower in the mold.
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from the poorer contact of the forming steel shell with
the surface. As a final comment, peritectic steel grades
are well known for their poor castability. A recent re-
view of early work by Dr Keith Brimacombe and
coworkers on these topics is presented by I.Samarasekera
in the Brimacombe Memorial Symposium [12].

C. Role of Cooling Water Flow Rate and
Mold Lubricants

The consistency in the measurements of overall heat trans-
fer rates, such as those shown in Fig. 17 for a wide range
of casters, point to the fact that the overriding control-
ling factor on heat extraction from the solidifying steel is
the interface boundary between the steel and the hot face
of the copper mold. As such, flow rates of water through

the mold are of secondary influence. Figure 21 shows the
effect of various mold lubricants on (1) heat flux distri-
bution down the mold of a billet caster and (2) on hot
face copper temperatures. One may note that rapeseed
oil led to higher heat fluxes vs. mold powders, particu-
larly in the meniscus region, no doubt on account of the
generation of hydrogen during thermal decomposition
of the oil.

D. Spray Chamber

In the spray chamber, heat is removed from the strand by
fast-moving water droplets, which, having been ejected by
the spray nozzle, penetrate the steam film adjacent to the
steel surface and evaporate. Like the mold, this process is
too complex to be treated theoretically. Instead, the rate

Figure 16 Continued.
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of heat extraction, qs, can best be characterized mathemati-
cally by a spray heat-transfer coefficient, hs, as follows:

(3)

where T0 and Ts are the steel surface temperature and
spray water temperature, respectively. Values of hs must
be determined experimentally for the spray conditions—
water flux, spray pressure, nozzle type, and steel surface
temperature—common to continuous casting. In second-
ary cooling operations using water alone, primary atomi-
zation is used to create a wide-angle spray (up to 120°)
at each inter-roll space (spray zone). In water-air mist-
spray cooling systems, the cooling water is mixed with
compressed air in a mixing chamber ahead of the nozzle,
and the mixture emerges as a finely atomized, high-im-
pulse, wide-angled spray. Such sprays are particularly
suitable for high-grade steels that are susceptible to crack-
ing. They also offer a very wide volume flow rate con-
trol, ~1:12 vs. 1:4 for the water-only type spray nozzles.

E. Coupled Turbulent Flows and
Solidificatlon for Continuous
Casting of Steel Slabs

In the recent past, many mathematical models of fluid
flows within the molds have been reported in the litera-

ture, thanks to the advent of computational fluid dynam-
ics (CFD), the ever-increasing processing power of com-
puter systems, and the availability of commercial soft-
ware systems. Thus, mathematical modeling, coupled with
physical models and experiments on operating casters,
play an increasingly important role in the improvement
of our understanding and control of various aspects of
this process. Figure 22a, for instance, illustrates an inter-
esting example of CFD computations carried out by Nip-
pon Steel engineers during the development of directly
cast clad steels [13]. By applying a level d.c. magnetic field
(LMF) between liquid stainless steel fed to the upper part
of a slab caster mold, and less expensive low-carbon steel
fed to the lower portion of the mold via two SENs, almost
perfect delineation of the two pools is possible; that is, the
mixed region of liquid stainless steel and low-carbon steel
is constrained to a small region with the LMF on (right
side of the diagram), but is badly mixed (see left diagram)
without the magnetic field. The first part of the shell to
freeze is thus stainless steel, while the inside is an ultra-
low-carbon steel, as illustrated in Fig. 22b.

As a simpler example of the use of such mathematical
models, a comparison of the spatial distribution of inclu-
sions measured in a full-scale water model are compared
with the computational predictions of Fig. 23A in Fig. 23B.
One sees that good agreement is achieved, confirming that

Figure 17 Average mold heat flux as a function of dwell time.
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strand quality 4 m below the meniscus can vary spatially
within a forming slab by as much as 25% for 100-µm
inclusions, given a casting speed of 1 m/ min. The reason
for this relates to the downflow of steel nearer the narrow
faces, rendering the float-out of buoyant inclusions more
difficult vs. the central regions of the sump, where there is
a general upflow of melt back toward the SEN, aiding
inclusion float-out.

F. Thermomechanical Behavior of Molds
and Slabs

Many of the early problems associated with continuous
casting was the problem of crack formation. Unless cast-
ing machines are carefully designed and set up with the
correct thermal and mechanical management features,

they are capable of producing material with a rich range
of defects! In contrast to the pouring of steel into ingots,
where thermal cracking was never an issue, continuous
casters can be very efficient crack producers. The variety
of cracks in billet casters, for example, range from half-
way or midway cracks, longitudinal corner cracks, trans-
verse cracks, and depressions—both midface and corner,
off-corner internal cracks, pinch roll cracks, diagonal
cracks, on through to centerline cracks. Similarly, rhom-
boid vs. square of billets is an outcome of poor thermal
management of the mold cooling water. Figure 24 illus-
trates the various defects in slabs and billets that can be
attributed to poor water-spray management. Early math-
ematical models by Brimacombe and colleagues [14]
helped greatly in explaining the appearance of the mid-
way cracks illustrated in Fig. 24 in slab and billet casting

Figure 18 Steel shell profiles for 0.05% C and 0.90% C steels.
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operations. Their appearance within a casting can be as-
cribed to excessive reheating of the outer surfaces of the
billet or slab as it exits the mold into the spray chamber.
This reheating leads to a transient expansion of the fro-
zen outer shell of the slab, bloom, or billet, which can
place the hot soft steel adjacent to the sump of liquid
steel into tension. This tensile force can lead to hot tear-
ing of the steel and result in the generation of midway
cracks. Reasons for the various casting defects are now
well understood, and can be found in various surveys of
the International Iron and Steel Institute (IISI) [15].

V. FLUID FLOWS, SOLIDIFICATION, AND
HEAT TRANSFER IN MOVING MOLD
MACHINES

A. Twin-Roll Casting

1. Fluid Flows in the Design of Metal Delivery
Systems

While process details of metal flow delivery systems for
commercial twin-roll casters remain confidential, math-
ematical and physical modeling of twin-roll casting proc-
esses has raised a number of interesting issues as to how

the liquid metal should best be introduced so as to en-
sure the even development of the solidification fronts
across the widths of the two rolls. It has also revealed
inherent problems associated with rapid grain growth of
austenite as the strip leaves the nip of the rolls. This can
lead to relatively poor ferrite/pearlite microstructures with
coarse grains.

Figure 25, depicting a half section of the sump of liq-
uid steel and one-roll surface, illustrates the predicted
flow patterns that would be developed within a twin-roll
caster when a “conventional” bifurcated submerged en-
try nozzle used in slab casters delivers liquid steel to the
sump. As seen, two hot jets of liquid steel pass across the
sump of cooler liquid steel to either side dam, losing heat
as they travel and slowly mix in with the bulk liquid.
They then split up to recirculate back toward the sur-
faces of the rotating rolls, losing superheat all the way.
The net result in terms of solidification is that the shells
of steel forming on the rolls will tend to be thicker near
the midsection of the rolls, giving rise to the situation
shown in Fig. 26, where the fractional amount of solidi-
fication is seen to be greater in the central region [16].
This will lead to uneven solidification of the forming
shells, giving unstable operations, uneven microstructures
and associated variations in strip properties.

Computations have confirmed that the optimum way
to effect solidification in an open metal delivery system
to a twin-roll caster [17] is to arrange for a low velocity,
horizontally directed flow of incoming steel from the entry
nozzle to be directed toward the two major menisci re-
gions (or triple points) where the rotating roll surfaces
first meet the pool of liquid steel. The use of a vertically
slotted nozzle the full width of the rolls represents a rea-
sonable alternative, although surface turbulence and freez-
ing of the meniscus are predicted to be more problem-

Figure 19 As-cast surface of 0.10% C and 0.40% C steels
that have been shot blasted.

Figure 20 Average mold heat flux as a function of carbon
content.
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atic, together with a certain amount of shell remelting
lower in the sump (i.e., wedge-shaped pool of liquid steel
between the rolls). Figure 27A illustrates the patterns of
solidification predicted using the twin-roll version of the
CFD Metflo Code. One sees that the uniformity of shell
growth is badly compromised by using less wide (and
less expensive) vertical slot nozzles (Fig. 27B). A sub-
merged cylindrical vertical nozzle would be even worse,
the hot vertical jet of liquid steel remelting the
dendritically growing shells on the central regions of the
roll surfaces. These modeling efforts are helpful in un-
derstanding the finer details of appropriate ways to ef-
fect a uniform casting.

2. Twin-Roll Casting—Heat Transfer

Introduction

The heat transfer literature on twin-roll casting processes
is relatively sparse. Chen et al. [18] studied interfacial
heat transfer behavior when free-falling streams of liq-
uid metal (wood’s alloy) or of hot water impinge at 0.65

m/sec on to a horizontal plate of steel or aluminum, mov-
ing at 0.5 m/sec. The authors observed a rapid rise in
heat flux to a peak value followed by a sharp drop dur-
ing solidification and then a slight rise in interfacial heat
flux, ascribed to the release of the latent heat of solidifi-
cation. By contrast, the hot water jet exhibited a maxi-
mum heat flux at the point of stagnation or stream im-
pingement, and this then dropped off exponentially with
distance from the point of impact.

Strezov and Herbertson [19] have reported on instan-
taneous heat flux measurements made in a simulator of
a TRC in order to study the initial stages of solidification
(0–100 msec) of stainless steel onto variously textured
cold copper substrates. These copper slabs were set within
a sturdy instrumented immersion paddle. This was rap-
idly plunged into an inductively stirred bath of stainless
steel, and then quickly withdrawn for subsequent ther-
mal monitoring and microstructural analysis of the thin
shells of steel so produced.

Only one set of thermal data by Tavares et al. [16, 20]
is currently reported in the literature concerning the

Figure 21 Effect of lubricant on (a) heat fluxes and (b) mold hot face temperature.
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direct measurement of instantaneous heat fluxes to the
rolls of a twin-roll caster. This is not surprising, given
that such measurements are rather challenging,
particularly at high rpm. On the other hand, overall values
of heat fluxes and heat transfer coefficients are relatively
easily measured by measuring temperature rises in mold
cooling water, together with exit strip temperatures from
the roll nip.

Average Heat Fluxes to Twin-Roll Caster Systems

Wang and Matthy’s recent literature review [21, 22] re-
port on various average heat transfer coefficients for thin-
strip casting. These are plotted in Fig. 28 as a function of
casting speed. Although there is some scatter around the
line, one sees that moving-mold processes lead to increas-
ing heat fluxes and heat transfer coefficients, as cooling
substrate velocities increase. The scatter around the curve
for various machines presumably relate to second-order
effects, such as substrate texture, mold material (i.e., cop-
per alloy), protective coatings (e.g., plasma-coated lay-
ers of alumina or zirconia, etc.), gas environment, etc.

It is to be noted that the average heat transfer coeffi-
cients obtained by Tavares et al. [16, 20] determined from

the integrated forms of their instantaneous measurements
of h(t) (kW/m2 K), presented later, fit reasonably well with
the data of others, which all roughly fit on the correlation

(4)

Figure 22 Flow and solute concentration distributions as
predicted by MHD model.

Figure 23 (A) Predicted distribution of inclusion
isoconcentrations in the upper 4 m of a slab caster. (B)
Relative concentration ratios of inclusions-predicted and
measured, using full-scale water model of slab caster mold
and ESZ probe.
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proposed by Wang and Matthys. [22]. In this relation-
ship, Vs represents the rolls casting speed (m/sec).

These results show that the productivity of a strip cast-
ing machine can be increased the higher the rolling speed,
Vs, and suggest that Eq. (2) can give an adequate engi-
neering estimate of the average heat transfer coefficient
in near-net-shape casting operations, in the same way as
the correlations proposed by Blazek and by Brimacombe
for fixed-mold casting operations. However, any accu-
rate evaluations of local cooling rates and temperatures
across the strip during the solidification event itself re-
quire a knowledge of instantaneous values of interfacial
heat fluxes and heat transfer coefficients during the time
of contact of metal with the cooling substrate. Also, while
the exponent 0.65 in Eq. (2) is similar to the theoretical
exponent of 0.5 for perfect thermal contact, it is to be
emphasized that perfect thermal contact would have re-
sulted in much higher values, as explained in the follow-
ing analysis, based on instantaneous measurements of
heat fluxes.

Instantaneous Heat Flux Measurements
for Twin-Roll Casters

Using embedded thermocouples, and an inverse heat
transfer analysis using the methods described by Beck,
temperature-time data were used to deduce instantane-
ous heat fluxes to the roll surfaces during the production
of steel strips. Steel strip compositions are listed in Table
3, while the experimental setup is shown in Fig. 29. There
a tubular SEN with two horizontal ports in the direction

of the side dams was used to deliver liquid steel into the
twin-roll caster. In all experiments, the superheat in the
molten steel was approximately 25°C.

Figure 30 shows the cyclical responses of the external
and internal thermocouples during rotation of the cop-
per rolls. As seen, peak temperatures approaching 160°C
were measured by the outermost thermocouple located
just beneath the roll surface, and up to 100°C at the in-
ner thermocouple, 12 mm or so below the roll surface.
During periods of noncontact with the liquid steel melt,
temperatures returned close to cooling water tempera-
tures of some 20°C.

The variation in heat flux with contact time is pre-
sented in more detail in Fig. 31. There, following ther-
mal radiation and liquid metal contact, a rapidly increas-
ing heat flux to the roll surface was recorded. A maxi-
mum value was reached, usually after one half to two
thirds of the metal sump-roll contact time. One will ap-
preciate from Fig. 31 that actual heat fluxes were quite
different from those expected on the basis of quasi-per-
fect thermal contact, for which a maximum heat flux
would have been registered at the first moment of con-
tact between the liquid metal and the roll surface.

Figure 24 Schematic drawing of spray-related defects
found in billets and slabs.

Figure 25 Predicted velocity field of liquid steel within
the sump of a twin-roll caster using a conventional tubular
nozzle with horizontal ports; casting speed: 0.188m/sec,
strip thickness: 4 mm, nozzle penetration: 5 cm.
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Figure 32 illustrates cyclic variations in heat fluxes
during one of the “thin-strip, higher-speed” experiments,
corresponding to 4-mm strips and roll speeds of 8 m/
min. In general, the peak heat fluxes were higher than
those obtained in the experiments of “thick-strip/ low-
speed” experiments, corresponding to 4 m/min and 6- to
7.5-mm-thick strip. The higher peak heat fluxes were pre-
sumably because of the higher casting speeds. Figure 33
presents the transient heat fluxes during one period of
roll contact with the freezing shell. Up until about 70%
of the contact time, the heat flux variations are similar to
those shown in Fig. 31. The mechanism proposed for the
experiments of slow-speed group should also apply here.
However, for most of the higher-speed experiments, a
second peak in the heat flux was also observed during
the last 30% of the contact time between the strip and
the roll.

Figure 26 Solid fraction contours 0.1 m below the top
surface; superheat: 50°C.

Figure 27 (A) Solid fraction contours at mid-depth in the sump for different widths of vertical slot nozzles. (B)
Velocity fields associated with various slot nozzles for TRC systems.
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The second peak in the heat flux was probably asso-
ciated with a more intense interaction of the two den-
dritic mushy zones formed between the rolls as the solid
fraction at the center of the caster continuously increases.
At some critical solid fraction, the dendrites form a co-
hesive network that begins to develop some strength and

to exert pressure against the thin solidified shell, as the
distance between the surfaces of the rolls continuously
diminishes toward the roll nip. It is believed that the rela-
tively thinner solid shell in the second set of experiments
was not able to withstand this internal pressure and was
pushed against the surface of the roll, increasing the con-
tact pressure and thereby the heat flux, as illustrated in
Fig. 34. Similar to what happens in rolling, the contact
pressure then reduces after reaching a maximum.

The fact that a second peak was not detected in the
“thick-strip” experiments is probably associated with the
lower cooling rate during solidification because of the
lower heat fluxes. Thus, in the experiments of low-speed
group, the solidified shells are thicker and did not de-
form to the same extent as the thinner shells associated
with the thin-strip set, once the rolling zone was reached.
The latent heat of the mushy zone was then absorbed by
the solid shells and not transferred to the working rolls.
Finally, it should be noted that a constant force of 20 kN
was applied to the 400-mm-wide rolls, independent of
strip thickness being cast. It is therefore possible that the
thinner shells were deformed such that better thermal
contact was reestablished with the rolls.

Theoretical Heat Fluxes Based on Perfect and
Imperfect Contact

While measured, interfacial heat transfer coefficients were
initially low at the melt meniscus, and only gradually
increased to a maximum as the freezing shell moved down
into the sump and better contact was established, our

Figure 27 Continued.

Figure 28 Average interfacial heat transfer coefficient vs.
casting speed for twin-roll, single-roll, and twin-belt, casters.
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time-averaged values coincided well with the mean val-
ues obtained by other workers, as illustrated in Fig. 28.
However, if perfect thermal contact between the melt and
the smooth roll surfaces were to be achieved in twin-roll
casting practices, heat fluxes would be given by:

(5)

where q is the interfacial heat flux, TM the melt tempera-
ture, TS the substrate temperature, and t the contact time
between the melt moving down in contact with the rolls.
In assessing the relative thermal resistances offered by
the thin shell of freezing steel and the copper substrate, it
is clear that a significant interfacial thermal resistance
must have been responsible for the low heat fluxes.

On the basis of much evidentiary work in the litera-
ture, these low heat fluxes can be ascribed to the pres-
ence of a gas film. Within a thin gas film, the heat is
transferred by conduction because radiation is of second-
ary importance, i.e.,  The air gap

thickness, �x, is related to the conductivity of the air and
the heat transfer coefficient according to:

(6)

while the heat flux between the melt and the substrate, in
the presence of an interfacial resistance of negligible ther-
mal capacity, becomes:

(7)

Accepting Eq. 2 for the mean interfacial heat transfer
coefficient  and ascribing this resistance
primarily to heat conduction over an air gap of thick-
ness, �, one can write:

(8)

or

(9)

Table 3 Chemical Analyses of the Low-Carbon Steels Used in McGill/EMI Experiments

Figure 29 Schematic of an instrumented roll on the IMI
twin-roll pilot-scale caster.

Figure 30 Typical variation of the corrected temperatures
during casting of thicker strip (u=4 m/min, strip 6–7.5
mm thick).
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Taking kg~0.08 W m-l K-1 at 1000°C, and Vs~ 0.1 m/
sec, the mean air (or nitrogen) gap thickness would be 20
µm, but this would be significantly higher at the menis-
cus, where heat fluxes are much lower than average, ac-
cording to the present data.

3. Solidification and Strip Microstructures

In conventional continuous casting operations for slabs,
blooms, and billets, the as-cast microstructure is com-
pletely or almost completely changed during slab reheat-

ing operations, where the structure transforms to FCC
austenite prior to hot-rolling operations. However, in strip
casting processes, the as-cast structure can be of major
significance in influencing the nature of the flnal micro-
structures and associated properties of the steel. As such,
final microstructures will be affected by instantaneous
heat fluxes at the roll-strip interfaces. As with heat fluxes,
little quantitative work has been published in the open
literature regarding the as-cast structure of low-carbon
steels strips produced by twin-roll casting. The investiga-
tion of Shiang and Wray [23] was mainly devoted to an
analysis of how strip microstructures respond to differ-
ent thermal processing operations, while Ueshima et al.
[24] studied the effect of MnS precipitation during the
strip’s solidification, on ferrite grain size distribution.
None of these works correlated the characteristics of the
microstructures, particularly grain sizes, to the corre-
sponding rates of heat extraction and to caster condi-
tions.

Figure 35 shows a transverse section of the dendritic
structure of 6-mm-thick strip, cut from a hypoeutectoid
steel, cast at slow speed, 4 m/min, in the Bessemer twin-
roll caster at IMI Boucherville. The primary solidifica-
tion, or dendritic, structure was revealed using
Oberhoffer’s reagent. Basically, this etching solution re-
veals the different levels of microsegregation. The areas
richer in iron (dendrites) appear black, while regions with
higher concentrations of impurities (interdendritic spaces)
appear white. The structure is essentially columnar, with
the radial growth of columnar dendrites meeting approxi-
mately at the center of the strip, and angled at about 15°
in the direction of casting. Signs of interaction of the co-
lumnar dendrites coming from the two surfaces of the

Figure 31 Typical variation in heat fluxes during contact
of roll surface with steel in sump of twin-roll caster for
thicker strip experiments.

Figure 32 Typical variation in heat fluxes at the roll-melt
interface for thinner strip experiments (u=7.5 m/min, strip
3.5 mm).

Figure 33 Variation in heat fluxes during the contact
time–thinner strip.
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strip can be seen; various broken and bent dendrites are
apparent, as indicated by the arrows. This is more likely
to occur in situations of relatively large interdendritic
spaces, associated with the lower cooling rates pertain-
ing to the thick-strip experiments.

A transverse section of the dendritic structure of a
strip of 3.5-mm-thick, thin strip produced at the higher
casting speeds, -7.5 m/min, is illustrated in Fig. 36. Again,
columnar dendrites are formed close to the surfaces of
the strip. The primary dendrite spacings here are much
smaller, in agreement with the higher cooling rates (higher
heat fluxes) for the higher-speed experiments. It is also
seen, in contrast to Fig. 35, that the columnar dendrites
do not reach the center of the strip. Previous investiga-
tions [25, 26] also reported on an equiaxed zone in the
center of twin-roll cast strips. This was attributed to in-
complete solidification of the strip at the roll gap. In the
work of Tavares et al., simulations of heat transfer and
solidification [27], using average heat fluxes determined
experimentally, revealed that the strips were usually fully
solid just above the roll gap. It is also seen in Fig. 36 that
the noncolumnar zone is darker than the surrounding
areas. Considering that the Oberhoffer’s reagent makes
the regions richer in impurities appear white, this sug-
gests that the noncolumnar zone was depleted of these
impurities, possibly because of squeezing of the
interdendritic liquid back into the sump. This evidence is
consistent with the reverse flows of steel that are pre-
dicted to occur as the two shells of steel converge as they
approach the roll nip. Excess entrained steel in the roll

Figure 34 Mechanism to explain transient heat flux
variations in thinner-strip experiments associated with
higher casting speeds.

Figure 35 Typical dendritic structure revealed in the
transverse section of a strip (6 mm thick, casting speed 4
m/min), using Oberhoffer’s etchant.

Figure 36 Typical dendritic structure in the transverse
section of a thinner strip (3.5 mm thick, casting speed
7.5 m/ min), using Oberhoffer’s etchant.
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boundary layers are returned back up toward the surface
of the steel (see Figs. 25 and 27B). This suggests that a
more intense interaction of dendrites, together with a
certain amount of hot deformation of the strip before
leaving the rolls, were responsible for the equiaxed zone.

Figure 37 shows the as-cast structure across the thick-
ness of one strip produced in a thick-strip experiment as
revealed by a nital etching solution. This section was taken
from a region located approximately halfway between
the center and the edge of the strip (along its width). As
seen, the room-temperature structure was mainly com-
posed of ferrite and pearlite. The morphology of the fer-
rite in this sample is usually called a Widmanstätten struc-
ture [28, 29], which is a microstructure produced when
the prior austenite grains are large and the cooling rates
during transformation from austenite to ferrite and
pearlite are relatively high.

The Widmanstätten plates nucleate at the austenite
grain boundaries and grow along well-defined matrix
planes [29]. They grow either from the grain bounda-
ries or from preexisting ferrite allotriomorphs. Nuclea-
tion can also occur inside the grains, at the austenite
twin planes. This kind of nucleation pattern, mainly at
the grain boundaries, allows one to approximately iden-
tify the sizes and shapes of austenite grains prior to their
transformation. These are delineated by the white net-
work of ferrite. This feature was used to estimate the
prior austenite grain sizes, which can be identified
through inspection of Fig. 37. The prior austenite grains
are seen to be large, especially near the strip’s surface
(bottom of photograph), where they show a tendency
to columnar shapes.

Mathematical simulations of heat transfer, solidifica-
tion, and subsequent grain growth across the strip thick-
ness [30] indicate that the surface region experiences a
significant reheating after leaving the roll gap, in much
the same way as conventional casting (bloom back). This
reheating also favors a more pronounced grain growth
of austenite in the surface regions of the strip.

Figure 38 presents predictions for the variation of
austenite grain size, for the thick-strip/slow-speed group,
as a function of distance below meniscus, for three posi-
tions across the strip’s thickness. As seen, three different
equations were used for calculations of austenite grain
growth. Equation (10), obtained from the solidification
studies of Yasumoto et al. [31], predicts a more pro-
nounced and faster grain growth than those given by the
equation proposed by Maehara et al. [32], and by the
equation proposed by Ikawa et al. [33].

(10)

To verify these predictions, a few approximate measure-
ments of austenite grain sizes were made. The prior
austenite grains presented very irregular shapes. Two di-
mensions were then used to specify their sizes (Fig. 39), a
major and a minor length, and the following average
values were obtained:

Major length: 780 µm (standard deviation: 328 µm,
n=10)

Minor length: 453 µm (standard deviation: 117 µm,
n=10)

These results are mainly for the surface region. In the
center of the strip, the austenite grains that were identified
present a more equiaxed shape, with sizes ranging from
130 to 360 µm.

Figure 37 As-cast structure in a transverse section of a
strip produced (6 mm thick, casting speed 4 m/min). Nital
etch reveals grain boundaries of prior austenite and
Widmanstatten type microstructure.
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Figure 38 Predictions of austenite grains sizes and strip temperatures as a function of distance below meniscus of IMI
TRC, for 6-mm-thick strip. (A) Strip surface, (B) strip center.
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Considering that the austenite grains form initially
surrounding a primary dendrite arm, it seems reasonable
to associate the major length of the grain to the length of
the primary dendrite arm. The austenite grain then grows
perpendicularly to this primary arm. This would lead to
more reduction in the specific area of grain boundaries,
which is the main driving force for grain growth in the
solid state. Therefore, the predictions of the models for
austenite grain size should be compared to the minor
length, which is basically the direction of growth. In this
case, the equation proposed by Maehara et al. used in
conjunction with thermal history predictions following
the strip’s exit from the rolls gives results in best agree-
ment with measurements.

The predictions for prior-austenite grain size for the
sample strips of the thin-strip group are presented in Fig.
40. Grain sizes are significantly smaller than those of Fig.
38, presumably on account of faster cooling rates (thin-
ner strip and higher casting speed) giving less time at high
temperature for gamma grain growth as the strip leaves
the nip. The measurements that were made close to the
surface gave the following results:

Major length: 205 µm (standard deviation: 36 µm,
n=5)

Minor length: 168 µm (standard deviation: 27 µm,
n=5)

In the center of the sample, the equiaxed grains had a
size of approximately 120 µm. Again the equation pro-
posed by Maehara et al. gave the best predictions for
grain size.

The variation in grain size across the strip’s thickness
can be analyzed in terms of previous work [31, 33] that
demonstrate that the austenite grains grow only in the

temperature range where austenite is the single phase
present. The surface of the strip reaches this temperature
range before the center does. As a consequence, the grains
there have more time to grow. As such, if cast strips are
to be hot rolled directly, without cooling to ambient tem-
perature for subsequent reheating, it seems important to
reduce the austenite grain growth during the casting op-
eration and to adjust the postprocessing route in order
to obtain products with mechanical properties within
specifications. If not, typical UTS and YS values of 450
and 310 MPa for hot-strip products can be predicted to
increase to 540 and 370 MPa, and maximum elongations
of 40% to drop to elongations of no more than 20%, on
the basis of these simulations.

B. Twin-Belt Casters

Finally, let us turn our attention to belt casting opera-
tions, and their potential for development as machines
for high-productivity, near-net-shape steel casting opera-
tions. Some 15 years ago, Hazelett Strip Casting Corpo-
ration provided twin-belt machines to study the produc-
tion of thin slab at Sumitomo Metals Inc. and Gary works
USX in connection with a USX-Bethlehem Steel-DOE
research partnership. Metal delivery in both cases proved
to be exceptionally difficult. A double-tundish control
system was successfully developed at SMI in order to pour
steel at a closely controlled rate into the gap between the
(off-set) belts of an inclined belt caster, while a large slot
nozzle was used at USX. Problems with freezing steel in
the gaps between the nozzle and the cold belts in the
USX case led to the development of frozen skulls attached
to the nozzle’s tips, which quickly led to their destruc-
tion, as well as unacceptable strip. For Sumitomo, it was
found that transverse hairline cracks could be minimized
by running the pinch rolls at slightly slower speed than
the belts to reduce tensile forces on the growing shells of
steel. These casters were abandoned in favor of the SMS
thin-slab, caster-type designs. Other problems arose on
account of inclusion float out, compromising near top
surface quality.

Nonetheless, the productivity potential for such belt
casters for thick-strip production still remains, in that
the length of the belt needed for cooling the steel can
presumably be extended practically without limit, in com-
parison to the massive roll diameter scenario for twin-
roll casters producing 10-mm-thick strip. It is for these
reasons that researchers at MEFOS, Clausthal Univer-
sity, and McGill University have all favored the single
horizontal belt caster for the production of steel strip.
Based on the most recent work at MEFOS [34, 35],

Figure 39 Dimensions used to define the prior austenite
grain sizes.

Copyright © 2004 by Marcel Dekker, Inc.



281Design of Continuous Casting Processes for Steel

Figure 40 Predictions of austenite grains sizes as a function of distance below meniscus in IMI twin-roll caster, for a
3.5-mmthick strip. (A) Strip surface, (B) Strip center.
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single-belt casting still remains a promising technology,
suitable for high-productivity demands in the mass pro-
duction of low-carbon steels.

C. Single Horizontal Belt Casting Processes

1. Introduction

Thus, in the single-belt process [also called the directstrip-
casting (DSC) process] the liquid steel is fed from the
supply system onto a moving belt ~1 mm thick, made
from steel or copper sheet, which is cooled from below
by water emerging from nozzles located in the cooling
chamber. Thick strip is produced with thicknesses be-
tween 7 and 15 mm.

Compared to the twin-roll process, developments have
not yet led to production-scale installations. Table 4 gives
data on the known casters. The most advanced one is that
operated at the Clausthal Technical University in coop-
eration with Salzgitter AG, SMS Demag AG, and Thyssen
Krupp Stahl AG. This caster (Clausthal II in Table 4) is
connected to a rolling stand for inline hot rolling. The
sketch of the installation is shown in Fig. 41 [36, 37]. It
has been demonstrated in Clausthal that casting and hot
rolling can be coupled without major difficulties [38].
The MEFOS caster is somewhat larger, and heat sizes
considerably greater, allowing wider strip to be cast. The
McGill caster originally operated at BHP, Newcastle, is a
research machine used for exploring high-speed, thin-strip
casting of both ferrous and nonferrous strip material.

2. Fluid Flows; Design of Metal Delivery
Systems

An obvious requirement of the flow control system to
such casters is that liquid steel must emerge from a dis-

penser at the same mass rate with which it is withdrawn
by the traveling belt. At the same time, uniform solidifi-
cation requires that lateral flows be minimal. Ideally, the
melt should be delivered to the belt in the form of a flat
stream, the same width as that of the strand. Also ide-
ally, the metal stream should emerge from the feeding
nozzle with a bulk velocity as close as possible to that of
the belt (isokinetically) and with a thickness as close as
possible to that of the final strand, i.e., no hydraulic jumps.
Unfortunately, it is very difficult to fully realize these
additional requirements at low belt velocities. For such
cases, the effective head, or height difference �h between
the level of steel in the dispenser and its level in the strand
level has to be made very small. Furthermore, this low
head must be kept constant if the exit velocity of steel
from the delivery system v is to equal the casting velocity
vc. Since this has not yet been properly resolved in prac-
tice, the effective head, �h, has been larger than that lead-
ing to isokinetic conditions. Consequently, in the
Clausthal experiments, v has been larger than vc, and the
flat stream at the nozzle exit thinner than the strand thick-
ness and faster than the belt speed. This mismatch has
caused hydraulic jumps with strong turbulence where the
steel stream impinges on the belt. Another problem in
designing an appropriate metal delivery system is that
thin flat streams with an upper free surface do not have
shape or form stability; rather, they tend to contract as a
result of surface tension forces to form a narrower, thicker
stream with surface waves [36]. If the thin stream is con-
strained to remain flat (and wide) by using a closed chan-
nel with upper and lower confinement (slit nozzle), local
freezing may occur easily in the narrow slit gap and cause
clogging.

The general equation relating the streaming velocity
v of the metal at the nozzle end to the height difference

Table 4 Data on Available Single-Belt Casting Installations
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�h between the meniscus in the dispenser and the strand
level is

(11)

where g is the gravitational constant, �p the pressure
difference between interior and exit of the dispenser, �
the density of the liquid metal, and C an effective friction
factor. Furthermore, the continuity equation is valid in
the form

(12)

where Ac and A are the cross-sectional areas of the strand
and of the feeding stream, respectively.

Many types of feeding system have been proposed and
explored experimentally [17, 39–42]. Two methods de-
veloped at MEFOS and at Clausthal subdivide the feeding
stream into several streams so as to make the stream area
A smaller than the strand area Ac. This allows one to use a
larger exit velocity v from the dispenser, with a concomi-
tant increase in �h to a more practical level. This general
principle has been applied in the so-called “zig-zag nozzle”
and the “multihole nozzle.” Unfortunately, such subdivi-
sions of the flow into several streams leads to nonuniform
solidification, for similar reasons to those for TRC using
standard SENs. Similarly, it can lead to feeding, or menis-
cus marks on the lower strand surface and/or stripes of
decreased strand thickness, or even nozzle clogging.

Two dispenser types involving single flat streams
(Ac=A) are depicted in Figs. 42 and 43. In the kind used
at Clausthal Technical University (Fig. 42), the metal
stream flows over a refractory weir substrate with two
steps. Two so-called argon rakes are used to prevent con-
traction of the open stream on the weir and distribute it
laterally on to the belt so that the edges are filled. The

argon rakes consist of a series of argon streams emerging
from bores in the gas distributors. The distributors ex-
tend over the width of the strip, are water cooled, and
are made of copper.

In the dispenser proposed by the McGill group (Fig.
43), the feeding occurs through a reticulated medium (e.g.,
open-pore zirconia filter) at the bottom of the dispenser
chamber. The high �h values (~80 mm) are isokinetically
matched to belt speeds ~1.2 m/sec. At lower metal pro-
duction rates and belt speeds associated with pilot-scale
casters producing 7-mm-thick steel strip, flow constric-
tions are required to drop the effective head, �h, in these
extended metal delivery systems.

While the head loss due to such flow modifiers are
minimal, their role in promoting an even, pressurized,
vertical flow of slowly moving liquid steel over an ex-
tended region onto the chilled moving belt below is

Figure 41 Pilot plant installation for the DSC single-belt casting/hot-rolling process at Clausthal Technical University.

Figure 42 Feeding system with argon rakes used on the
Clausthal caster II.

Copyright © 2004 by Marcel Dekker, Inc.



Guthrie and Isac284

illustrated by considering their absence. Figure 44 shows
the short circuiting of metal flow to the exit slot without
flow control. The extended nozzle configuration is
thought to provide the optimum means for delivering steel
under pressure without significant turbulence in a chemi-
cally controlled environment to the moving mold below,
provided it can be engineered to avoid freezing at the
back wall. The need for a flow modifier is evident when
comparing Fig. 43 with Fig. 44. The “no-flow modifier”
case leads to recirculation, regions of high turbulence,
freezing at the back wall, as well as remelting of the fro-
zen moving shell due to short circuiting of the steel flow

to the exit. Computations show that belt lengths on the
order of 10–15 m are required to produce 10-mm-thick
strip at belt speeds of 1 to 2 m/sec. This advanced deliv-
ery system has yet to be tested on a belt caster. One pre-
requisite for the proper functioning of such a delivery
system would be very clean steel, or steels with liquid
inclusions (e.g., silicon-killed grades), such that clogging
of the flow modifiers as a result of a build-up in solid
rafts of inclusions does not occur.

Another way to enable a larger height difference �h
to be achieved is by the application of underpressure.
This is achieved in the dispenser designed by Mannesmann
Demag (SMS Demag). The dispenser has two chambers
and a vacuum installation. In one chamber, which is open,
the steel is added, and from the other chamber, which is
closed and connected to the vacuum pump, the steel is
fed via an inclined channel to the belt. The idea is to
compensate the high �h between the meniscus in the sec-
ond chamber and the strand that is necessary for con-
structional reasons by the underpressure �p (Eq. 11). This
system operated well in water modeling trials but proved,
in practice, to be very difficult, to start up.

3. Heat Withdrawal

At the top surface of the strand, cooling is by radiation
into the free gaseous space and by natural convection,
and at the bottom by heat transfer through the belt to the
cooling water. The heat withdrawal at the top surface is
considerably slower than at the bottom surface. Because

Figure 43 Predicted velocity fields in an extended pool of
liquid steel placed over a water-cooled, horizontal belt
casting machine using a porous flow modifier. Belt speed
1.18 m/sec, porous filter 35 ppi.

Figure 44 Predicted velocity fields in an extended pool of liquid steel placed over a water-cooled horizontal belt
casting machine with no flow modification, exit slot, d=4 mm, meniscus level in extended nozzle=80 mm.
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of this difference, the temperature field in the strand is
asymmetrical with respect to its central horizontal plane.
On the water side of the belt, temperatures must be be-
low the burnout point (~100°C). These requirements are
met with a minimum heat transfer coefficient, h, of 50
kW m-2 K-1 for the water. Radiation cooling at the top
surface depends strongly on the state of the surface.

Data for the heat flux density and heat transfer coef-
ficient were determined in model experiments using a
laboratory setup. The relationship between strand thick-
ness d and total solidification time tes was computed from
these data and is presented in Fig. 45 plotted in the usual
manner as d vs. tes. The function is given as:

(13)

where d is in millimeters and tes, in seconds. The corre-
sponding relationship for the twin-roll process is included

in Fig. 45 for comparison. As seen, the time for complete
solidification in the single-belt process is longer than in
the twin-roll process at any given strand thickness. This
is the result of the slow heat transfer at the upper free
surface and the generally lower rate of heat transfer to
the belt, because of the generally lower contact pressures
in the single-belt process than at the rolls in the twin-roll
process. Figures 46 and 47 illustrate the predicted opera-
tion of such a caster using the extended nozzle concept.
It demonstrates how the initial line of solidification can
be separated from the back wall of the delivery system,
provided the flows, velocities, and superheats of the en-
tering steel are correctly optimized.

VI. THE PROPERTIES AND
MICROSTRUCTURES OF STEEL
SHEET PRODUCTS

A. Introduction

There are four methods for increasing the hardness of
steel materials: (1) solid-solution hardening, (2) precipi-
tation hardening, (3) work hardening, and (4) hardening
by grain refinement. Solid solution hardening, precipita-
tion hardening, and work hardening all decrease elonga-
tion and toughness, although strength is increased. By
contrast, hardening by grain refinement does not have
this undesirable effect. Modern sheet steel products aim
at producing fine grains, which correlate with strength
according to the following relationship, attributed to Hall-
Petch:

(14)

for the stainless steel sheet product shown in Fig. 48. As
seen, such correlations hold down to grain sizes in the

Figure 45 Relationship between strand thickness and total
solidification time for the single-belt process. Steel grade
ST 37.

Figure 46 Predicted isotherms in extended delivery system
using an htf varying with position along chilled substrate.

Figure 47 Isotherms for exit gap, d=4 mm, with flow
modifier.
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order of 1 µm, as shown by the scale on the lower axis of
the graph, for grain diameter. The increase in strength
then lowers off because subgrains with low-angle grain
boundaries contribute less to strengthening than do nor-
mal grains.

The grain sizes in conventional hot-rolled structural
steels are typically about 20 µm. These can be reduced
by controlling hot-rolling conditions and water-cooling
conditions after hot rolling, and the grains can be further
refined to 5–1 µm by quench-tempering procedures. While
strength is the most important factor for a structural steel
material, allowing less material to be used, formability is
equally important for bend and press forming and deep
drawing applications. Similarly, good fatigue properties
and resistance to corrosion can also be critical factors in
determining the choice of specific steels for a given appli-
cation.

Figure 49 shows the formability-strength relationship
for conventional steels, where the formability, plotted on
the ordinate, is plotted vs. strength in megapascals. As
seen, for parts needing good formability, such as the in-
ner and outer panels of a car body, only low-strength
sheets of low-carbon steel and ultra-low-carbon steels
can be used, because there is an inverse correlation be-

tween strength and elongation (and formability), as seen
from the graph. For parts not requiring high formability,
high-tensile-strength steels are an appropriate choice. The
theoretical maximum strength of steel is about 22,000
MPa in contrast to structural steels, which vary from 400
to 800 MPa. Iron whiskers approach this UTS, reaching
~12,000 MPa. The development of materials that have
both high strength and high formability has contributed
substantially to the reductions in car body weights that
have been made possible thereby.

B. Comparison of Conventional and Strip
Cast Products and Properties

1. Twin-Roll Cast Strip

A comparison of the typical properties of a silicon-killed,
low-carbon steel strip obtained from strip casting and an
aluminum-killed steel from the conventional hot strip mill
route [43] is presented in Fig. 50. Although the strength
levels are slightly higher and elongation levels lower for
the TRC product, it is claimed that over-all material prop-
erties of the as-cast TRC strip compare favorably with
steel strip produced via the hot strip mill route. None-
theless, the authors note that there are significant

Figure 48 Hardening by grain refinement—Hall-Petch relationship.
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differences in the final microstructures of the strip pro-
duced by the two routes as illustrated in Fig. 51.Key dif-
ferences between the two microstructures are summarized
in Table 5. Thus, conventional hot strip mill products
exhibit a fine equiaxed ferrite microstructure while twin-
roll cast (TRC) strip microstructures are predominantly
a mixture of coarse polygonal and Widmanstatten/ac-

icular ferrite, confirming our previous analysis [27]. The
evolution of microstructures in the HSM casting routes
are well understood: These products are an outcome of
large reductions that break up the original cast structure
resulting in significant refinement of the austenite grains,
which upon further transformation produce a fine
equiaxed ferrite grain structure. In this respect, product

Figure 49 Strengthening of steel for reducing weight of automobile.

Figure 50 Comparison of mechanical properties of low-carbon steel strip produced via strip casting and hot strip mill
routes. (a) Yield strength, (b) elongation.
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metallurgy knowledge developed for the HSM route is
closely applicable to DC (single horizontal belt) strip cast
material, but not to TRC strip cast material.

In the case of TRC, the ability, or not, to control fer-
rite microstructure is crucial as it determines the mechani-
cal properties of the final product. Figure 52 shows the
dramatic impact various cooling rates have on TRC strip
microstructures [44].

Changes in the solidification parameters such as melt
chemistry, substrate texture, and casting speed can also
strongly influence the final microstructure of the as-cast
strip.

Scale Formation

For all near-net-shape casters, the problem of excessive
oxidation of the strip surfaces at high temperatures, ow-
ing to their much larger surface/volume ratios vs. con-
ventional slab products, require that a protective atmos-
phere, such as carbon dioxide, be used. The same applies
to the liquid and solidifying upper surface of steel in the
DSC caster. Abuluwefa and Guthrie include a report on
the kinetics of steel oxidation in various gaseous mix-
tures of oxygen, nitrogen, water vapor, and carbon diox-
ide at high temperatures [45].

In-Line Hot Rolling of Thin-Roll Cast Strip

It is reported that in-line hot rolling is effective in refin-
ing the as-cast microstructure of TRC strip. A minimum
15% hot reduction was needed to start altering micro-
structures generated during the casting process. For simi-
lar hot reduction levels, rolling temperatures had a pro-
found impact on the microstructure refinement. Fine fer-
rite microstructures were observed when rolling at around
860°C. Ultrafine ferrite grains in the range of 2 to 4 µm
were observed near the surface and this region extended
up to 30% of the thickness. The rest of the sample con-
sisted of fine polygonal ferrite grains in the range of 10
to 20 µm. It is claimed that material with high yield
strength (400 MPa) and a total elongation in excess of
30% can be produced with this microstructure. Hot-rolling

Figure 51 Comparison of the final strip microstructures produced (a) by Castrip, (b) in a conventional hot strip mill.

Table 5 Key Differences Between Conventional and
Castrip Microstructures
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temperatures of around 1050°C on the other hand
produced microstructures with polygonal ferrite content
estimated to be more than 80%, with grains in the size
range of 10 to 40 µm.

Thus, a wide range of strip microstructures can be
produced through adequate control, or not, of the de-
gree of hot reduction and rolling temperature.

2. Product Properties of Direct Chill (Single
Horizontal Belt) Strip Material

Gauge Characteristics

In reviewing the properties of the as-cast strand and hot-
rolled material from horizontal belt casters, these again
are reported to be very satisfactory. One of the major
concerns re the application of single-belt technology has
been whether strip of uniform gauge can be produced by
such a (unconstrained) process. Figure 53 demonstrates
the shape profiles across the width of the sheet that could
be achieved on the Clausthal II caster, before and after
hot reduction.

To avoid the problems associated with belt distortion
created by thermal stresses generated when the molten
steel first contacts the belt, which can lead to buckling,
the cooling chamber of both the Clausthal and MEFOS
machines were operated under partial vacuum. This rep-
resents one of the techniques that can be used for main-
taining a flat’belt under thermal loads. Figure 53 shows
thickness profiles of the strand in the as-cast state, after

one in-line hot-rolling pass and after three additional off-
line hot-rolling passes. The various profiles shown in the
diagram for the as-cast strand were measured at distances
of 20 cm apart along the strand.

The variations of about+1 mm at 15-mm thickness are
typical of those experienced when casting peritectic grades
of steel on a conventional slab caster. These variations
proved to be stochastic, and practically invisible follow-
ing in-line pass rolling. As such, they proved harmless.

Figure 52 Effect of cooling rates on final microstructures during the transformation of austenite. Respective cooling
rates: 0.1, 13, 25, and 100°C/sec.

Figure 53 Profiles of DSC strip in the as-cast state and
after hot rolling.
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Internal Quality of Direct Strip Cast Strip

It was found that columnar dendritic zones extended from
both the lower and upper surfaces. In between there may
be an equiaxed zone that may exhibit porosity in carbon
steels.

Figure 54 shows the data on secondary dendrite arm
spacing and on microsegregation of manganese in carbon
steel ST37 (I). It is confirmed by these measurements that
the dendritic structure is finer compared to that in the in-
terior of conventionally cast slabs. Similarly
microsegregation is in the same range as in conventionally
cast material. Macrosegregation was found to be very small
in carbon (0.2% C) steel and type 304 stainless steel.

The internal porosity in DSC cast material is in the
form of shrinkage voids and disappears on sufficient hot
reduction. Figure 55 shows that for a 48% thickness re-
duction (cp=0.66) almost all the internal voids are closed,
and are eliminated at 66% (p=1.08).

Internal porosity has also been observed in twin-roll
casting of carbon steels.

Mechanical Properties

Owing to the different cooling rates at the lower and
upper surfaces of the DC cast strand, the dendritic struc-
ture and microsegregation are asymmetrical with respect
to the center plane, as already demonstrated in Fig. 54.

Nonetheless, tests carried out on samples taken from
the upper and lower halves of the material did not reveal
significant differences in mechanical properties after hot
rolling, in terms of yield and tensile strengths, elonga-
tion, and notch impact energies.

VII. CONCLUSIONS

To conclude, as a result of the promised profitability of
net-shape casting of steel sheet products, there appears

Figure 55 Decrease in internal porosity by hot rolling.
Grade ST44.

Figure 54 Data on secondary dendrite arm spacing and microsegregation in strand of carbon steel ST37, cast on a
single-belt caster. (a) Secondary arm spacing. (b) cmax/cmin ratio for manganese.
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to be an inexorable move worldwide toward the devel-
opment of moving-mold technologies. As with NUCOR’s
successful commercialization of Mannesmann’s thin slab
casting technology, the final charge toward commerciali-
zation for low-carbon sheet material, is again being driven
by NUCOR, this time in collaboration with BHP and
IHI.

While the evolution of microstructure in twin-roll
casting strip casting is fundamentally different from strip
products produced via conventional hot strip mills, a
variety of ferrite microstructures can be produced
through the control of solidification and strip cooling
(during the austenite-ferrite/pearlite transformation), as
well as with in-line hot rolling and residuals. The com-
binations of material strength and elongation levels that
can be potentially obtained with strip casting using a
single, low-carbon steel chemistry, are summarized in
Fig. 56.

In the conventional strip production processes, sig-
nificant chemistry changes are necessary to produce a
broad range of properties. Figure 57 summarizes a typi-
cal range of steel chemistries used to produce a variety of
hot-rolled structural products. Generally, higher C, Mn,
and microalloys (Ti, Nb) are necessary to produce high-
strength material. Comparison of the strength-elongation
curves from the two processes are very similar, the TRC
curve being slightly lower. However, one should note that
the ferrite grain sizes for TRC (Table 5) are considerably
larger, signifying that comparisons of formability should
be considered where appropriate.

Thus, many commercial issues need clarification. For
TRC, operating costs in terms of roll wear, life of sidewall
dams, refractory costs for the metal delivery system, strip

porosity, consistency and properties of products, etc. are
currently being established to determine the commercial
viability of the process and products.

While major economies are promised through the
process rationalization that near-net shape casting can
bring, low-carbon steels, because of their metallurgical
characteristics, are such that a good deal of
thermomechanical working is conventionally applied to
produce acceptable grain sizes and associated mechani-
cal properties. This suggests that hot strips cast in the
order of 10-mm thickness will be required to closely re-
produce the properties and characteristics of conventional
products. This issue favors the DSC process, or an equiva-
lent, over the TRC process, particularly for high-tonnage
operations (2–3 million tonnes/year). Similarly, most hot
strip is sold in the 2- to 3-mm-thick range, which again
favors the DSC route. On the other hand, the new TRC
steel products may be able to penetrate the market for
cold-rolled strip, provided the roll caster can operate at
0.7-mm-thick strip for extended periods of time.

For a single-belt caster for the mass production of steel,
many questions remain unanswered. First, the DSC ma-
chine must be able to function over many hours at belt
speeds of 1 m/sec or more. This is five times faster than
any of the three pilot casters engaged in producing 10-
mm-thick strand. Similarly, the effective belt length for a
commercial machine must be ~12 m and must stay pla-
nar. For this, the mechanical and thermal loads acting on
the belt and its guidance system will be severe. Similarly,
the gasket between the moving belt and the side walls of
the water chamber must be sealed perfectly for tightness,
but must experience sufficiently low friction to avoid
damage of the belt at its sides.

For commercial production, the width of the strip may
be up to 2 m or more, so that an even delivery of metal

Figure 56 Product properties (opportunities) for a TRC
strip casting machine, based on a single, low-carbon-steel
chemistry.

Figure 57 Chemistry requirements in conventional hot
strip mill route to produce range of hot-rolled structural
products.
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across the width of the caster will be crucial, as in the
case of a twin-roll caster. In compensation, the feeding of
steel onto belts moving at high speeds is much less diffi-
cult than feeding metal onto the slow-moving belts (~0.2
m/sec) associated with the pilot casters. For these, metal
flows have had to be throttled or the effective metal head
values kept exceedingly small to achieve isokinetic con-
ditions with a slow-moving belt during the freezing of
10-mm-thick strand.

Other technical issues for DSC casters, such as melt
containment (side wall problems), strip edge profiles, and
metal feeding, have all been successfully demonstrated
on the large pilot-scale caster at MEFOS, Lulea, Sweden,
as discussed in articles by Carlsson et al. [34] and Nystrom
et al. [35].

Finally, casting with the single-belt DSC process will
have to be coupled with slow-speed, in-line hot rolling.
Mathematical modeling of these issues suggest that this
is feasible, but a full-scale demonstration plant is needed
for the next step, and the responsibility must rest with an
integrated steelmaker.

As a final conclusion therefore, the fixed-mold con-
tinuous casting of slabs, blooms, and billets have neared
process perfection. One can expect that these casters will
be the mainstay of the world’s continuous casting opera-
tions for sheet production for many years to come, or
until an integrated plant matches the resolve of the
minimill operators, and builds a demonstration plant for
the direct strip casting machine.

REFERENCES

1. Guthrie, R.I.L.; Isac, M. Steel strip in the context of
near net shape casting production. Steel Res. 1999,
70(8/9), 343–348.

2. Guthrie, R.I.L.; Isac, M. Steel casting in the third
millenium; strip casting interfacial heat fluxes and
microstructures. The Brimacombe Symposium Pro-
ceedings, Met Soc., 2000; 209–243 pp.

3. Guthrie, R.I.L.; Jonas, J.J. Steel processing technol-
ogy, Metals Handbook, 10th Ed.; ASM International:
Ohio, 1989; Vol. 1, 107–125 pp.

4. Halliday, I.M.D. Continuous casting at barrow. J.
Iron Steel Inst. 1959, 191, 121–163

5. Wolf, M.M. On the art of continuous casting. BHM
2000, 145(1), 35–45.

6. Wolf, M.M. History of continuous casting in steel-
making in the 20th century. ISS, 75th Steelmaking
Conference, April, Toronto, 1992; 49 pp.

7. An Introduction to Iron and Steel Processing.
Kawasaki Steel 21st Century Foundation, 1997.

8. Schwerdtfeger, K. Benefits, challenges and limits in
new routes for hot strip production. Yukawa Me-
morial Lecture, 1997; 31–46.

9. Brimacombe, J.K. Design of continuous casting ma-
chines based on a heat-flow analysis: state-of-the-
art review. Continuous Casting, Heat Flow, Solidifi-
cation and Crack Formation. ISS of AIME, 1984;
9–17.

10. Savage, J.; Pritchard, W.H. J. Iron Steel Inst 1954,
178, 269–277.

11. Singh, S.N.; Blazek, K.E. Open Hearth Proceedings,
AIME, 1977; 60 pp.

12. Samarasekera, I.V. The cornerstone of research in
continuous casting of steel billets. The Brimacombe
Symposium Proceedings, Met Soc., 2000; 399–419.

13. Zeze, M.; Tanaka, H.; Takeuchi, E.; Mizoguchi, S.
Continuous casting of clad steel slab with level mag-
netic field brake. Proceedings of 79th Steelmaking
Conference, ISS-AIME, Pittsburgh, 1996.

14. Brimacombe, J.K.; Agarwal, P.K.; Hibbins, S.;
Prabhaker, B.; Baptista, L.A. Spray cooling in the
continuous casting of steel. Continuous Casting Pro-
ceedings; ISS of AIME, 1984; Vol. 2.

15. Irving, W.R. Continuous Casting of Steel. 1993.
16. Tavares, R.P. Vertical twin-roll caster: metal-mould

heat transfer, solidification and product character-
ization, Ph.D. thesis; McGill University, 1998; 23–
268.

17. Herbertson, J.; Guthrie, R.I.L. Continuous Cast-
ing of Thin Metal Strip, Canadian Patent 536533,
March 3, 1992, and U.S. Patent 4,928,748, May
29, 1990.

18. Chen, S.J.; Ren, R.C..; Tseng, A.A. Interface heat
transfer in metal casting on a moving substrate. J.
Mater. Process. Manuf. Sci. 1995, 3, 373–386.

19. Strezov, L.; Herbertson, J. Mechanisms of initial melt/
substrate heat transfer pertinent to strip casting. The
Belton Memorial Symposium Proceedings, Austra-
lia, 2000; 289–299.

20. Tavares, R.P.; Isac, M.; Hamel, F.G.; Guthrie, R.I.L.
Instantaneous interfacial heat fluxes during the 4 to
8 m/min casting of carbon steels in a twin roll caster.
Metall. Mater. Trans. B February 2001, 32, 55–67.

21. Wang, G.-X.; Matthys, E.F. Trans. ASME-J. Heat
Transfer. 1996, 118, 157–163.

22. Wang, G.-X.; Matthys, F. On the heat transfer at the
interface between a solidifying metal and a solid sub-
strate. Melt Spinning, Strip Casting and Slab Cast-
ing; Matthys, E.F., Truckner, W.G., Eds.; The Min-
erals, Metals & Materials Society, 1996; 205–236.

Copyright © 2004 by Marcel Dekker, Inc.



293Design of Continuous Casting Processes for Steel

23. Shiang, L.-T.; Wray, P.J. Metall. Trans. A, 1989, 20A,
1191.

24. Ueshima, Y.; Sawai, T.; Mizoguchi, T.; Mizoguchi,
S. Proceedings of the 6th International Iron and Steel
Congress, 1990; 642.

25. Mizoguchi, T.; Miyazawa, K. ISIJ Int. 1995, 35(6),
771.

26. Mizoguchi, T.; Miyazawa, K. Adv. Mater. Process.
1990, 1, 93.

27. Tavares, R.P.; Isac, M.; Guthrie, R.I.L. Roll-strip in-
terfacial heat fluxes in twin-roll casting of low car-
bon steels and their effects on strip microstructure.
ISIJ Int. 1998, 38, 1353–1361.

28. Shewmon, P.G. Transformations in Metals; McGraw
Hill Book Co.: New York, 1969; 364 pp.

29. Honeycombe, R.W.K.; Bradeshia, H.K.D.H. Steels,
Microstructures and Properties; John & Sons, 1995;
324 pp.

30. Guthrie, R.I.L.; Isac, M.; Kim, J.S.; Tavares, R.P.
Measurements, simulations, and analyses of instan-
taneous heat fluxes from solidifying steels to the sur-
face of twin roll casters and of aluminium to plasma-
coated metal substrates. Metall. Mater. Trans. B Oc-
tober 2000, 31, 1031–1047.

31. Yasumoto, K.; Nagamichi, T.; Maehara, Y.; Gunji,
K. Effects of alloying elements and cooling rate on
austenite grain growth in solidification and the sub-
sequent cooling processes of low alloy steels. Tetsu-
to-Hagane 1987, 73, 1738–1745.

32. Maehara, Y.; Yasumoto, K.; Sugitani, Y.; Gunji, K.
Effect of carbon on hot ductility of as-cast low alloy
steels. Trans. ISIJ 1985, 25, 1045–1052.

33. Ikawa, H.; Shin, S.; Osihige, H.; Mekuchi, Y. Auste-
nite grain growth of steels during thermal cycles.
Trans. Jpn. Weld. Soc. 1977, 8(2), 46–51.

34. Carlsson, G.; Nystrom, R.; Sandberg, H.; Reichelt,
W.; Urlau, U. Single belt casting—a promising tech-
nique for the production of steel strip. Iron and
Steel—Today, Yesterday and Tomorrow, Stockholm,
Sweden 1997, Vol. 1, 161–174.

35. Nyström, R.; Burström, E.; Reichelt, W.; Urlau, V.
DSC—a high productivity concept for strip produc-

tion of steel. Metec 94, 2nd European Conference
on Continuous Casting, Düsseldorf, 1994.

36. Schwerdtfeger, K. Belt casting for steel—a critical
review. The Brimacombe Symposium Proceedings,
Met Soc. 2000; 613–629.

37. Schwerdtfeger, K.; Spitzer, K.-H.; Reichelt, W.; Voss-
Spilker, P. Stahl Eisen 1991, 91(6), 37–43.

38. Schwerdtfeger, K. ISIJ Int. 1998, 38(8), 852–861.
39. Reichelt, W.; Schwerdtfeger, K.; Voss-Spitzer, P.

Vorrichtung zum kontinuierlichen Gieben von
Metallschmelze, isobesondere von Stahlschmelze.
German Patent No DE 3423834 C2, 28 June 1984.

40. Jefferies, C.; Hasan, M.; Guthrie, R.I.L. A coupled
fluid flow and heat transfer study for planar thin
strip steel casting processes. Proceedings 10th Pro-
cess Technology Conference, 2nd International Sym-
posium on Modelling in the Iron & Steel Industry,
ISS of AIME, Toronto, 1992; 355–363.

41. Jefferies, C. Modelling a novel, thin strip, continu-
ous steel caster delivery system. Ph.D. thesis, McGill
University, 1995.

42. Guthrie, R.I.L.; Herbertson, J. A novel concept for
metal delivery to a thin strip caster. Proceedings of
Casting of Near Net Shape Products, Honolulu, Ha-
waii; Sahai, Y., Bethles, G.E., Carbonara, R.S.,
Mobley, C.E., Eds.; November 1998; 335–349.

43. Mukunthan, K.; Strezov, L.; Mahapatra, R.; Blejde,
W. Evolution of microstructures and product oppor-
tunities in low carbon steel strip casting. The
Brimacombe Symposium Proceedings, Met Soc.,
2000; 421–439.

44. Campbell, P.; Wechsler, R. The CASTRIP process; a
revolutionary casting technology, an exciting oppor-
tunity for unique steel products or a new model for
steel micro-mills?. Proceedings of Innovative Tech-
nologies for Steel and other Materials, COM 2001,
Met Soc, CIM; Guerard, J., Essadiqi, E., Eds.; 2001;
201–215.

45. Abuluwefa, H.; Guthrie, R.I.L.; Ajersch, F. Oxida-
tion of low carbon steel in multicomponent gases:
Part II. Reaction mechanisms during reheating.
Metall. Trans. A 28, 1643–1651.

Copyright © 2004 by Marcel Dekker, Inc.



295

I. HISTORY AND CONCEPT
OF STEPANOV’S METHOD

Casting is the least expensive shaping process. About half
of the machine parts that are produced are by a casting
process. However, the production of high-quality, long,
thin-walled castings especially, with a composite cross-
sectional shape, is a challenging design and manufactur-
ing task. These parts are typically produced by continu-
ous (or semicontinuous) casting processes that possess
greater stability and more homogeneous properties at a
reasonable cost.

Several continuous casting processes were proposed
in the 19th century [1, 2]. Laing (1843) suggested the
production of tubular billets by an uninterrupted casting
of molten metal into a water-cooled cylindrical crystallizer.
The metal solidified at the inner work surface of the
crystallizer. The resulting rind is pulled from the
crystallizer. Bessemer (1858) proposed casting of molten
metal into the gap between rotating rollers to produce a
foil or sheet. Continuous casting processes derived from
these two concepts include the use of a rotating crystallizer
instead of a stationary unit. In this case the solidifying
rind is forced against the surface of the crystallizer by
hydrostatic pressure which produced structure defects.
However, continuous casting into a crystallizer produces
a billet that is not part of the desired shape.

In 1902 Brines proposed the production of a rod or
tube by freezing the molten metal on the end of the bar
pulled from the melt, and tube shape was produced by
blowing air. The pulled rod was rolled and the inner sur-
face of the pulled tube was smoothed with a special de-
vice. This design was the first step in the development of

continuous casting without a crystallizer. In 1917
Czochralski [3] pulled crystal ingots from the melt. More
recently, this process was used to obtain wire or thin rods.
Gomperz (1922) pulled a wire of Pb, Zn, Sn, Al, Cd, and
Be from the molten metal through the opening of mica
plate situated on the melt surface [4]. The objective was
to obtain smooth-surfaced wire or rod. The mica plate
with the opening on the surface of the melt according to
Gomperz was necessary to eliminate the growth of de-
fects (intakings) on the surface of the wire. Mark and
coworkers (1923) grew metal wire by a similar way [5].
Kapitza (1928) used the same technique for growing bis-
muth rods [6]. However, the casting process itself was
not an object of these studies.

In 1938 Stepanov [7] proposed a new concept of shap-
ing solids where the process would be conducted in the
liquid state so that the solidifying metal near the liquid-
solid interface does not touch the walls of the crucible
and shaper. In Stepanov’s method (SM), the liquid is
shaped without any vessel by applying a high-frequency
electromagnetic field, under action of ultrasound, utiliz-
ing a hydrodynamic effect. The simplest method of shap-
ing the liquid is to utilize the forces of surface tension
using a shaper that is placed on the surface of the melt.
In the simplest case, the shaper is a refractory plate with
an orifice. A seed is introduced into the orifice which is
coupled with the melt. As the seed moves up, it draws
the liquid column of the melt using surface tension forces.
The melt crystallizes in the area of lower temperatures
keeping the shape given in the liquid state. The molten
material at the solid-liquid interface is not touched by
the shaper and the crucible. Therefore the orifice of the
shaper is not a die. Not only the shaper geometry but
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also the shape of the meniscus bounding the liquid col-
umn, the position and form of the liquid-solid interface,
and the shape of a seed determine the shape of the arti-
cle crystallized. The shape of the meniscus and the posi-
tion of the interface are connected with the pressure in
the melt.

The material of a shaper can be wetted or nonwetted
by a melt. In the first case (the wetting angle �<90°) the
melt can rise along vertical walls of the shaper orifice
due to forces surface tension. If the material of a shaper
is nonwetted ( �>90°) by the melt it is necessary to cre-
ate a surplus hydrostatic pressure in the liquid by the
pressure of the shaper. Stepanov’s method initially was
used to grow crystalline articles in the shape of rods,
tubes, and plates with shapers nonwetted and wetted by
melt [7].

Figure 1 shows some versions of the Stepanov’s
method. Versions A and B correspond to the nonwetted
shaper. In version A the lower boundary of the liquid
column is fixed on the internal wall because of the con-
stancy of the wetting angle. In the second case, coupling
the melt with the shaper takes place at the internal edge
of the shaper. These versions can transform each other
when the pressure in the melt is changed. These variants
of the Stepanov method are general for growing articles
of light metals and their alloys as well as in experiments
with cast iron (Table 1). Some versions of the SM with
wetted shaper were used early in the history of the tech-

nique. Using this technique, sheets of ionic crystals of
LiF, CsI from Pt crucible, AgCl from Mo crucible, and
tubes of KNO3 from brass crucible [20] were grown. Fig-
ure 2 shows one of the variants of SM used for growing
tubes of Ge [21].

In 1967 LaBelle and Mlavsky [22] described the
growth of a sapphire filament from the melt which was
used as the reinforcement of metal matrix of composites,
using a wetted die. Figure 3 illustrates this edge-defined
film-fed growth (EFG) technique. This is a very stable
method and is effective for growing not only filament
but also bulk-shaped sapphire crystals. The capillary de-
sign enables the production of the melt from the crucible
during crystallizing. Sapphire is a material exhibiting
excellent optical, mechanical, and chemical properties.
This method has permitted the mass production of shaped
crystals of sapphire. Additional capillary shaping meth-
ods have been developed to grow shaped crystals of dif-
ferent semiconductors and dielectrics for electronics, sun
energetic, medicine, and other engineering applications
[7, 23]. However, articles of light metals and high-car-
bon iron are grown by the classical Stepanov method
with a nonwetted shaper, and process selection depends
on the chemical activity of metal and alloy melts with
respect to wetted materials of shapers.

To grow crystalline parts with a constant cross-sec-
tion size, it is necessary to maintain the shape of the me-
niscus of the liquid column and the level of the liquid-

Figure 1 Scheme of growing shaped metal crystalline articles by Stepanov’s method for coupling the low border of
liquid column with smooth internal surface of the non-wetted shaper (A) and with the upper edge of shaping orifice (B).
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solid interface surface. These conditions demand tem-
perature stabilization of the melt and the pulling rate in
addition to a constant hydrostatic pressure in the melt.
These conditions are also dependent on the decrease of
the melt volume in a crucible during processing. A theo-
retical solution to this problem with experimental vali-
dation was possible using microscopic theory of the sta-
ble growth of shaped crystals using Stepanov’s method
[24, 25].

II. APPLICABILITY OF SM TO VARIOUS
METAL ALLOYS

Although the SM permits the growth of shaped crystal-
line articles of various materials (metals, dielectrics, semi-
conductors), only its use for metallic systems will be con-
sidered in the remaining discussion. At the Ioffe Physical
Technical Institute, Saint-Petersburg, Russia, shaped
polycrystalline articles of Al, Mg, Cu, Fe, Bi, Sn, Zn, and

Table 1 The First Investigations on Growing Shaped Articles of Metals and Alloys by the Stepanov Method

Figure 2 One of variants of growing the shaped crystal
by SM with the wetted shaper. Figure 3 Scheme of EFG-method.
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their alloys, single crystals and also eutectic and rein-
forced Al matrix materials were formed [7, 9]. The growth
process will be discussed here, which will include a gen-
eral discussion of equipment, technology, and quality
parameters that are applicable to all metal systems.

III. EQUIPMENT

Of primary importance is the equipment required for
pulling the liquid column of the crystallized melt. The
general operational and design principle is based on the
Czohralski method [26] and vertical continuous casting
technology [2]. The distinction of the SM is that the proc-
ess is dependent on metal alloy, melting point, and other
characteristics of the crystallized material, and on the size
of the pulled article. A schematic of the generalized scheme
is provided in Fig. 4.

The metal is melted and fed from a crucible placed in
a furnace unit (smelter) (1). The melt of the desired com-
position is prepared in a similar smelter (1). Usually, re-
sistance furnaces or inductive furnaces are used. Shaping
of melt column is performed using a shaping device (SD)
(2), which is part of a changeable tool. Pulling up of

shaped profile is performed by the pulling device (3),
which may be a sliding carriage along vertical guide bars
or by a roller mechanism. The drive mechanism is usu-
ally electric or hydraulic. It is important to maintain a
constant level of the melt in a crucible with respect to
the SD (4), which may be done by sinking the SD into
the crucible when the volume of the melt decreases, by
lifting the crucible or by adding additional melt to the
crucible.

Additional components include a water cooler (5) with
different units including the SD situated near the melt.
Control instrumentation (6) is used to regulate the
processing parameters. A power unit delivers the required
electric energy. There is also an air cooler for the part as
it is being pulled out from the open mirror of the melt.
Water-air mixtures or other cooling agents may also be
used for cooling. Generally, it is preferred for the system
components to be operationally independent from each
other.

Although SM can be used as a continuous process,
more often it is used in a semicontinuous process. As a
rule, the systems are designed to be used for as broad a
product mix of different shapes and sizes as possible.

Figure 4 Scheme of installation of pulling out shaped crystalline articles by SM and making up the set. 1. Furnace unit
with melting—working crucible; 2. Shaping device; 3. Pulling device with the drive; 4. System controlling the melt level
relative to a shaper; 5. System of water cooling; 6. Control desk; 7. Power unit; 8. Cooler of profile pulled; 9. Vacuum
system. Blocks that can be absent at installations for pulling individual materials are shown by dotted line.
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It is critically important that there are no vibrations
in the shaping zone and when the part is being pulled.
Therefore the furnace unit is set on its own bulky frame
and foundation. Dampers are used for drivers and re-
ducers.

IV. TOOLS

The set of pulling out is made up of a changeable techno-
logical tool named by heat technological zone [7, 26].
The main part of the tool is SD. It includes the shaper
realizing capillary shaping liquid column of the melt of
the assigned cross section. The shaper restricts the work
piece of the melt that the growth of a profile is carrying
from. It determines the temperature regime in the melt
near the liquid-solid interface and the additional pres-
sure in the melt.

For growing metallic profiles the nonwetted shapers
are used as a rule. The material of the shaper must be
highly chemically stable, so as not to interact with the
melt and atmosphere in the work zone. It must have high
heat conductivity, high density, and mechanical strength
for a long period of service. In the case of obtaining shaped
profiles with small content of impurities and perfect struc-
ture for electronics (in particular, for single crystals) the
high purity and chemical inertness of the shaper material
are very important [26]. Accessory elements of the SD
are a seed and a seed holder. The seed is plunged into the
melt and pulls up the liquid column in the beginning of
processing. The seed holder gives mechanical coupling
of the pulling device and the profile.

One of the main parts of the sets with the open melt
mirror is the cooler.

The pulling device is developed separately for every
profile or for geometrically similar profiles. A tool in-
cludes also, apart from interchangeable SDs, crucibles,
the system of heating, heat-insulating elements (screens),
dampers, and other parts.

V. TECHNOLOGICAL PARAMETERS

The geometry and quality of profiles pulled up by SM
depend on both construction and sizes of the shaper as
well as on technological parameters [7]. The main pa-
rameters are the temperature of the melt, the pulling rate
and the pressure in the melt determined by the level of
the melt relative to the shaper, the intensity of cooling.
The size of a cross section of the pulled profile increases
when the pressure in the melt and cooling intensity rise.
The cross section increases also when the temperature of

the melt and the pulling rate decrease. These parameters
have influence on the structure and quality of the profile
pulled. They together determine the regime of the proc-
ess. They must be found for each individual alloy. At the
same time, sizes, and structure of articles depend on outer
factors: the vibration, the oscillation of a voltage, the
motion of surrounding air. They are controlled with dif-
ficulty. Therefore it is necessary to take precautions when
attempting to cancel the influence of outer factors.

In the case of growing crystals of high purity it is nec-
essary to use the tool of high purity material and to take
precautions against the penetration of impurities from
an atmosphere.

VI. CHEMICAL COMPOSITION ALONG
THE LENGTH AND OVER THE
CROSS SECTION

The composition of an article crystallized differs from
that of the melt, which is due to the different solubility of
its components in the solid and liquid phases [27, 28].
Impurity solidification from the liquid phase is depend-
ent on the effective distribution coefficient K, which is
the ratio of concentrations in solid to liquid phases:

 

The value of K depends on the crystallization rate, con-
vection intensity, and diffusion coefficient. The charac-
ter of impurity distribution in a liquid for stationary, con-
servative processes of directed crystallization and flat liq-
uid-solid interface can be determined by the Tiller equa-
tion [28, 7]:

(1)

where CL is the impurity concentration in the liquid as a
function of the distance of x from the interface, Co is the
initial concentration of the impurity in the liquid, K is
the distribution coefficient of the impurity, R is the mo-
tion rate of the solid-liquid interface, and D is the diffu-
sion coefficient of the impurity in the melt. At x=0, the
impurity concentration limit is CL=Co/K. The dependence
of CL from x is significantly dependent on the motion
rate of the solid-liquid interface. This equation permits
the evaluation of the behavior of alloy components for
pulling out parts of various materials by SM.

It is possible to consider SM as a conservative directed
process of crystallization. To obtain metal polycrystalline
profiles at a given pulling rate (m hr-1) it is necessary that
the impurities forced back during part growth be small
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to provide a constant composition of the part along its
length. But the impurities forced back may be substan-
tial for growing metallic single crystals with the growth
rate in the range from 0.5 to 5 cm/min. This is the same
problem encountered for the growth of single crystals of
semiconductors. However, variation of the chemical com-
position over the cross section of a part is typically small
and it occurs because of the vacancies or vacancy cluster
segregation and their association with impurities on the
part’s surface and the volatility of some components.

VII. QUALITY CHARACTERISTICS OF
SHAPED SINGLE CRYSTALS AND
ARTICLES

The quality of parts produced by SM is determined by
various factors including crystal structure (perfection) and
the material composition, which is dependent on the con-
ditions and regime of the crystallization process. They
include melt purity and atmosphere, chemical and me-
chanical stability of operating equipment and tooling,
operational parameters and their control.

Quality characterization of the metal can be performed
by determination of part geometry, surface quality, mi-
cro- and macrostructure, mechanical behavior, physical
properties, chemical purity, electrochemical and corro-
sion parameters, and in-service properties. The role and
importance of separate parameters depend on specific
application.

A. Part Geometry

The Stepanov method is capable of producing parts of
complex geometric shapes, which are often superior to
alternative production methods. Geometric size toler-
ances along the length and over the cross section of each
part and for a group of parts can be very tight. How-
ever, there are some specific characteristics of parts
pulled by SM such as the small-rounded angles of the
cross-section shape. Profiles of parts pulled out of
unclosed shaper slots typically possess more size varia-
tion relative to those produced with a closed contour. It
is necessary to take additional care to obtain constant
sizes of the many parts grown by a multiple part growth
process.

The greatest influence on profile geometry is the pre-
cision of the tool and pulling device, stability of opera-
tional process parameters, accounting for shrinkage fac-
tor, and the capillary characteristics of the melt.

B. Surface Quality

Perfection (quality) of a surface is characterized by rough-
ness and surface defects. Roughness can be determined
by micro- and macroroughness. Surface defects are trans-
verse waviness, longitudinal furrows or floating, local
small freezing, dents, warping and cracks, parasitic crys-
tals exhibited as tubercles or irregularities.

The essence of SM is melt solidification without any
contact with a crystallizer as the part is shaped in the
liquid state. This results in the absence of surface pores
and shrinkage shells. The surface quality is substantially
higher than for conventionally cast parts.

The greatest surface perfection is obtained for shaped
single crystals and articles of alloys of eutectic composi-
tion. In this case, the surface quality improves with de-
creasing temperature interval of crystallization (solidus-
liquidus temperature interval for the given composition
of the alloy).

Surface quality requirements depend largely on the
specific application of the part such as the stringent re-
quirements of decorative articles or parts for critical ap-
plications such as wave guides, high heat-radiating or
heat-absorbing surfaces, or superior corrosion resistance.

C. Structure

Polycrystalline articles manufactured by SM and other
methods of direct crystallization typically exhibit dendritic
structure with the texture oriented along the crystal
growth direction. More frequently, columnar or fan
structures are observed. But under some growth
conditions described later, equiaxial structure can be
obtained. Microstructures are characterized by
concentration and dispersion of different inclusions
(structure elements) and specific interphase surfaces.

Alloy composition and growth conditions determine
the structure of the article. The Stepanov method can
influence the structure by controlling the thermal
parameters of crystallization to obtain optimum structure,
which may be required by the end-use application of the
part being produced.

D. Chemical Purity

Chemical purity is dependent on raw material purity and
chemical interactions of the melt with a crucible, shaping
device, and atmosphere. Therefore single crystals with a
perfect structure are pulled out of a melt in vacuum or
under an inert gas. High purity is required for
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polycrystalline metal parts used in the food industry or
electrical engineering.

E. Properties

Property requirements are application dependent.
Properties are controlled by SM by varying the operating
conditions as it is possible to vary the growth profiles by
varying a wide range of parameters including temperature,
pulling rate, and cooling, which results in a design
improvement. It is also possible to improve the mechanical
properties by thermomechanical treatment during the
growth process. Process parameter variations that may
be used include enlarging wall thickness, alloy selection,
additional heat treatment, manufacturing specific profile
constructions giving strengthening along certain direction
for separate loading at individual application and
increasing stiffness which can only be obtained by SM,
specific surface strengthening by film covering and
reinforcing the profile by high strength fibers or layers.
Furthermore, the SM process provides parts without
pores. Therefore the density of the metal is higher than
for alternative methods.

The Stepanov method may be used to provide for metal
parts with improved corrosion resistance. Parts produced
by some alloys exhibit very high cathodic protection of
metals because such protection is dependent on the purity
as well as on the quality of the structure and of the surface.

The Stepanov method also enables to grow articles of
high damper alloys [29]. Such articles can be used for
parts subjected to high vibration conditions. Recently,
SM was used to grow parts with a shape memory effect,
which is especially useful because it was possible to
achieve single-crystal growth at a convenient temperature
interval of thermoelastic transition and stable shape
memory effect.

VIII. STEPANOV METHOD PROCESS
CLASSIFICATIONS

The Stepanov method is used for growing parts of single
crystal and polycrystalline structure of various materi-
als. These parts can be obtained using various conditions:
at moderate and high temperature, in vacuum, inert gas
or air, with forced cooling or without. There are two SM
process classifications. The first process utilizes an open
mirror of a melt (having some protection or without it).
The second is a vacuum (germetic) process. Experimen-
tal and small-production size process will be discussed in
this section.

A. Processing with Open Mirror of the Melt

It is possible to pull polycrystalline articles of some al-
loys out of a melt in the air with an open mirror of the
melt when the melting point is moderate and interaction
between the melt and atmosphere is small. Articles of Al-
based alloys are grown with the open mirror of melt. In
the case of Mg-based alloys, growth of shaped single crys-
tal can be performed only with vacuum or gas atmos-
phere chamber for protection because of the high purity
requirements of the process.

1. Crystallization of Al-Based Alloys Without
Melt Protection

When articles of Al-based alloys are grown out of the
melt with open mirror of the melt without protection
from air, the surface of the melt of aluminum and the
most of its alloys is covered with thin density film of
oxide, which prevents the further oxidation and the pen-
etration of impurities into the pulling article. Rather low
melting points (the melting point of Al is 660°C, for many
alloys it is lower) decrease the chance of impurity pen-
etration out of the crucible and the environment. Besides
the requirement of chemical purity (which depends on
microimpurities) most of the applications of Al-based
alloy polycrystalline articles are not particularly rigid.
Aluminum content in room air when pulling of articles
of Al-based alloy is lower than the permissible limit be-
cause of the relatively rapid surface oxidation of melt
and the low volatility of its oxide.

System design with open mirror of a melt is simpler
and cheaper than when vacuum is used as they are
relatively large and simple and permit growth of long
articles of large cross sections.

Design Features

Shaped articles are growing with continuous and
semicontinuous acting sets. Semicontinuous acting sets
possess simpler design, smaller dimensions, less distur-
bance in the zone of crystallization than for continuous
sets. For semicontinuous sets, an article is pulled con-
tinuously during one cycle at which time the cycle is in-
terrupted because the height of the set may exceed the
room height.

Continuous set processing is used for pulling out rather
small cross sections of long articles of low small rigidity,
especially for articles that are sufficiently flexible along
the length when demands for a perfect geometry are not
high. Continuous sets provide greater productivity because
there are only relatively small amounts of ancillary auxil-
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iary operations. Minimum seeding time, lower raw mate-
rial expense, and lower total electrical energy production
costs provide a significant overall production cost savings.

A typical scheme of a continuous set is shown in Fig.
4. Vertical-pulling motion of the article is created by the
pulling device. Sets of semicontinuous pulling possess
vertical guides with a carrier moving with them. The
motion of the carrier is provided by an electrical drive
and reducer through winding roller, block, and steel line.
Some sets utilize a screw or hydraulic mechanism to pro-
vide motion. A more optimal design of the pulling device
for the continuous set is to use a roll mechanism. Con-
tinuous production of very large lengths can be performed
by winging on a roller. It is possible also to use sets of the
carriage type. In this case, there is cutting on-the-go and
with an interrupted mechanism.

Melting of aluminum alloys in a crucible is usually
performed using a nichrom resistance furnace or with a
special alloy heater. In principle, it is possible to use an
induction heater. The furnace has metallic carcass and
platform for movement. For semicontinuous sets, melt-
ing and pulling are performed in the same furnace. The
supplemental addition to the melt in the crucible is ac-
complished periodically. But for semicontinuous sets and
especially for continuous sets it is advisable to use a sepa-
rate melting and working furnaces which will increase
manufacturing productivity and process stability and
improve the quality of the product.

It is very important to provide a constant level of the
melt surface relative to the shaper. It is very difficult, or
impossible, to raise the crucible containing a large quan-
tity of melted metal. The simplest design is one where a
movable table relative to the direction of pulling is used.
The shaping device (SD) is fixed on it. The table is drawn
using an electrodrive and reducer with the rate equal to
the rate of lowering the melt level in the crucible. When
the melting and working crucibles are independent, they
can be coupled by a special channel for supporting con-
stant melt level in the working crucible.

An important design feature of the sets is the air-cool-
ing system. This system cools the zone near the liquid-
solid interface and the crystalline article pulled. It includes
a compressor, tube-line, and distributing chamber. Heat
removal from SD and parts of mechanisms closed to the
melt is carried out by the water-cooling system. It consists
of a water distributing unit, cooler, and water collector.

The control panel contains start-control apparatus,
control-measuring instrument, indicators, and other elec-
trical units.

All principal parts of the set with the exception of the
furnace and control desk are arranged on one mount.

The semicontinuous operation includes the following
operations: set preparation, starting, pulling of an arti-
cle, stopping process, and extracting the pulled article.
During the preparation of the set for the start, metal is
charged into the crucible and melted. The shaping device
is assembled and the seed is fixed in a holder. All parts of
the set and the parameters of the cooling system are
checked for the start. The start involves cleaning the ox-
ide on the surface of the melt, plunging the shaper into
the melt to the required depth, flowing the melt into a
slot of shaper, dropping a seed into the slot of the shaper,
switching on electrical motors of the pulling mechanism
and moving table, turning on air-cooling system, and fix-
ing the necessary flow. Pulling out of an article is per-
formed according to an optimum regime with respect to
the profile and the alloy selected. Stopping is achieved by
turning the air-cooling system, the drive of the table, and
the pulling device. After it new portion of the metal is
added into the crucible as needed and the preparation of
the following operations is begun. During the prepara-
tion of the set and its work, it is necessary to control the
state of the crucible, SD, and the slot of a shaper in addi-
tion to centering different parts of the set.

Besides the general demands of vibration suppression
to all sets discussed above, for Al-based alloys profiles of
high geometric purity it is necessary to: guarantee smooth
steady motion of the pulling mechanism for the crystal-
lizing article with side displacement of less than 0.001
mm per 1 mm of a run; deviation of a guide column from
vertical direction must be less than 0.1 mm per 1 m of a
height; the parts of the pulling device, motion table, and
SD must be accurately centered and uniaxial; and the
center of gravity must be conjoined with pulling axis.

The sizes of the set are determined by the dimensions
of articles pulled out. For semicontinuous sets, the width
of the cross section of articles is limited by the furnace
and crucible, permeable internal sizes of the motion ta-
ble, and the distance between the guides of the pulling
carriage. The length of a profile is determined by the
height of the carriage guides. The clearance of the con-
tinuous set depends also on the design of the receiver of
the profile.

A number of sets of semicontinuous and continuous
acting have been developed at Ioffe Physico-Technical
Institute, St. Petersburg, Russia. One set permitted the
production of 1-m-wide panels. The shape of these pan-
els was analogous to “many tubes in the sheet.” The
maximum length of articles pulled with the
semicontinuous sets was 4.5 m and possibly up to 6 m.
These sets illustrated that it was possible to develop
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equipment for larger cross-section sizes and to obtain
long profiles when using continuous sets.

Figure 5 illustrates the operation of semicontinuous sets:
Fig. 5a is an experimental-industrial set ASP-1; Fig. 5b is a
scheme of the group of sets assembled on unit carcass.
The set for continuous operation is shown in Fig. 6.

For manufacturing shaped aluminum products by SM,
it is necessary to use accessory equipment for etching
shapers in water alkaline solution, water washing, dry-
ing and painting, transverse cutting and control, assem-
bly, dismantling and repair of shapers and SD. It is desir-
able to have a centralized preparation of a melt of raw
alloys, which includes melting and purification.

Tool Peculiarities

SHAPING DEVICE. The shaping device [7] predeter-
mines the shape of the cross section of the liquid column
of the melt and the article pulled if the liquid-solid inter-
face has no contact with the walls of SD and the crucible.
Therefore SD is a contactless crystallizer. The shaping
device together with automatic control system regulates
the temperature regime of crystallization and cooling of
a profile and isolates the warm shaper from a cooler [30].
The shaping device should be simple, relatively light but
of rigid construction. At the same time it must provide a
sufficient zone of shaping for article and exhibit an ac-
ceptable lifetime.

The main parts of SD are the shaper and the cooler.
Accessory parts are the seed holder with seeds and
supporting carcass. The scheme of SD for obtaining a
tube is shown in Fig. 7.

a. Shaper. A Shaper performs the capillary shaping of
the melt column. Shapers for growing aluminum articles
are constructed of a material that is not wetted by the
melt. Therefore the shape of the melt column is created
by coupling with the internal edge of a profiling slot.
The melt fills the profiling slot when the shaper is plunged
into it. The shape of the slot is similar to the cross-sec-
tion shape of the article being pulled [30]. Linear sizes of
the slot differ slightly from necessary sizes of the article.
Solidification of the liquid column occurs until about 1
mm, above the slot where the sizes of its cross section
differ from the sizes of the slot. It is also necessary to
account for crystallization shrinkage [31].

The shaper for profiles of small sizes without internal
hollows at its cross section is constructed with a plate
and a slot. But the shaper for larger articles and for articles
with interval hollows must possess a more complex shape
and is usually a compound construction. The shaper for

obtaining a tube shown in Fig. 7 possesses a body (3),
outside (1), and inside (2) insets.

The shaper must not exhibit any deformation during
heating to 750–800°C and during thermal cycling for tun-
ing in and out. In partial cases it must resist enlargement
during recrystallization. The body of a shaper may pos-
sess a special shape, e.g., box form or �-form with high
rigidity.

It is very important that the material of the shaper
does not dissolve in the aluminum melt. Shapers for pull-
ing out of Al-based alloys can be constructed from high-
density special cast iron, ceramics, metal ceramics, to in-
crease the resistance to interaction with the melt covers,
and paints for shapers are used.

b. Coolers. The cooler removes heat during crystallization
from different parts of the article being pulled. Thus the
cooler, together with SD, supports the liquid-solid inter-
face on the given level for obtaining an article. At the same
time the cooler is used to increase the pulling rate of a
profile with the cross section of necessary sizes [7, 30].

The cooler is shown in Fig. 7. It is an air (gas or vapor)
receiver-distributor system. The cooler contains a two-
chamber section with the channel for water cooling. One
chamber is the receiver, the other is the distributor. Out-
lets of distributing chamber have a form of orifices for
the stream blowing or slots for wide-band blowing made
directly in the body of the cooler or on the surface. The
cooler of wide-band blowing gives high uniformity of
the air flow along a perimeter of crystallizing zone. It is
recommended to use such cooler for cooling simple pro-
files of constant thickness over the perimeter. The cooler
of the stream blowing provides for good localized cool-
ing. They are used for cooling articles of complex shape
with variable wall thickness at the cross section. It is ad-
visable to sectionalize a distributing chamber to intensify
the blowing action on the thick-walled parts of a profile
with two- or multirow orifices arrangement and to de-
crease the step between orifices.

The necessary amount of cooling for an article being
pulled can be done by controlling the flow rate of the air
and its distribution along the perimeter of the article. It
is also important to compensate for temperature fluctua-
tions near the crystallizing zone by supplying the cool
medium to the desired surface location [32].

c. Shaping Device Accessories. Extracting the first por-
tion of the melt out from profiling orifice at the begin-
ning of processing is performed by seeding, which cou-
ples the pulling device with the article being pulled out.
The seed is wetted by the melt of aluminum alloys. There-
fore usually copper or nickel or other metals are used.
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Figure 5 Sets of semicontinuous operating: A—set ASP-1; B—scheme of group of sets assembled on one carcase.
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Figure 6 Set of continuous operating.

Figure 7 Shaper of pulling a tube. 1. Outside bush; 2. insert bush; 3. body of shaper; 4. heat shield; 5. cooler (outside).
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The ribbon of such metal is bent accordingly to the shape
of the profiling orifice and it is fixed in the seed holder.

The accessory parts of SD include bearing carcass for
connecting a shaper and a cooler and fixing them on the
motion table. They also include supply tubes of water
and air and various coupling pins.

d. Unification of Shaping Device. It is very important to
unify the SD [30] to include multiple profiles for simpli-
fication and to reduce production and maintenance costs.
It is possible to combine construction of various sizes of
SD and the simplest approach is to couple separate parts
of SD and SD with the set (except for coupling seed holder
with seed). Unification of the main parts of SD as a whole
(shaper and cooler) and their elements is beneficial for
profiles of rather small cross sections and simple shapes,
especially for a wide variety of profiles. Shapers and cool-
ers can have unified carcasses with specific inserts (for
shapers) and nozzles (for coolers) for articles of like or
similar shapes and sizes.

e. Other Tools. Crucibles of sets are changed periodi-
cally because of wear and when converting to pulling
articles of another aluminum alloy. The set of a continu-
ous action of roller-type is constructed by changeable
pulling rollers depending on the shape and sizes of pro-
files being pulled out.

Processing Parameters

Maintenance of SM pulling out sets is possible only with
knowledge of the operation of the installations with SD
and the various profiles being manufactured. The pro-
files must have an assigned level of deflection to main-
tain their geometry within specification limits with re-
spect to cross section and length, taking into account the
necessity to maintain a constant height of the liquid-solid
interface for different parts during the production proc-
ess. Therefore an optimum combination of processing
parameters must be established. For an aluminum alloy,
in addition to melt temperature, melt pressure, and pull-
ing rate, it is necessary to design for cooling intensity,
temperature, moisture, and use of cooling air or another
cooling agent [7]. In the above discussion, these param-
eters were considered separately and in combination with
varying cross-section sizes. Every profile must be grown
using optimum processing conditions, which are depend-
ent on the aluminum alloys used, and they are established
in advance.

Processing begins at start regime and transition to
the main work regime. Although the optimum pulling

rate and other operating parameters may vary with crys-
tallization of individual alloys, the control parameters
must be constant throughout the entire process. This is
especially important for SM capillary shaping which is
processing-parameter sensitive. Parameter stability is less
sensitive for continuous processes. For semicontinuous
acting sets, it is necessary to design for varying tem-
perature conditions due to loss of the melt in the cruci-
ble.

If the processing parameters are not held constant,
varying geometry and defects will result. Examples in-
clude: excessive pulling out rates, high melt temperature,
or insufficient interfacial cooling, which will produce
decreasing cross-section sizes and poor control. At lower
pulling rates or melt temperatures, the cross-section in-
creases. If the interface has sunk very low, the article be-
gins to freeze into the profiling orifice of the shaper.

Processing conditions can affect oxide film formation
on the surface of the melt at 670–720°C. Although this
film protects the bulk of metal from further oxidation, it
also changes the wettability, surface tension, and recip-
rocal viscosity of the melt making it difficult to fill the
profile orifice by the melt and subsequent seeding. In some
cases, vibration of a melt was used to decrease this phe-
nomenon [7].

It is very important to remain within the processing
tolerances when size variation and surface quality affect
tolerances. The resulting design tolerances must reflect
the combined influence of all parameters on the overall
quality. It is also necessary to determine the highest pull-
ing out rate for any given cooling system and cooling
agent. Generally, it is more difficult to control the tem-
perature in the shaping zone of an article.

Continuous pulling process can be automated. For
several sets with an automated control system, the melt
temperature deviations from rated temperature in the
shaping zone must be less than ±1.5°C; the pulling rate
deviation must be less than ±(1–1.5)% of the rated value.
Complex automatization can be made according to two
variants. The first is stiff automatization. In that case
the system gives stability of main parameters with given
precision. This variant is simpler and for many cases
permits the necessary process control precision. The
second is flexible automatization, when constant geo-
metric sizes of article are created by controlling some
operational parameters by feedback with respect to geo-
metric size deviations. Such a system is useful when very
close size and quality tolerances are demanded. In this
case, the greatest difficulty is the precision of size meas-
urement.
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Thermal Conditions and Processing Parameters

Thermal conditions and crystallization parameters de-
termine the crystallization rate, shape, and structure of
the shaped articles [7, 33]. The pulling rate is determined
by the crystallization rate, which depends on the heat
removal rate. The heat exchange for growing shaped ar-
ticles can be described by accounting for heat flows in
the melt, in the crystalline article during growth, and
within the production environment itself.

TEMPERATURE DISTRIBUTION IN DIFFERENT
ZONES. Thermal conditions of crystallizing by SM are
similar to conditions for the Czochralski method or ver-
tical continuous casting. There is an immediate connec-
tion of the pulling article with the melt. Therefore the
heat conditions for growth are more stable than for con-
ventional casting.

The scheme of cooling of a part being pulled and then
cooled by air, water, or air-water sprays is shown in Fig.
8 [7]. In the liquid part of the profile, called “the melt
column,” the heat is conducted to the liquid-solid inter-

face due to the thermal conductivity and convection (the
flow Q2), and above it due to the heat conductivity (Q1).
At the liquid-solid interface the equation of continuity of
heat flow is:

(2)

Here Q is a heat flow, index 1 corresponds to the solid
and index 2 to the liquid, L is the crystallization heat
(latent heat) of an alloy, � is the density, v is the crystal-
lizing rate (the pulling rate). From here

(3)

where � is the heat conductivity, G is the temperature
gradient, indexes 1 and 2 correspond to the solid and the
liquid, respectively.

The crystallization heat is removed only by the heat
conductivity. The heat flow from the melt column to the
surroundings can be neglected because the height of the
melt column is small (0.5–5.0 mm). In this case, the liq-
uid-solid interface is considered to be flat. In the buffer
zone A and zone C the profile is cooled because of con-
vection, B is the zone of force cooling [7].

In the case of alloy crystallization, the existence of the
crystallization zone must be considered. The length of
this zone from the liquidus to the solidus depends on the
alloy composition, profile geometry, and pulling regimes.

The alloy composition is specified as percent by weight.
For ribbon profiles of Al-2% Mg-0.4% Mn alloy with
the temperature interval of crystallization �Tcr equal to
25°C, the zone length is changed from 2 to 4 mm. For
the same profiles of Al-6% Zn-2.2% Mg-1.7% Ca-0.4%
Mn-0.2% Cr alloy with �Tcr=161°C, the length of the
zone of crystallization is 15–40 mm. But for 29-mm-di-
ameter circle tubes of the latter alloy, for one-sided cool-
ing of the outer surface the length is changed from 60 to
110 mm.

According to Eq. (3), the crystallization rate increases
when the temperature gradient in the melt decreases. The
temperature gradient depends on the contribution of the
heat conductivity and the (mixing) convection during heat
transfer. The change of the temperature gradient in the
melt results in variation of the pulling rate to provide the
shape and the geometry of the profile grown [33].

The change in the temperature of the melt along the
pulling axes Z near the interface is described by the fol-
lowing empirical equation [34]:

(4)

Here T2 is the temperature of the melt in a crucible, TL is
the temperature of the liquidus, K is a coefficient.

Figure 8 Heat scheme. From the left there is cooler; A is
buffer zone; B is cooled zone; C is part cooled by free
convection, Ten, To, and T1 are the temperature of medium,
crystallization, and melt, respectively; h and Q are height
and heat flows for zones, respectively; S0 is the width of
shaping orifice, S is the thickness of article. Arrows show
heat flow.
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In the case of pulling of a ribbon of commercially pure
aluminum the temperature of the melt in the crucible is
higher than at the interface by about 40°C.

The pulling rate v is determined by the thickness of
the profile and cooling intensity. Therefore it is necessary
to know the heat emission coefficient � for a specific con-
dition. This can be estimated based on an empirical equa-
tion [7]: Thus for the profile without internal hollows, �
can be calculated from Newton law [35]:

(5)

where �T is the difference in temperatures of crystalliza-
tion and of environment, F1 is the area of the cross sec-
tion of a profile, F2 is the surface of air cooling. This
equation for stable growth profile is based on the condi-
tion that at least the crystallization heat is removed by
frontal blowing off.

For tubes pulled under the force cooling of the outer
side only, the heat emission coefficient is as follows [35]:

(6)

where �1 is the heat emission coefficient for the free con-
vection heat exchange on the internal surface of the tube,
F is the internal surface of the piece of the tube conform-
able to outer blowing zone, �T1 is the difference in crys-
tallization temperature and temperature of the atmos-
phere inside the tube.

The values of � calculated by Eqs. (5) and (6) are in
fact effective heat emission coefficients. The zone of most
intensive air-cooling is usually higher than the interface.
The height of the cooling zone above a shaper and the
intensity of blowing off are selected to exclude perturba-
tion of the melt column by airflow. The buffer zone is
lower than the blowing zone. In the buffer zone the blow-
ing off is practically absent and the cooling is due to the
free convection [7].

It was shown [36] that the temperature as a function
of the article length (the cooling curve) can be described
by means of some linear segments. The rate of cooling m
can be determined for every section:

(7)

where T and Ten are the temperatures of article and envi-
ronment, respectively, at time t; T �, and  are the same
at time t�.

The crystalline structure of an article depends most of
all, relative to other thermal parameters, on the cooling
rate in the crystallization interval called the “crystalliza-
tion index” [37]:

(8)

where �Tcr is the temperature interval of crystallization,
�tcr is the time of passing by the article of the crystalliza-
tion interval, Gcr, is the temperature gradient in the crys-
tallizing interval.

The crystallizing rate determines the weight of a pro-
file pulled at the unit time which is proportional to their
heat capacity and dependent on the shape and cross-sec-
tion sizes [38] of the profile. It is possible to say that v
determines the metal capacity of an article (the weight of
the unit length). Practically, it is possible to consider that
Gcr is equal to (T2-T0)/h, where T0 is the crystallization
temperature, h is the height of the melt column [39]. It
was shown [38] that in the case of forced cooling the
temperature gradient distribution along the length of an
article exhibits a maximum in the zone of most intense
cooling (Fig. 9).

The thermal conditions of pulling 20-mm-diameter
commercially pure aluminum rod of 2 m length were stud-
ied based on a typical approach utilized for continuous
casting [17]. In contrast to casting, the pulling direction
for the Stepanov method is opposite to the force of grav-
ity, and a contact of pulled metal near the interface with
surrounding walls is absent. As is known, the primary
characteristic feature of continuous casting is a small cra-
ter. In the case of SM crystallizing, it is possible to con-
sider in the crater capacity, melt volume limited by the
interface and the horizontal plane going through the up-
per surface of a shaper.

Figure 10a shows the distribution of temperature in a
melt at the crystallizing zone and near it. The cooling

Figure 9 Temperature gradient along the length of the
Al-3.1% Mg-0.5% Mn-0.7% Si alloy ribbon pulled with
various rates (1 is 71 mm min-1, 2 is 127 mm min-1) under
two-side air blowing. The arrow shows the cooled zone.
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rate of metal in zones shown in Fig. 10a was determined
by the equation: vcool=(ts-tf)/t, where ts and tf are the tem-
peratures in the beginning and in the end of the zone, τ is
the duration of passing the zone. The cooling rate at the
zones is given in Table 2. The dependencies of a size of
crystallized rod piece and of the radial crystallization rate
on time are shown in Fig. 10b. The solidification of metal
takes place in zone III (the zone of air ejection) where the
cooling rate (Table 2) is maximum (0.75–0.85 K sec-1).

It is seen that crystallization of the entire cross section
of the rod occurs within 0.8 min. The maximum crystal-
lization rate of 2 cm min-1 corresponds to about 0.2 min
from the beginning of the crystallization. This can be
explained by the relatively high value of α of liquid metal
and by considering the linear temperature distribution in

the oxide film of the metal which produces the relative
cooling rates of the metal in zone III (0.85 K/sec) and the
solidification rate (about 1.5 cm/ min). These are close
to the corresponding rates for continuous casting.

The pulled article is cooled by forced air and natural
convective heat exchange. It is clear that in this zone the
maximum contribution is due to forced air cooling. Af-
ter leaving this zone, an article is cooled mainly by con-
vective heat exchange. The temperature and temperature
gradient along the length of the article smoothly decrease
outside the crystallizing zone [34].

Thin-walled profiles (the thickness of a wall of about
1.2 mm and less) have rather large specific surface in
comparison with the thick-walled examples leading to
increased heat removal by air cooling and to increased

Figure 10 Heat conditions of growing 20 mm diameter aluminum rod. a—Isotherms at crystallization zone: 1–12 are
numbers of thermocouples (1–3 thermocouples move together with pulled crystal; the rest are fixed); I–IV are cooled
zones. Arrows show cooling air flows. b—Length δ of crystallized part of the rod (1) and the rate of radial growth v
(2) as a function of the time of a motion of the rod t. (From Ref. 17.)

Table 2 Cooling Rate in Zones (in units K s-1).
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pulling rates to maintain the optimum axis temperature
gradient [40]. It has been shown that uniformity of the
growth of ribs on ribbed tubes depends both on the dis-
tribution of airflow over the perimeter and on the tem-
perature field in the melt [41]. To obtain flat tubes under
one-side outer cooling, the height of the interface surface
of the tube is higher than the outer surface (for 3-mm
wall thickness the difference of the height is about 0.3–
0.5 mm).

The heating zone determines the thermal conditions.
It provides a given vertical temperature gradient in the
profiling orifice and in the pulled article near the inter-
face. The heating zone controls the change of tempera-
ture (T) within necessary limits at the time of start re-
gime, the stability of T during the time of pulling, and
the reproducibility of thermal conditions from one proc-
ess to another [33].

SHAPER INFLUENCE THERMAL CONDITIONS. The
shaper plays an important role in forming the tempera-
ture distribution near the liquid-solid interface [7], The
temperature of different parts of a shaper in a melt is
diverse. The coolest part is the upper open surface [42].
The heat emission from the open surface reduces over-
heating of the melt in the volume enclosed by the shaper.
The melt within the volume of the shaper is supplemented
uninterruptedly when the article is being pulled. The in-
tensity of heat removal from the melt within the shaper
is estimated by the value W= Fcool/Fheat· Here Fcool is the
open cooled surface of the shaper, and Fheat is the surface
heated by the melt. Fheat is determined as the area on the
horizontal upper surface of the shaper limited by the coun-
ter of the shaping orifice and of the envelop remote from
the counter of the orifice for the distance equal to the
depth of the shaping orifice [42]. The heat removal from
overheated melt that is in the volume inside the shaper
goes through the body of the shaper and through the
liquid melt. But the intensity of the heat removal from
the melt inside the shaper depends on shaper design.
Control of the heat removal is achieved by changing the
proportion of the heat dispersed from the open surface
of the shaper.

Shapers can be of three types according to the
intensity of heat removal. A “very hot” shaper has
relative heat removal W of less than 0.5. Dividing walls
are washed by the melt both from the inner and outer
sides, which restricts the shaping orifice. The upper
cooling surface of the shaper, nonwetted by the melt,
has an area per unit length of the orifice smaller than
the surface of the shaping orifice for the same unit length.
A “semi-hot” shaper has W in the range from 0.5 to

2.0. The shaping slot is restricted by flat or relief cooled
surfaces of the shaper. The area per unit length of the
orifice is larger than the surface of the shaping orifice
for this piece. “Very cold” shaper has W>2. The shaper
is heated by the melt only into its volume. The upper
and side walls are open. All shapers permit pulling
profiles for certain minimum overheating of the melt.
This minimum overheating decreases when the heat
removal decreases.

A semiempirical method for estimating the thermal
characteristics of shapers is offered in Ref. 43. It was
based on an exponential distribution of temperature along
the pulling axes. The conclusion was made that the
exponent is the characteristic of the thermal resistance of
the shaper. It depends on geometric sizes and thermal
properties of the shaper as well as on thermal properties
of the melt.

COOLING OF ARTICLE. Forced cooling provides faster
pulling rates and improves the structure and properties
of aluminum articles. Typically, forced air or air-water
sprays are used. In many cases it is necessary to change
the thickness of a profile in different places of its cross
section, which may lead to added expense. A multisection
cooler provides controlled delivery of the cooling agent
to specific surfaces of the article and regulates the thick-
ness along the perimeter of its cross section [32]. Two-
sided cooling helps to level the liquid-solid interface on
the wall thickness and to increase the pulling rate and
achieve a consistent structure and shape along the length
of the profile for complex geometries. The article may be
cooled from the inside and outside, which is possible if
the design of the article permits it, such as an article with
many hollow sections [32]. The cooling of additional
zones using an air-water spray improves the structure and
process productivity [44, 45].

Part Geometry

Consistent geometric control, including shape, varying
cross-section sizes, deflection along the length, with very
tight tolerances is the design objective for the SM. For a
curvilinear longitudinal profiles, it is also necessary to
maintain consistent size control of longitudinal sections.
This is accomplished by controlling the shape of the melt
column.

There are some general points related to geometry and
related operational parameters:

1. In many applications, SM profiles without calibra-
tion and finishing operations. For demanding dimensional
control, some machining may be necessary.
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2. Cross-sectional sizes of an article depend on sev-
eral factors but the most important are profiling orifice
size and operational parameters such as v and over-heat-
ing of the melt �T. For example, in general case [46],
there is a following dependence for the wall thickness S:

(9)

and

(10)

where h is the height of the interface, hA and hB are the
sizes according to Fig. 8, a is the capillary constant of the
molten alloy, S0 is the width of the slot of profiling orifice
of the shaper, �T=T2-T0 (see the caption for Fig. 8), c is a
constant for a given alloy. The capillary constant a=(2�/
�g)1/2, where � is the surface tension, � is the density, and
g is the gravity acceleration.

There are empirical and semiempirical formulas and
graphic dependencies for general sizes of cross sections
and wall thickness. For example, the radius r of a circu-
lar rod can be found by empirical equation [47]:

(11)

where r0 is the radius of the profiling orifice of a shaper.
This equation can be also used for extended parts of com-
plex profiles with small curvature.

By analogy, the thickness of a ribbon S can be found
by empirical formula:

(12)

It is worthwhile to note that the height of the interface h
is a resulting regime parameter dependent on v, over-heat-
ing of the melt, the pressure in the melt, and the cooling
intensity.

Graphic dependencies of the outer and internal diam-
eters and the wall thickness of tubes on the pulling rate
are given in Ref. 47 for different outer and internal di-
ameters of a slot.

These equations and their dependencies can be used
both for more complex cross-section shapes and for struc-
tural components. But the greater the interface the greater
the deviation of the shape of a complex profile from the
shape of the slot. Smaller interfaces (2 mm and lower)
lead to smaller geometric sensitivity of an article to chang-
ing pulling rates.

3. The shaper design must account for linear shrink-
age ε for the article of the given alloy. For conventional
cast ε=(lf-l0)/l0, where lf is the linear size of an element in a
cast mold, and l0 is the linear size of an article. In the case

of SM, crystal growth is used without the casting shape,
and by convention e is considered as linear shrinkage and
lf is the size of the element of the profiling orifice [31].
Profiles obtained by SM have no pores and blisters. There-
fore the shrinkage is created by the difference in thermal
expansion coefficients of the crystallizing alloy and the
material of a shaper for the given temperature range. This
difference is rather large in the case of a shaper made
from cast iron. But this difference increases still further
for ceramic shapers. It is also necessary to account for the
difference in sizes (diameter) of a profiling orifice and the
interface for the shaping capillary. This capillary shrink-
age increases with enlarging height of the interface. It is
necessary to have experimental data for consideration of
two mechanisms of the shrinkage to construct the shaper
well with allowance for conditional ε.

It was shown that the conditional shrinkage of large
profiles, especially of closed sections with partitions, is
from 1.5 to 2 times smaller than for profiles of average
sizes when linear sizes of a cross section are not more
than 200–250 mm [31]. For different Al-based alloy pro-
files by SM with different shapes and sizes, ε is in the
range from 0.8% to 2.5%.

4. Some peculiarities of the cross-section shape of Al-
based alloy articles were noted in Sect. 7. It was shown
that the longitudinal deflection of long articles depends
on the axes stability during pulling connected with sur-
face tension of a melt column. Estimates of maximum
mechanical disturbances were made in Ref. 48.

The dynamic pressure of cooling air has a strong in-
fluence on the stability of processing [49]. Its influence is
different for thick-walled (S>5 mm) and thinwalled (S<1
mm) profiles. In the case of thin-walled profiles it is very
important to support an interface height [40].

5. Many investigations were devoted to the constancy
of the shape and sizes of profiles [7, 30, 31, 47, 50]. The
constancy of geometry depends on the stability of opera-
tional parameters. The constancy of the cross section of
an article depends on the constancy of the width of the
profiling orifice and temperature field. The operational
regimes must be kept constant during pulling whether it
is for one article or groups of articles.

It is necessary to distinguish the constancy of outer
and internal sizes of profiles, their outer and internal el-
ements and walls. A different thickness of walls can be
both undesirable and dictated by design.

A great number of measurements of sizes of profiles
were made. Profiles with an outer size of more than 20
mm and wall thickness of more than 1.2 mm were ac-
ceptable clearances. An allowance for cross section can
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be ±1%; for wall thickness it must be lower, ±10%; for
longitudinal deflection, per unit length should not to be
higher than 0.5–1.0 mm/m [5]. Such values correspond
practically to pressed profiles or better. At the same time
pressed profiles meet demands of most customers.

Similar to pressed profiles, allowances of sizes of arti-
cles obtained by SM depend on absolute nominal values
of the sizes. Thus for profiles of outer sizes ranging from
5 to 20 mm and profiles of wall thickness less than 1.0–
1.2 mm, allowances are greater than the values shown
above. However, for large-size articles, deviations of cross-
section sizes are significantly smaller ranging from ±0.2%
to ±0.8% [31].

A scatter of sizes of wall thickness for thick-walled
profiles is given in Table 3. The data of this table provide
the following conclusion [49]:

a) Scatter of wall thickness of thick-walled square
beams along their length is less than for thick-walled
circular tubes.

b) In the case of square profiles the outer surface has
smaller scatter of sizes than internal surfaces and
for circular profiles. It is possible that four right an-
gles in the cross section of a square beam fixes the
outer surface of the profile and stabilizes both its
profile and the wall thickness.

c) Scatter of sizes of 36-rib tubes is less than for
smooth circular tubes. It can be explained by fix-
ing action of ribs. As the scatter of the outer diam-
eter of ribbed tube is significantly less than for the
internal diameter.

d) Scatter of diameter sizes of 36-rib tubes depends
mainly on the precision of the cooling agent de-
livered in the space between all ribs of the pulled
profile.

It was shown in Ref. 51 that the relative scatter of ribbon
thickness increases with enlarging the value (S0-S) or with
increasing the height of the interface. Most deviations of

sizes from those assigned occur at the start and at process-
ing transitions. They can be lower at pulling profiles with
a continuous acting set [7].

Stirring of a melt near the shaping zone can decrease
thickness size scatter [32]. Decreasing thickness size scat-
ter is also facilitated by using a precision shaper. It was
shown in Refs. 31 and 50 that the scatter of sizes of the
thickness of a box profile can be decreased about 2 times
to about ±6% when accounting for the influence of chang-
ing the width of a shaper slot.

The root-mean-square deviation of wall thickness and
the thickness variation coefficient were determined for
various shapes (tubes, blades with partitions, cylindrical
two-walled profiles with partitions, complex profiles of
air heater-adsorber, and others) [31, 32]. For the best
samples of wall thickness in the range from 1.5 to 2 mm,
obtained at optimum conditions, the root-mean-square
deviation ranges from 0.18 to 0.22 mm, the variation
coefficient ranges from 0.08 to 0.13. In the case of ob-
taining smooth wall tubes the rotation can decrease the
variation coefficient down to 0.03–0.06.

When producing different cross-section thickness pro-
files, it is necessary to construct a shaper that provides
different interface heights in places of different thickness.
It is also necessary to cool different places of a cross sec-
tion with an intensity proportional to the thickness of
crystallized element using a multisection cooler.

Surface and Structure of Articles

SURFACE QUALITY. Surface quality is determined by
topography, structure, and specific physical-chemical
properties. Chemical composition and crystallization in-
terval exhibit the greatest influence on the surface qual-
ity. Other factors influencing surface quality include melt
purity, interaction of the melt with a crucible and envi-
ronment, and stability of processing parameters. Corro-
sion, heat radiation and absorption, strength, and fric-
tion coefficient are dependent on surface quality. In some
applications, surface color, which depends on oxide prop-
erties of the crystallized alloys, is important. The surface
of aluminum profiles is usually smooth and shiny,
duralumin surface is bluish, Al–Mg-based alloys exhibit
a dead-blue surface [9].

The microroughness of articles of Al-based alloys as
determined by profilometer measurements is typically less
than 14 µm and optical measurements have shown even
lower roughness. Macroroughness is on the same order
as exhibited by pressed articles [7, 52]. Estimations of
macroroughness for millimeter or centimeter scale (the
distance between asperities along certain direction) show

Table 3 Different Thickness of Thick-Walled Profiles
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highest purity class except that some samples have
centimeter roughness somewhat higher. Measurements
of the macroroughness by means of universal measuring
microscope revealed transverse waves of 0.05-mm height
(in some cases up to 0.1 mm) spaced from 20 to 40 mm.

It is shown also that the quality of the inside surface
of tubes is better than the outside surface because the
inside surface is more protected from oxidation and air-
flow disturbances [13]. The most perfect surface, nearly
a glassy surface, is observed for articles with the column
structure [39].

Practically, it is possible to consider that the quality
of articles produced by SM is similar to articles obtained
by pressing and much better than those produced by con-
ventional methods. In many cases the quality of the sur-
face of SM grown articles meets the demands of most
applications. However, particularly for alloys with a wide
temperature interval of crystallization, some machining
and subsequent coverage of the surface by a thin film are
required. A very high quality surface is observed for the
eutectic Al-12.6% Si alloy, which is typically sufficient
for decorative uses.

STRUCTURE. 1. A dendritic structure is the most typi-
cal form of the growth for Al-based alloy articles pro-
duced by the SM. In this case cellular, twinned, and
equiaxial dendrites form columnar, fan, and equiaxial
structures, respectively, which are dependent on the mor-
phological stability of dendrite.

Columnar macrostructure consists of coarse, drawn
grains of developed cellular substructure [53]. There are
some differences in the sizes of grains and cells as a result
of the composition of an alloy, the geometry of profiles,
and the pulling rate. Thus in the case of 2-mm-thick rib-
bons of commercially pure Al, grown at pulling rates from
3 to 10 m hr-1, the grains exhibited a length from 50 to
500 mm; transverse sizes grains varied from 0.1 to 40
mm. For tubes of the diameter from 3.6 to 5.0 mm and
wall thickness from 0.2 to 0.8 mm, grown at pulling
rates ranging from 6 to 8 m hr-1, the grain length changed
from 8 to 16 mm, grain width ranged from 1.5 to 3.5
mm [39]. Al-1% Mn ribbons of 0.3–0.4-mm thickness
processed at T=680°C initially possessed a columnar
structure with grains drawn along the pulling direction.
When the pulling rate increased from 5.5 to 13 m hr-1,
the grains decreased from 20×3 mm2 to 6×1 mm2. In trans-
verse and longitudinal sections of grains the chains of
the MnAl6 precipitates along the pulling direction were
observed [51].

Macrostructure of Al-(0.8–1.6%) Mg tubes, obtained
at a pulling rate of 9.5 m hr-1 in the first part of process-

ing, was also columnar. A 	-phase of Al5Mg8 in the form
of broken chains between axes of dendrites was obtained
[7]. When duralumin was pulled from tubes at a pulling
rate greater than 3.4 m hr-1 for G2=(10–12) K mm-1 and
G1=(1–2) K mm-1, the typical structure was columnar
which was created by cellular dendrites with long shafts
drawn along the side surface of the tube [54]. For pulling
rates equal to 3.4 m hr-1, the grains were about 2–2.5
mm. In a longitudinal section, the grain consists of par-
allel primary shafts of cellular dendrites. In transverse
sections, the grains are created by 45-µm dendritic cells.
Grain boundaries consist of the eutectic of α-solid solu-
tion and intermetallic compound of Al2Cu. The grain
boundary thickness is about 5 µm.

Fiber structure is formed in the manner of columnar
structures by cellular dendrites. This formation occurs at
the same pulling rate as for columnar structure but for
higher melt temperature. In the case of commercially pure
Al, grain sizes ranged from 4 to 50 mm [39]. The fiber
structure of 29-mm-diameter duralumin tubes formed at
the high overheat (the temperature of the melt was higher
than 700°C) and the pulling rate was higher than 3.8 m
hr-1 [55]. The grains were 5 to 10 mm in length, drawn
along the pulling direction and lightly rotated. They may
also exhibit cellular structure where the cell length ranged
from 200 to 300 µm and the width was about 40 µm.
The cell size was reduced and became more equiaxial
when the pulling rate increased [55].

Fan structure is formed particularly when Al-1% Mn
and Al-(0.8–1.6)% Mg profiles are pulled at usual con-
ditions. The latter alloy transforms to the fan structure
from columnar one [7]. The transformation to the fan
structure may occur when the impurity concentration near
the liquid-solid interface reaches a critical value and the
constitutional supercooling begins to influence on crys-
tallization. This is corroborated by the columnar struc-
ture along all the length of pure Al article. The fan struc-
ture of Al-1% Mn ribbons consists of colonies of dec-
ades of fan-shaped divergent crystals, which are flat twin
dendrites of 100–200-mm thickness.

Fan structure of 29-mm-diameter duralumin tubes that
were pulled from gently overheated melt (660–680°C) is
formed in a wide range of pulling rates (from 2.1 to 3.8
m hr-1) [54, 55]. The structure consisted of twinned
dendrites, which grew in the twin plate creating long la-
mellae along the pulling direction. Dendritic cells are
about 44 µm. In the area of secondary branches and be-
tween dendrites, liquation is observed which is typical
for impurities of K<1. The concentration of Cu in the
dendritic boundary is about 2.3%, in the area of second-
ary dendritic branches it is about 3.4%, in the interlayer
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between dendrites it is about 7% [55]. It was shown that
a critical pulling rate exists. For rates higher than the
critical rate, twin dendrites of the fan structure trans-
form into the columnar or fiber structure. The critical
rate decreases when the heat removal from the overheated
melt in the volume of a shaper is reduced.

Equiaxial structure arises when the overheating of the
melt is very small and is also due to a negative temperature
gradient for a specific design of the shaper as in the case
when only an upper zone of water cooling was used. [55].

2. The structure of the profiles twisted during their
pulling and stirring of the melt at the same time was stud-
ied [54]. The process was investigated for duralumin tubes
under the following conditions: a) pulling rate was 2.9 m
hr-1, twist rate was 0.1 and 0.4 rpm; b) pulling rate was
2.9 and 1.45 m hr-1, twist rate was 0.4 rpm.

Tubes obtained at the pulling rate of 2.9 m hr-1 and
the angular velocity of 0.1 rpm exhibited a columnar

structure with about 65-µm-diameter cells. Increasing the
angular velocity up to 0.4 rpm leads to the decrease from
1.5 to 1 mm of macrograins created by cellular dendrites.
Decreasing the pulling rate to 1.45 m hr-1 for the angular
velocity 0.4 rpm does not change the type of a structure
but it does make it coarser (the cell diameter is about 85
µm).

3. The structure of articles was estimated quantita-
tively using stereometric optical metallographic methods.
The quantity of inclusions (structure elements) per unit
area and the extent of their orientation were measured
for areas in some transverse and longitudinal sections.
For this purpose, the quantity of inclusions per some
known area (for ribbed twisted tubes of Al-1% Mn al-
loy) or the quantity of intersections of inclusions by the
secant of a given value (for twisted flat-walled tubes of
duralumin) was calculated [32] with an optical micro-
scope of magnification to 320×. Microstructures of lat-

Figure 11 Microstructure of duralumin tubes grown from the melt with rotating (b, d) and without rotating (a, c); (a)
and (b) are transverse sections, (c) and (d) are longitudinal ones (200×). (From Ref. 32.)
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ter articles and of articles obtained without rotation are
shown in Fig. 11. The extent of linear orientation of in-
clusions α1 in article volume was determined by the fol-
lowing equations [32]:

(13)

(14)

Here X⊥ and X|| are averages of inclusions per 1 mm2 for
transverse and longitudinal sections; m ⊥ and m|| are aver-
ages of intersections of inclusions by 1 mm secant nor-
mal or parallel to the growing direction for longitudinal
section. Results of the measurements are given in Table
4. Some conclusions can be made.

a) Al-1% Mn alloy:

• For the tube part of the article the linear orientation
α1 does not depend on rotation. X⊥ and X|| decrease
by about a factor of two, micro-structure becomes
coarser.

• For twisted ribs α1 is lower than for tube part. It is
probably due to more intensive stirring of the melt
in the range of their formatting. This may also be
related to specific force two-side cooling. X for ribs
is larger than for tube part. This can be explained
both by stirring effect and by an increase in the re-
sulting pulling rate. Microstructure maintains its
orientation parallel to the direction of preferred heat
removal. This direction coincides with the resulting
direction of rib growth.

b) Duralumin:

Twisting of tubes coarsens the microstructure of the
transverse section (Fig. 11b as compared with Fig. 11a)
and at the same time decreases m ⊥. Twisting decreases
also α1' and the length of microstructure elements of
the longitudinal section (Fig. 11d in comparison with
Fig. 11b). This may be related to a change of appear-
ance of inclusions and creating additional dendritic
branches under twisting. It is significant for duralumin,

Figure 11 Continued.
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which is a multicomponent alloy with wide crystalliz-
ing interval [32].

4. Useful quantity characteristic of a dispersity of
microstructure is an average quantity of dendritic cells N
per the unit area of the section. It was shown that [56]:

(15)

Here Sn=F/L, F is the area of a cross section, L is the
perimeter of the cross section, Snv is the processing pro-
ductivity, k is the constant for the material.

Average area of a transverse section of a cell is f=1/N.
Therefore

(16)

Here the dispersion is determined by dendrite bounda-
ries because they are much larger than the boundaries of
grains and blocks.

It is seen from Eq. (16) that f may be constant in the
case of changing Sn and v to opposite directions.

Snv dependence of N for Al-1% Mn alloy cylindrical
rods and ribbons (curve 1) and for 29-mm-diameter
duralumin tubes (straight line 2) is shown in Fig. 12. Snv
dependencies of N for Al-1% Mn cylindrical and ribbon
samples coincide with each other (straight line 1, tangent
of slope to an abscissa k=0.255·108 cm-4 s). This means
that the reduction of the thickness of the cross section of
an article Sn influences the dispersity of a structure more
intensively than the cross-section shape of the article and
average temperature gradient within the solidification
interval. The straight line slope to coordinate axis de-
pends on alloy properties. Thus for duralumin tubes
k=0.0862.108 cm-4 s (line 2), for eutectic silumin ribbons
[57] k=0.023·108 cm-4 s (in this case the dendrites of α

solid solution are oriented along the pulling axis and fill
35.7% of the alloy volume).

Emperical dependencies (15) and (16) allow the con-
trol of microstructure dispersion for a given thickness of
article by means of v. It is possible also to calculate N if
sizes of article and v are known [56].

Table 4 Parameters of Microstructure of Article as Functions of Rotation Rate 


Diameter is 30 mm, v=48 mm min-1.

Figure 12 Dispersion N of structure as a function of
physical productivity of processing v·Sn: 1—Al-1% Mn
alloy cylindrical rod and ribbon; 2—duraluminum tube.
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Surface and Structure Defects

Aluminum profiles obtained by different methods, espe-
cially by conventional casting, exhibit various surface and
structural defects including: shells, shrinkage cavities,
pores, fins, steps, liquations, and others [29]. These are
related to contact of solidifying metal with crystallizer
walls. There are also many surface defects on extruded
profiles such as: fissures, deflections, and others. Those
faults are corrected by added deformation operations [29].

Profiles obtained by SM exhibit no pores and shrink-
age cavities but they can exhibit some surface and struc-
tural defects, especially during operational transitions and
when encountering raw material quality problems.

Localized freezing, erosion, or floating are frequently
due to interruptions in the manufacturing process. These
defects are eliminated when the process problem is cor-
rected [7]. Fluctuation of the relative level of the melt can
induce a growth of the profile with periodic thickness vari-
ations [9]. When the melt splashes out onto the edges of
the shaping orifice, floating or thicker parts in fillets along
the article can be created. Contamination of a melt with
scale or other solid particles in the shaping orifice may
induce longitudinal channels or slots [7, 9]. Slots can also
arise due to the weak wetting of a seed by the melt and
drastic change of cooling regime [9]. Some transverse wavi-
ness and hatching, ring-shaping, shears, and breaks can
be produced by disturbance of the normal operation of
mechanisms of the set (irregularity of moving pulling de-
vice, oscillations, and others) [7]. Formation of waves on
surface of thick-wall profiles (wall thickness larger than 5
mm) can be evoked by high dynamic pressure of cooling
air. Such a mechanism has been described in Ref. 49 and is

shown in Fig. 13. The melt column couples the upper edge
of the shaper (Fig. 13a). Dynamic pressure of cooling air
deflects the surface of the melt column on the cooler side.
The cross section decreases (AA�→BB�). The liquid-solid
interface lowers to the level BB� in connection with condi-
tions of process stability. The thickness of crystallized arti-
cle decreases to BB�. When constant operational param-
eters are restored, the thickness is restored slowly and the
interface rises to the level of AA�. This results in small
periodic dents of small depth on the cooler side (Fig. 13b).
But the dynamic pressure of cooling air can also create
deep dents at thick-walled articles. This occurs for thick
shaping plate (thickness to 10 mm). The dynamic pressure
must be sufficiently high so that liquid column deflects.
The place of coupling is not controlled. The melt column
is interrupted from the upper edge of a shaper [49]. The
shaper ceases to take away the heat from the melt and the
melt temperature increases. The decrease in the cross sec-
tion of the liquid column results in the decrease in the wall
thickness of the article and therefore in the heat removal
from the melt to the solid through the interface decreases.
The stable position of the interface goes to a higher level.
The pulled article is crystallized with the dent along the
entire length. In some cases the origin of the cross section
is reduced slowly. There is a heat contact of the liquid and
the plate of the shaper. Such situation is quasi-stable. An
accidental increase in air pressure can initiate formation
of defects. In some cases the wall is very thin and an inter-
ruption of air pressure may occur. Then the chink is cre-
ated through the article [49].

The growth of oxide film can create sticking and dis-
tort the article shape. Such defects arise at lower tem-
peratures of a melt and at low pulling rate [7]. They can
be corrected if the melt is refined or by other procedures.

A serious problem for a number of alloys is warping
and creating “hot” cracks especially for large-size profiles.
Irregular shrink stresses inducing such defects are due to
an incompatibility of local thermal deformations in the
case of high temperature gradients on the cross section
and along the length of the article [7]. It is necessary to
improve the temperature regime. Such defects can be mini-
mized if the content of Fe is more than Si in an alloy.

In some cases the structure and surface defects arise
simultaneously. Thus thickenings of different length or
backstitch structure arises on the surface of shaped arti-
cles of fan structure when twin planes of dendritic colony
have the slope to the surface about 30–45°. Such surface
defects induced by fault of structure under breaking ther-
mal regime were observed particularly for ribbons of Al-
1% Mn and Al-13% Zn alloys [58]. They are removed

Figure 13 Effect of dynamical pressure of cooling air on
the melt column shaping the article [49]: (a) is deflection
of the liquid column engaged with upper edge of the shaper.
1 is the shaper, 2 is the crystallized alloy, 3 is the melt. (b)
is longitudinal section of the article. (From Ref. 56.)
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by a choice of the optimum seed orientation, by decreas-
ing the length of a two-phase zone for enlarging G2 as
well as by decreasing turbulent air-cooling flow.

Defects called by tubercular roughs arose on the arti-
cle surface of Al-based alloys of wide temperature inter-
val of crystallization (Al-3.5% Mg-0.5% Mn, duralumin
and others) [7]. They appeared as a narrow ridge with
one top extending along the longitudinal direction. These
surface defects were accompanied by structural orienta-
tion faults. Therefore they can be considered also as struc-
ture defects. Their origin is related to constitutional su-
percooling near the liquidus. Supercooling induces the
growth of dendrites of irregular orientation. Such
dendrites originate because of stiff oxide film and induce
tubercular roughs [48]. If such dendrites extend beyond
the oxide film, they grow into a regular structure and
form a structure defect. The tubercular roughs do not
influence the mechanical properties of articles but they
spoil the appearance. Such defects are absent when the
oxide film is removed. These defects can also be created
due to minimal heat removal through a shaper. In that
case, the liquidus decreases to shaper and the stiff oxide
film that originates will be taken by the solid phase in the
crystallization zone above solidus, which is interrupted
from the edge of the shaper and it is carried away by the
article as it is pulled up. If the oxide film is absent the
tubercular roughs do not arise [48].

It can be concluded that the defects described above
are due to the control of the manufacturing operation
and related equipment and not to the SM itself. Because
they are equipment or process related, they can be cor-
rected and eliminated.

Properties of Articles

Al-based alloys and articles constructed from them ex-
hibit excellent properties including low density, high spe-

cific strength and stiffness, plasticity, high heat and elec-
trical conductivity, and corrosion resistance, which makes
them useful in various environments. They are also weld-
able and machinable. Properties of Al-based alloy arti-
cles obtained by SM depend on the growth regime. Prop-
erty comparison illustrates the advantages of the SM com-
pared to alternative production methods.

MECHANICAL PROPERTIES. Mechanical properties
including tensile strength �B and the specific elongation
� of both defomarble alloys and casting alloys were com-
pared. It was shown that increasing impurities of Fe and
Si in 0.5–2.0-mm thickness of commercially pure Al rib-
bon increases σB and decreases � [59]. The data in Table
5 show that plasticity of transverse samples improves with
low levels of impurities; however, increasing impurities
decreases � and results in two times smaller specific elon-
gation than for longitudinal samples. Yield stress, �0.2,
increases monotonically with increasing impurities. Ti,
0.1% to 0.2%, yields dendritic structure and it was shown
that the dendritic structure causes an (0.3–0.8%) increase
in σB and an increase in δ from 23% to 43% for longitu-
dinal samples. This also explains increasing δ from 20%
to 24% for transverse sample [59]. Similar results were
obtained for 0.3–4.0-mm thickness Al-1.16% Mn rib-
bons with impurities of 0.64% Fe, 0.33% Si, 0.1% Cu
(Table 6) [51].

Most of the information on the mechanical behavior
was obtained for Al-(0.9–1.2)% Mn alloy as this alloy is
often used for processing by the SM. Also, this widely
used alloy exhibits acceptable surface quality, good
weldability, high heat conductivity, and is corrosion re-
sistant.

One reason for mechanical property variation is that
different sizes exhibit different orientation of dendritic
branches for ramified dendritic structure. The ramified
structure of the MnAl6 phase results in high plasticity

Table 5 Influence of Impurities and Orientation of Samples on Characteristics of Al Ribbons
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[51]. Increasing Fe and Si in that alloy increases the con-
tent of MnAl6 because the solubility of Mn in Al decreases.

The mechanical behavior of Al-1% Mn alloy tubes of
203×102 mm2 rectangular cross section with S=3 mm
and with internal ribs and without them was studied in
detail [50]. It was found out that �B is in the range from
120 to 130 MPa, � ranges from 7% to 29%, relative
narrowing  changes from 16% to 32%. It was revealed
that the Young’s modulus E was in the range from
7.28·104 to 7.34·104 MPa, �0.05 was 12–30 MPa, the yield
stress σ0.2 ranged from 36.5 to 39.1 MPa, real tensile stress
was 150–185 MPa, shock viscosity ranged from 3.8–105

to 6.2·105 J m-2. Most of those characteristics are analo-
gous to annealed pressed profiles. There is a small scat-
ter of �B and E for different samples, but � and  vary
over a wide range. The profile grown at the beginning of
the process exhibited lower � and even lower  where
there is the copper from a seed. Lower values of �B were
for the profiles obtained with one-side air-cooling. It was
found that there was very high shock viscosity. Fracture
of that sample under shock impact had plastic character.
Technological 180° bending showed no cracks. Lower
values of σ0.2 may have a positive role. The ratio of �B to
�0.2 ranged from 3.0 to 3.5. But it is known that for �B/
�0.2�1.4, a material is strengthened for cyclic loading [60].
Therefore Al–Mn alloy profiles must be strengthened at
the beginning of the operation. For optimal control dur-
ing pulling of Al–Mn alloys, hollow profiles with outer
ribbing had �B in the range from 130 to 150 MPa and �
about 30% with small scatter.

Al-(0.8–1.6)% Mg alloy hollow profiles of dendritic
structure had � higher than for columnar structure: 20–
35% for longitudinal direction vs. 7–14% [7]. Mechani-
cal properties of Al–Mg alloy profiles were compared
with annealed profiles obtained by pressing. As cold hard-
ening increases the strength two times and decreases the
plasticity three or four times due to formation of brittle
	-phase of Al3Mg2.

Al–Mg alloy profiles obtained by SM exhibit the same
or better values of �B and � than for pressed profiles as
annealed [7]. Al-0.9% Mg-0.9% Si-0.7% Cu-0.15% Mn
alloy tubes obtained by SM after quenching and aging

had average values of �B=336 MPa and �=9.7%, which
were somewhat higher than standard values for pressed
profiles after the heat treatment. A hydraulic test of those
tubes showed high mechanical characteristics: tensile
cracks arose in longitudinal ribbed tubes of 17.5-mm in-
ternal diameter and 1.5-mm wall thickness that were 200
at κGcm-2. Longitudinal ribbed tubes of 8-mm internal
diameter and 1-mm wall thickness had no cracks up to
300 at.; there was no water flowing [9]. Al-6% Zn-2.3%
Mg-1.7% Cu-0.4% Mn-0.15% Cr high strength alloy
29-mm-diameter tubes, obtained by SM, after quench-
ing and heat treatment had �B in the range from 460 to
480 MPa, which approached to �B for pressed profiles
after analogous heat treatment [7].

The influence of operational factors on profile strength
obtained by SM was also studied. It was shown that �B

of 3.6–5.0-mm diameter and 0.2–0.8-mm wall thickness
of commercially pure aluminum tubes increased under
increasing intensity of cooling for constant v [39]. Two-
zone blowing of pulled duralumin tubes exhibited in-
creased �B to 290 MPa from 250 MPa. Compared to
one-zone blowing, the value of � increased from 3–4%
to 8–9% [55].

For studying casting alloys, the eutectic silumin (Al-
Si) was used. Samples obtained by SM had �B=205 MPa,
�=11%. Samples obtained by casting into earth had
�B=147 MPa, �=4%, for chill casting �B=156 MPa, �=2%
[7]. Improving mechanical characteristic for pulled pro-
files can be explained only by low porosity because Si
forms no strengthened compounds with Al. Compara-
tive investigation of circular rods of commercially pure
aluminum for SM exhibited �B=56 MPa, for conventional
casting �B=50 MPa [39].

Experimental dependencies of mechanical properties
on crystallization parameters and structure were studied
for 1.5-mm-thickness Al-1% Mn alloy ribbon for four
values of v and air flow [56]. It was revealed that de-
creasing average grain size (or increasing the number of
grains n over a width of a sample) for every pulling re-
gime resulted in an increase of � from 6–7% to 8–11 %
and does not influence �B. The reason � is increasing is
that grain size and � decrease when the dispersion N

Table 6 Mechanical Properties of Al-1.16% Mn Alloy Ribbon
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increases or, in other words, when physical productivity
increases. As a result, the average value of δ changes
moderately for transferring regime (about 8–9%). But
physical productivity changes nearly five times. It is seen
in Fig. 14a that δ does not change by increasing the dis-
persion of structure N (103 mm-2). As opposed to δ, the
average value of σB increases with increasing N.

Indirect verification that σB exhibits a direct relation-
ship with internal grain structure but not with respect to
grain size is analogous to the dependence of
microhardness H on N (Fig. 14b). H was measured for a
grain. If the reason for increased σB was increased spe-
cific grain boundary then H would be constant similar to
pure metal. These results suggest that the dispersion of
microstructure N determines the strength of pulled Al-
based alloy articles. The change of v or reduced thick-
ness of an article Sn controls the structural dispersion [15]
and its strength [56].

The strength of articles pulled by SM is sufficient
for many fields of application. But there are limits to
the increase possible, which were described in Section
VII [29].

CORROSION RESISTANCE. Corrosion resistance was
tested for profiles of Al–Mn and Al–Mg–Mn alloys and
for commercially pure duralumin and eutectic casting

silumin (Al–Si). Tests were performed in sodium chlo-
ride solution, in water of water supply line, in water of
the Caspian Sea [61, 62]. It was revealed that the pitting
is the most typical kind of corrosion of the profiles. Pit-
ting is usually oriented along the direction of pulling.
The speed of a corrosion of technical aluminum is greater
than for Al–Mn, Al–Mg–Mn alloys as opposed to pro-
files obtained by deformation methods [61]. This can be
explained by a specific structure. An arrangement of pit-
ting does not depend on geometry of samples in contrast
to profiles of the same alloys obtained by deformation
methods, but pitting is related to the absence of internal
stresses at positions of changing shape or when joining
of separate parts of the article [61].

Corrosion stability of pulled articles is greater than
for conventional castings because there are no pores.
Particularly, commercially pure aluminum and Al–Mn
alloy articles obtained by SM have no stratifying corro-
sion. Sea water or water line testing showed more inten-
sive pitting corrosion for internal surfaces of tubes than
for the outer surfaces because of crystallization of the
thinner Al2O3 film on internal surfaces without forced
cooling [62].

Duralumin exhibited the greatest corrosion rates be-
cause of formation of intermetallic compounds of CuAl2,
which act as a cathode. The best corrosion-resisting pro-
files are of eutectic silumin (Al–Si). Corrosion fracture of
a surface for this material is uniform, pitting is absent or
it penetrates to only small depths which is probably due
to the absence of intermetallic compounds in Al–Si, be-
cause the solid solution of Si in Al and Al in Si are in
equilibrium [62].

Special covers can improve corrosion resistance as
design, lifetime, and other qualities are dependant on the
use of a cover. Therefore surface adsorption is impor-
tant. Articles obtained by SM can be covered without
any preliminary mechanical treatment. It has been shown
that Al–Mn alloy profiles that are anodized and nickel-
plated are good for this purpose [7].

Comparison of Alternative Methods—Perspective
Kinds of Articles

The Stepanov method may be compared with two other
methods that provide long-walled profiles: continuous
casting and deformation technology (DT) based on ex-
trusion [29]. Conventional casting into a form and me-
chanical treatment methods yield articles of lower qual-
ity and that are more expensive. However, continuous
casting may be used to produce articles of the simplest
shapes: rod, sheet, plate, smooth-walled tube. Therefore

Figure 14 �B and � (a), microhardness H and number of
grains along width n (b) of Al–Mn ribbons versus
dispersion of structure N. (From Ref. 56.)
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it is of interest to compare SM and DT with respect to
engineering characteristics, quality, and cost.

ENGINEERING CHARACTERISTICS. The Stepanov
method is differentiated from DT in that it is a one-op-
eration method producing an article that is ready for use
and uses a simpler and more space-saving equipment.
Because it requires relatively limited production space, is
quick and inexpensive to construct, and will utilize in-
dustrial power. Process transitions from obtaining one
type of article to another are shorter. The Stepanov
method is adaptable to a variety of alloys. It is suitable
for use with wrought and casting alloys, and with alloys
of high brittleness and toughness. Deformation technol-
ogy processes are used only for wrought alloys. The effi-
ciency of raw alloy with SM is higher than for DT and
85–90% efficiencies are possible.

For DT processes, power is used not only for melting
an alloy but also for deformation. The Stepanov method
is a single-operation technique. Therefore unit-specific
expenses for obtaining profiles by SM are much lower.
The Stepanov method produces less scrap, is a power-
saving technology, and is an ecologically friendly proc-
ess.

Process productivity is determined by the rate of metal
flow for DT and by the pulling rate for SM. The latter is
much lower than for DT but productivity must also ac-
count for complexity and amount of equipment. The
output per man-hour must be attributed to the cost of all
the production equipment. With respect to multiprocess
operation, DT and SM are of approximately equal value.
In the case of hard alloys, complex shape, and large cross-
section articles, the productivity of SM is equal to or
higher than for DT. There are also additional resources
enlarging productivity for SM connected with shorten-
ing accessory operation time and pulling a group of arti-
cles at the same time.

The Stepanov method is usually used for small-scale
production. Specific labor expenses are higher in com-
parison with high effective equipment of broad-scale pro-
duction by DT; however, labor costs are less for large-
scale production by SM.

Articles of Al alloys are produced by SM with the open
mirror of the melt. It permits the production of parts
with larger cross sections than DT. The length of articles
is approximately equal for both methods.

The Stepanov method, like DT, allows the production
of a wide range of configurations including complex-
shaped articles. But there are shapes that can be obtained
only with one of these methods. Thus DT is used for
thick-walled bulk profiles and SM is used to produce thin-

walled profiles, articles with a curvilinear longitudinal
profile, and profiles of casting alloys. The Stepanov
method is the most effective technique to manufacture
polyhedrons, tubes with outer and inner ribs, partitions,
different members, and spiral ribs. Articles with chan-
nels, twisted channels, hollow, and multichannel hollow
products as well as other peculiar complex unique shapes
can be obtained by SM. Many of these shapes cannot be
produced by DT. It is possible to consider SM as a pro-
gressive shaping design without deformation. Figure 15
shows some articles obtained by SM.

QUALITY CHARACTERISTICS OF ARTICLES.
Cross-section size variation and the wall thickness of
articles as extruded are higher than for SM. But after a
number of operations of a treatment the allowances are
lower compared with SM or they are the same. The lon-
gitudinal curvature (deflection) of profiles for SM is less
than for DT.

The surface quality of profiles made by SM depends
essentially on alloy composition. In the case of DT the
quality of surface of products as extruded is inferior rela-
tive to SM. Surface quality of DT and SM articles may be
improved by subsequent treatments.

The structure of DT profiles is determined by the
manufacturing process and it is usually fine-grained.
Continuous process of pulling for SM yields mostly co-
lumnar or dendritic structure, although in some alloys
and processing of temperatures the structure of an arti-
cle can approach to equiaxial.

Figure 15 Some shaped articles pulled by SM. (From
Ref. 29.)
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The Stepanov method’s articles possess no pores and
therefore exhibit the greatest material density after
processing.

Mechanical properties of SM shaped articles agree
closely with the values of annealed samples obtained by
DT from the same alloys. Cold-hardened DT samples
exhibit higher strength but the strength of SM articles
made from heat treatable alloys can be increased after
heat treatment. The section “Properties of Articles” de-
scribes methods for increasing strength properties of SM
articles, and by using strengthening structural partitions
it is possible to provide greater hardness by SM. In all
cases, the strength of SM articles of casting alloys is higher
than for the conventional cast of the same alloys. How-
ever, some applications of profiles have no need of high
strength.

The Stepanov method provides articles that may be
produced from a wider range of Al alloys, which may be
further varied by alloy modifications. This provides the
possibility to obtain profiles with special structures and
necessary mechanical, electrochemical, acoustic, electric
properties, thus resulting in a wider potential range of
applications.

ECONOMICS OF THE STEPANOV METHOD. Spe-
cific cost of simpler and single-type equipment (and am-
ortization deductions) for SM is well below those for
bulky, complex, and multiple-type equipment for DT. Tool
cost is also much less for SM because of small force im-
pact during working and simpler design. Estimations
show that the net cost of profiles for both technologies is
about identical. The following trends can be noted: DT
is more economical for small-sized, simpler-shape prod-
uct, SM is more economical for large-sized, complex-
shape profiles.

NEW ARTICLE TECHNOLOGIES. Recent engineering
advances have created the need for complex-shaped arti-
cles and also miniaturized designs [48]. Large-scale, ef-
fective production with DT (extrusion and other) pro-
vides wide assortment of profiles but in many instances
it is advantageous to use profiles obtained by SM. Of
special interest are cases when DT articles do not meet
shape or size cross-section requirements, a combination
of mechanical and physical properties, or in the case of
some alloys, articles cannot be produced by DT. Below is
a summary of the most perspective kinds of profiles for
obtaining with SM. Some of these profiles are shown in
Fig. 16.

THIN-WALLED PROFILES. The thickness of the wall
of such profiles is in the range from 1 to 1.2 mm or less

(Fig. 16d). It is possible to produce profiles of similar
sizes by extrusion but only for wrought alloys with rather
low strength (hardness) and small temperature interval
of crystallization, e.g., Al–Mn, Al–Mg–Si. The Stepanov
method is more effective for these alloys in comparison
with DT and especially with conventional continuous cast
alloys. Thus SM may be used to produce articles (e.g.,
150-mm-diameter tubes and ribbons) of Al–Mn alloy with
the thickness of wall up to 0.3 mm. Minimum thickness
of profiles of higher strength alloys (magnalium,
duralumin, Al–Zn– Mg–Cu alloys, and other) for extru-
sion is about 2–3 mm or more.

MULTICHANNEL HOLLOW PROFILES. Such articles
are cylindrical profiles with partitions between tubes (Fig.
16c). Profiles of such types with additional outer ribs or
with internal ribs along the inner tube are used for heat
exchangers. It is impossible or very hard to obtain such
articles, especially of thin walls for small cells with an-
other technique. In some cases, such profiles are fabri-
cated from components; however, this decreases the ther-
mal effectiveness of the articles.

Articles with cross section with triangular framework
(Fig. 16k) with relatively small sizes of cross section about
80–120 mm, and outer contours such as, broken, curves
are profiles of such type. They are used for exhibition
stands and advertisement panels.

LARGE-SIZED SHAPED ARTICLES. Large-sized shaped
articles are likely to be a future growth area for SM. Ar-
ticles with sizes of cross sections greater than those that
can be readily produced by extrusion are of greatest in-
terest, such as articles where the maximum diameter
(Dmax) of extrusion tubes is equal to or less than 400–500
mm for wall thickness (S) of about 5 mm. At the same
time there are the following trends: as Dmax increases,
Smin decreases, hardness increases; as Dmax increases, Smin

decreases.
The Stepanov method permits the production of tubes

of greater diameters with less wall thickness including
alloys of high hardness. Increasing Dmax therewith does
not demand the corresponding increase in Smin.

Circular two-walled tubes with partitions between
them can be formed by extrusion when Dmax is in the
range from 100 to 150 mm for a minimum wall thick-
ness of about 3.0 mm. At the same time SM provides
tubes with 36 partitions for D of about 370 mm. Figure
16c shows these tubes. Please note that there are no prin-
cipal restrictions for increasing D.

An important priority field of SM is producing differ-
ent panels of higher than usual width (B): panels of solid
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Figure 16 Cross-sections of perspective types of articles grown by SM. (From Ref. 48.)
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cross section with ribs (Fig. 16b) and with tubes on solid
framework (Fig. 16j) as well as hollow panels (Fig. 16d,
l). Some regularity is observed when such panels are ob-
tained by extrusion. Bmax can rise with the decrease of the
thickness of panel (h), with the increase of the wall thick-
ness of tubes, with the increase of the step (t) between ribs,
tubes or partitions, with lowering hardness of Al alloy used.
Therefore DT in that case is of limited usefulness.

Such limitations are absent for SM. There are possi-
bilities to obtain panels of more B and h, less t and S, not
to lower the hardness of alloys. Thus the panels of solid
cross section with ribs (Fig. 16b) of moderate hardness
alloys can be obtained by an extrusion with the follow-
ing maximum parameters: B is in the range from 1700 to
1800 mm for h of about 40 mm, t is in the range from 50
to 150 mm, S is about 4 mm. (If S changes from 7 to 8
mm then B can be risen to 2000 mm.) Here we keep in
mind obtaining panels by means of cutting and correct-
ing extrusion tubes.

In the case of SM circular tubes D is more than for
extrusion. Therefore panels also can have more B. Maxi-
mum width of panels with tubes on the solid framework
(Fig. 16j) obtained by extrusion changes from 600 to 800
mm (for about 100–170 mm, S is approximately equal to
2.5–3.0 mm). The Stepanov method enabled to produce
panels of B equal to 1000 mm with 19 tubes. Maximum
width of hollow panels obtained by extrusion (Fig. 16d, l)
is in the range from 600 to 800 mm (for hmax of about 60–
80 mm). The Stepanov method has no principal limita-
tions for the width of hollow panels. At the same time it is
possible to increase h and to decrease t and S. The use of
SM technology for obtaining large-sized aluminum shaped
articles is more economical than DT.

CONVENTIONAL PROFILES WITH CROSS-SEC-
TION GEOMETRIC SIZES UNAVAILABLE TO EX-
TRUSION. Forming metal in solid state during extru-
sion has a limitation on ratios of some sizes of a cross
section of profiles. For example, these limitations take
place for densely ribbed heat exchange tubes of about
60-mm diameter of tube part and of 100-mm diameter
with account for ribs. Tubes of 5–6-mm wall thickness
and more can be obtained by extrusion. Such tubes are
heavy in excess. Such tubes of 2–3-mm thickness wall
and less can be produced by SM only.

SHAPED ARTICLES OF CURVILINEAR LONGITU-
DINAL PROFILE. The Stepanov method has much wider
facilities for producing such articles than the extrusion
method. It opens a prospect to use such profiles in vari-
ous applications. They can be made without closed hol-
lows as with closed hollows. Thus tubes with ribs twisted

around the central axis (Fig. 16h) and nonsymmetrical
blades twisted around a certain axis (Fig. 16i) were ob-
tained as well as panels with zigzag ribs and rectilinear
channel (Fig. 16f).

PROFILES OF SOME HIGHER CHARACTERISTICS.
In some cases profiles obtained by SM have the scatter of
geometric sizes of a cross section and of wall thickness as
well as a sag less than after extrusion. This extends the
possibility of the application of shaped articles.

The Stepanov method is perspective at producing
stores, e.g., circle tubes (against casting and following
extrusion) for a treatment by rolling and dragging up to
given required properties.

OTHER PERSPECTIVE PROFILES.

a. Profiles of Casting Aluminum Alloys of High Quality
Characteristics. Deformation technology cannot produce
the profiles of casting alloys. Obtaining profiles of cast-
ing alloys of high-quality characteristic by conventional
cast is impossible or very expensive and complex. The
Stepanov method enables to obtain profiles of casting
alloys with high characteristics. The possibility of using
SM for: Al–Si system of high resistance to wear is also
shown. The Stepanov method can be used also for Al–
Cu system. Some of these alloys have high refractory (to
450°C) and can be used for plungers of internal-combus-
tion engine as well as for cylinders of airplane engines.

b. Composition Profiles. Research has shown that the
outlook for aluminum profiles may be reinforced during
crystallization by SM. Wire, fibers, heater, or design fea-
tures as reinforcements may be used to obtain shaped
articles of high strength or required electrical properties.
Thus SM possesses its own field of applications among
perspective types of articles (based on shape, composi-
tion, and properties) among alternative technologies.

Application of Shaped Articles*

A wide assortment of thin-walled light profiles from mini-
ature to large-sized designs, of very complex cross sec-
tions of heat exchangers and other equipment for use in
the energy industry may be manufactured by SM.

NONTRADITIONAL POLLUTION-FREE POWER PLANT.

a. Solar Power. Solar power plants offer potential sav-
ings in conventional fuel, low thermal pollution, and

* This section was written with the help of O.B.Ioffe.
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reduced impact on the environment. A number of de-
vices, obtained by SM, have been used for the construc-
tion of water heater, air heater, combined water-air heat-
ers; adsorber, condensers, and evaporators for a solar re-
frigerator; agricultural drying-plants, solar energy con-
centrators of paraboloid type; parts used for heaters of
communal-general service and for protection from ex-
cess solar radiation of “solar houses.” Other devices that
have been manufactured by SM include solar heat ex-
changers for transportation of viscous materials, low tem-
perature heat tubes for cooling of GaAs photoelectric
converter plant with concentrators of solar energy, and
heat exchangers for increasing the efficiency of Si solar
cells.

The Stepanov method facilitates the manufacture of
desired articles without further fabrication. These include
such complex designs as panel tubes, combined air-wa-
ter heaters with longitudinally bent (zigzag) ribs
(turbulators); warm feeder heat exchangers in the form
of circular tube with several ribs; low temperature flat
multichannel heat tubes with dense outer ribbing. Many
of these profiles cannot be obtained by any other method.

b. Wind Power Technology. The Stepanov method can
be used to produce aluminum blades of optimum aero-
dynamics as rectilinear along longitudinal direction or
they may be twisted. Such articles can create the base for
manufacturing effective wind motors of various power
and their supporting structures.

Fans of Aggregates of Air Cooling
and Graduators; Jalousie

Recent trends are directed toward the conversion of wa-
ter-cooling by various gas and liquid materials with waste
water disposal by highly effective aggregates of air cool-
ing. Cooling of gas and liquid in a heat exchanger is per-
formed by using blowers and ventilators. The thermal
efficiency of such air coolers depends on the aero-dy-
namic perfection of the blades of a fan. The Stepanov
method can be used to produce hollow, thin-walled, wing-
shaped blades with inner partitions of programmed vari-
able angle of twisting along the longitudinal axis accord-
ing to optimum aerodynamic flow. Hollow jalousie shut-
ters of ideal aerodynamic shape are produced by SM as
well. They guarantee close shutting off of the air cooler
as it is very important if there is a need to heat gas not to
cool it. Hollow profiles can change the direction of flow
motion in air cooler. The Stepanov method is used to
manufacture blade wheels to graduators for ventilators,
which are used to control circulating water supply.

Flat-Tubular Heat Exchange Profiles
and Lamellar-Ribbed Heat Exchangers

Heat exchangers that are based on thin-walled flattubular
profiles (panels) with inner longitudinal partitions (ribs)
for increasing heat transfer and creating turbulence on
the outer surface of the heat exchanger covered with the
transversal widespread ribbing may also be manufactured
by the SM [40]. There are three possible methods of
manufacture: planning of a thin layer of the outer sur-
face, building up of the transverse outer ribbing from
aluminum corrugated foil, or using a transverse knurl.

Such complex profiles, obtained by SM, are used for
assembling compact light heat exchangers for removal
of heat from heat-liberating members to the surround-
ing, to supply heat to members of a design or to heat
transfer agents. There are a number of important appli-
cations of such flat-tubular heat exchangers: heat ex-
change equipment for thermal siphon cooling of semi-
conductor sets (evaporators, condensers), thyristors for
all kinds of transport; engine radiators, heater of taxis,
and automotive air conditioners, coolers for gas and oil
compressors, general-purpose and gaspumping plants;
coolers and heaters of heat transfer fluids used in the
metallurgical, chemical, and food industry; and water
coolers and steam condensers used in power plants.

Lamellar-ribbed heat exchangers (LRHE) manufac-
tured by the SM have excellent characteristics, which
make them superior to widely used tubular-ribbed heat
exchangers, including the following compactness, which
is about 100–200 m2 of the total surface of a heat ex-
change per 1 m3 volume of the exchanger; specific weight
is changed from 500 to 800 kg/m3; thermal effectiveness
is in the range from 400 to 700 kW m-2 K-1; provide ex-
cellent safety, and only minimal soldering is used (more
like hermetic sealing).

Round-Tube Exchangers

The Stepanov method can be used to manufacture round-
tube exchangers with tubes of outer, inner, or two-sided
longitudinal ribbing. In some cases outer ribbing is trans-
verse. It is possible also to produce bimetallic exchangers,
with inner part of stainless steel, for example. Longitudi-
nal ribs can be made with turbulizing members to inten-
sify heat and mass exchange and to trap products nor-
mally discharged to the atmosphere. Although most ap-
plications of round-tube exchangers are the same as for
plane-tube exchangers, it is possible to obtain clusters of
longitudinally ribbed tubes. Such clusters are jointed by
thin films for use as gas separator heat exchangers.
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Cooling and Freezing Equipment

It was shown that aluminum profiles of high heat ex-
change capacity could be obtained by SM including
evaporators, condensers, and other members of coolers
and freezers that exhibit superior gas and vapor com-
pression, heat utilization, and thermoelectric properties.
Reduction of natural gas from 8–9 to 0.2–0.3 at. for cool-
ing is an important development. (It is also possible to
generate heat.) In large volume cooling chambers (up to
600–800 m), bracket and ceiling heat exchangers with
hollow panels with inner partitions are used, which may
be manufactured by SM.

The Stepanov method is also used for the manufac-
ture of equipment used in ice making such as the cylin-
drical round double-walled profiles with diameters of
100–500 mm of an ice generator. Ammonia, freon, or
other refrigerant is among walls of tubes and partitions
of these generators where ice grows on the inner and outer
surface of the ice generator and is cut with a special knife.
Similar multichannel ice generators can be used for the
purification of wastewater by successive freezing and
melting sediments. Precipitate colloids are destroyed dur-
ing freezing.

Flexible Heating Unit

The Stepanov method is used to produce flexible heater
units with wire conductors (e.g., nichrome) within high
temperature electric insulator covered by aluminum shell.
Such compact units may be of any length, sizes, and cross-
sectional shape. They may have different numbers of con-
ductor wires and the outer surface may have longitudinal
or transverse ribbing. Such flexible heating units are highly
effective for heating petroleum in pipelines and chemical
equipment and in boilers. They can be used successfully as
air heaters (thermal ventilator) and gas heaters.

Autonomous, Electric Heat and Cold Sources

Autonomous motion power plants require effective en-
gine heat removal. The Stepanov method is used for pro-
files for compact heat exchangers having, for example,
flat-tube panels with internal partitions.

Heat and Ventilator Systems

Ventilator systems are more efficient when recycling heat
removed from the room as it may save about 50% of the
heating energy. Such economy is especially important for
cold climatic areas. Similarly, for coolers, heat recupera-
tors may also provide for more economic heating. Many

industrial ventilator systems are based on axis and cen-
trifugal fans of various designs in conjunction with recu-
perative heat exchangers to facilitate heating and cool-
ing. They also have air heaters and air coolers with the
surface of effective heat exchange and possibly heat con-
ditioners. All the heat exchange equipment described can
be produced by means of SM. The heat exchanger, ob-
tained by SM, can have a number of important prefer-
ences: (a) higher effectiveness and compactness or smaller
clearance and mass; (b) higher vibration-stability and
safety; (c) lighter, simpler, and more compact construc-
tion and more heat exchanger design options.

Decorative Design and Other Purposes

A wide assortment of shaped articles, obtained by SM,
can be used for the fabrication of articles of construc-
tional, decorative, and other functions including hollow
panels with partitions for heaters of buildings; hollow
panels, trusses, and other designs for advertising screens;
various frameworks, cases, guides; sail boat masts; “green
house” construction; sport inventory; carriers for avia-
tion, ship building, space, and others; for railroad trucks
as facing wall panels with air-distributing channels and
ducts of electric wiring. Perspective articles can be made
as combinations of aluminum profiles and units of an-
other material.

Large-diameter fan blades with force beam (axis) made
of aluminum and aerodynamic fiberglass covers are an
example of a “complex unit” that is light, strong, and
inexpensive.

B. Shaped Polycrystalline Articles
Obtaining with Melt Protection

Dense, oxide film on an aluminum (or aluminum alloy)
melt surface permits pull-up of shaped articles by sets
using open mirror of a melt without any of its protection.
Advantages of such sets are described in Section VIII.A.1.
Specific protection of a melt is required for use with sets
for growing articles of some metals including magnesium
and its alloys of moderate melting temperature (600–
650°C), and Cu-based alloy (bronze, brass) of melting
temperature in the range from 800°C to 1200°C.

1. Magnesium and Its Alloy Article

Processing Requirements

As opposed to aluminum, liquid magnesium and its al-
loys are readily combustible in air. Because the magne-
sium oxide film is friable and does not protect the metal
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from further oxygen penetration. Magnesium film also
exhibits low heat conductivity leading to overheating
under the film and subsequently fire [17]. In experiments
of pulling profiles of different Mg-based alloys without
any protection of the melt mirror, fire was observed in
the shaping orifice after pulling 10–40 cm of the article
[17], and it was necessary to stop the process. Least flam-
mability was observed during crystallizing of thin-walled
articles (their wall thickness was about 1 mm). Attempts
to alleviate this problem by an inflow of argon or by
sulfur had no effect.

Precautions had been taken for fire suppression. Op-
erational parameters of crystallizing were kept constant.
The melt mirror was cleaned with great care from oxide
film before pulling and was covered by flux. Seeding was
performed quickly. The article was pulled flux-shielded
for small height of the liquid-solid interface and airflow
was kept from the interface [17, 63].

Regimes of processing Mg-based alloy are similar to
the ones for Al-based alloys because these metals have a
slight difference in such physical characteristics as the
capillary constant, density, melting point, viscosity. The
specific heat capacity of magnesium is two times lower
than for aluminum, which permits the growth of magne-
sium-based alloy articles with greater productivity than
for aluminum alloys. Pulling rate dependencies of profile
thickness for Al and Mg–Al–Zn–Mn alloy are shown in
Fig. 17, where it is seen that for the same wall thickness,
the Mg-based alloy v is significantly higher [64].

Components and Impurities in Mg-Based Alloys

Chemical and spectrum analyses of the alloy and pulled
articles were performed. The central and peripheral parts
of circular rod cross sections as well as raw alloys were
analyzed for content of Ni, Si, Mn, Cu, Al, and Fe. The
following impurities are contained in rods of Mg-based
alloys [63, 64]: 0.0002–0.001% Ni, 0.001–0.011% Si,
0.003–0.016% Mn, 0.0003–0.01% Cu, 0.0001–0.012%
Al, 0.001–0.046% Fe, 0.001–0.002% Ti, and 0.001–
0.009% Cl-. Impurities of Fe can decrease the corrosion
resistance of Mg-based alloys. Separate samples had
higher content of Fe in comparison with charging cruci-
ble. This may be explained by the use of cast-iron shap-
ers. For Mg–Mn alloys, the Fe content in samples is sig-
nificantly lower than for charging, which can be related
to binding of Fe into aFe-Mn solid solution. Complete
solution of Mn in Mg has a long time lag.

The content of Si, Cu, and Fe in peripheral parts of a
cross section of samples is usually greater than in the
center. Thus Cu in the central part of samples ranged

from 0.0004% to 0.006%, while in the peripheral part it
was about 0.0 1%, which can be explained by the high
volatility of Mg and enrichment of the sample surface by
nonvolatile components.

It is shown that the content of Fe, Si, and Cu usually
increases from the beginning to the end of the sample.
The increase of Fe to the end of samples is 0.001–0.002%
for its content in the beginning of the sample ranged from
0.001 to 0.008%, the increase of Cu is 0.0001–0.0013%
for its content in the beginning part of the sample ranged
from 0.0004% to 0.0029%, the increase of Si is 0.001
% for its content in the beginning part of the sample
ranged from 0.001% to 0.005%.

Estimations in Section VI and tests of aluminum arti-
cles showed that for usual pulling rates of polycrystalline
aluminum articles by SM there was no practical force
back. Therefore the above distribution of components of
alloy and impurities along the length of magnesium-based
alloy profiles is probably due to highly volatile Mg. This
must be accounted for in the process design.

Structure and Mechanical Properties

The structure of various Mg-based alloy profiles was stud-
ied [17, 18, 63, 64]. Most of these studies involved
binary systems. Binary alloys were studied over wide

Figure 17 Thickness of a wall � of Al (1) and Mg–Al–Zn-
Mn alloy (2) profiles against the pulling rate v. (From
Ref. 64.)

Copyright © 2004 by Marcel Dekker, Inc.



Nikanorov and Peller328

range of composition. Profiles of some multicomponent
alloys of industrial application were also investigated.

Their phase diagrams exhibit a eutectic point for tem-
peratures much lower than their melting points. There
are areas of Mg solid solution for extended temperature
interval. These analyses were based on phase diagrams
with regard to the processing regime for the articles of
interest. Processing is influenced by chemical interaction
between components of alloys, particularly by the inter-
action of components of the alloy with magnesium.

The microstructure of Mg–Al system was investigated
in the range from 1% to 35% Al [18, 63]. Polycrystalline
Mg had coarse 1-mm grains. These grains consist of cells
and are drawn along the pulling direction. The structure
of solid solution of Al in Mg profiles exhibits no differ-
ences from that of pure Mg. Starting from 2.9% Al, iso-
lated intermetallic Mg17Al12 inclusions are observed in
the alloy. They are drawn in the form of chains along the
pulling direction. In the structure of Mg-5.2% Al alloy
article grains of d-solid solution of Al in Mg and
intermetallic nets of Mg17Al12 eutectic at grain bounda-
ries are observed. Increasing the Al content beyond 6%
leads to an increase in the quantity of Mg17Al12 phase
crystals and, consequently, the density of chains. Inclu-
sions become dendritic as is seen particularly for Mg-8%
Al alloy in Fig. 18a [63]. The orientation of inclusions of
Mg17Al12 disappears after 12% Al. The structure of alloy
is created by uniform arrangement of dendrites. The struc-
ture of the alloy as it approaches a eutectic composition
is characterized by eutectic colonies drawn along crystal-
lization direction (Fig. 18b).

The microstructure of Mg–Zn alloys is similar to the
Mg–Al system. Similar microstructures are observed for
alloys of Mg–Nb and Mg–Y systems despite higher eu-
tectic transformation temperatures.

The phase diagram of the Mg–Mn system exhibits a
small crystallization interval with no eutectic transfor-
mation. There are no chains of intermetallic compound
and no dendrites (Fig. 18c for Mg-1.5% Mn alloy) [18].
Mg–Zr alloys have fine grains due to the modifying ef-
fect of Zr. The same structure is in multicomponent Mg–
Zr–Y–Zn–Cd alloy (Fig. 18d).

It is found that the influence of regime of processing
on a structure of shaped articles is small for alloys with-
out eutectic transformation and with a small area of
magnesium solid solution (Mg–Mn, Mg–Zr alloys). Con-
versely, the structure of alloys with eutectic transforma-
tion (Mg–Al, Mg–Zn) exhibits high sensitivity to process-
ing parameters (high pulling rate gives fine structure).

Mg-based alloys have a number of valuable proper-
ties. They have low density and high specific strength.

They have high resistance to shock impact loading. Mg-
based alloys have very high damping and high heat ab-
sorption. Their thermal conductivity is higher than for
most construction materials. These advantages enable the
use of magnesium-based alloys for all fields of machine
building. The mechanical properties of some magnesium-
based alloy shaped samples, obtained by SM, as a func-
tion of their geometry and chemical composition are
shown in Table 7 [18, 63].

The strength for magnesium samples, obtained by SM,
is the same as for conventional casting. But specific elon-
gation � for SM is much higher than for casting. The
strength of Mg-based alloys increases with increasing con-
tent of Al. Only for Mg-20% Al alloy is the strength a
little bit lower. Increasing content of Al decreases � con-
siderably. The alloy of the composition approaching the
eutectic was so brittle that it was impossible to make test
samples.

For circular rod samples, a maximum strength was
obtained for 9–12% Al. This Al content approaches the
maximum solubility of Al in solid Mg.

Maximum �B of alloys for samples produced by SM
was higher than for casting in earth (175–190 MPa),
which can be explained by smaller shrinkage porosity of
article obtained by SM [18].

The structure and mechanical characteristics of pro-
files are determined to a large extent by the phase dia-
gram of the alloy. This relationship was studied for Mg–
Al system that is the basis of many industrial alloys [65].
It was suggested that for real pulling rates, nonequilibrium
crystallization occurs to some extent. In that case, it is
necessary to analyze results on the basis of nonequilibrium
phase diagram and to account for the influence of eutec-
tic network of intermetallic compound Mg17Al12 on al-
loy structure and properties.

Comparison of the structure and mechanical proper-
ties of circular rods of diameters ranging from 8 to 10
mm, obtained by SM and conventional casting (in earth,
in chill mold, under pressure), was performed. Accord-
ing to the nonequilibrium phase diagram for cooling rates
commonly used for SM, eutectic net corresponds to 4.5–
5.0% Al in alloy. This coincides with the results of struc-
ture investigations described above. For pressure-die cast-
ing, the eutectic net forms at about 1% Al, for chill cast-
ing at about 3% Al, for sand casting at an Al content of
more than 5% [66].

Dependencies of �B and � on the composition of Mg–
Al alloy for different methods for obtaining articles are
shown in Fig. 19. It is seen that the most significant break
of the curve of � for SM corresponds to about 5% Al.
This concentration coincides with one for the eutectic
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net. The break of the curve of �B is displaced to about
9% Al. It can be explained by the effect of maximum
solubility of Al in solid Mg, although it is also possible to
consider that critical points of nonequilibrium phase dia-
gram correspond to extreme values of the curves’ “me-
chanical properties composition” [65].

Table 7 shows that Mn exhibits small influence on
the strength characteristics of the alloy but lowers its plas-
ticity. Zn increases the �B and �0.2 of the Mg-based alloy.
The same influence of Nd and Y is observed. The strength
of these alloys, such as Mg–Al alloys in shaped articles
obtained by SM, is somewhat higher than for conven-
tional casting.

It should be noted that the pulling of Mg-4% Zn rod
at a rate of 6 m hr-1 against 4.3 m hr-1 for Mg-0.5% Zn
alloy resulted in some increase in strength and a drastic

increase in � (up to 17.8%). This is probably due to a
change of structure. For this reason, ribbons pulled with
higher rates than for the circular rod have, as a rule, higher
values of �B and �.

The structure and mechanical properties of Mg-based
alloys with eutectic transformation (Mg–Al, Mg–Zn, Mg–
Nd, Mg–Y) are sensitive to processing (increasing v in-
creases strength). For alloys without eutectic transfor-
mation and with the area of magnesium solid solution
spread along the concentration axis of the phase diagram
(Mg–Mn, Mg–Zr), the influence of processing on me-
chanical properties is small [63].

It is seen from Table 7 that there is a correlation be-
tween the yield stress �0.2 and Young’s modulus E. Gradu-
ally increasing Al in the alloy yields a small increase in E
and a significant increase in �0.2. The density of Mg was

Figure 18 Microstructure of magnesium alloys in shaped articles grown by SM. (a) is transverse section; (b), (c), and
(d) are longitudinal sections: (a) for Mg-8, 0% Al, 100×; (b) for Mg-32% Al, 540×; (c) for Mg-1, 5% Mn, 70×; (d)
for Mg–Zr–Y–Zn–Cd, 70×. (From Refs. 18 and 63.)
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measured by the hydrostatic method and was found to
be 1.77 g cm-3, which is higher than reported from refer-
ence sources, which can be explained by the microstruc-
ture of Mg in the samples obtained by SM which con-
tains no pores, hollows, and cracks. Experimental values
of the density of Mg–Al alloys up to Al equal to 12.2%
are also higher than rated values [63].

The mechanical properties of Mg–Zr–Y–Zn–Cd al-
loy (MZY) were investigated [63, 64, 67]. Every compo-
nent of this alloy exhibits a high damping function [67].
Zr assists in the formation of small nucleates of crystalli-
zation and fine grains in the alloy, which is due to the
values of Zr and Mg lattice parameters. Zr improves
mechanical and casting properties and does not increase
hot-shortness. Cd has limitless solubility in Mg, does not
change mechanical properties of the alloy, but improves
its casting properties considerably. Y improves grinding
properties and improves strength.

Pressure treatment significantly reduces the damping
capacity of this multicomponent Mg-based alloy. Decre-
ment-free torsion oscillations for the strain amplitude
3.3·10-4 in the case of shaped casting were 20%; after
pressing with the shrinkage of about 60% decrement was
4–5%. The Stepanov method provided articles of 2 m

Table 7 Mechanical Properties of Shaped Articles of Mg-Based Alloys

Figure 19 The influence of the composition of Mg–Al
alloy obtained of various methods on �B (a) and � (b):
open circle is sand casting, open square is chill casting,
black circle is pressure-die casting, and black triangles
are SM. (From Ref. 65.)
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length as 12-mm-diameter rods or 18×3 mm2 bands.
Mean �0.2 was 35 MPa, �B and � as shown in Table 7.
The damping capacity has record values: the value for
torsion oscillations is 3.5% at shear amplitude 3·10-4 [63,
67]. High damping is explained by microplastic defor-
mation in a large volume because of fine grain in that
alloy [67]. The alloy provides increased margin of safety
design when used in construction by decreasing chatter
and noise, sensitivity to resonance. The alloy provides
average strength and can be argon-arc welded. This al-
loy has high cutting workability and high corrosion re-
sistance. Special processing was developed to grow from
the melt profiles for frame assemblies and housings. [67].

The average scatter of σB for different profiles of this
multicomponent alloy was ±10.9%; for �, ±13%. For
ribbons, �B along the growing direction was 120 MPa, �
was 11.75%, transverse to the direction �B was equal to
11.9 kG/mm2, � was equal to 14.7%. The anisotropy is
small because of fine equiaxial structure [63].

A sensitivity to mechanical properties of shaped arti-
cles with respect to alloy content was observed. Thus
0.4% increase in Zr and 0.15% decrease in Zn resulted
in a significant change of mechanical characteristics
(�B=191 MPa, �0.2=109 MPa, �=8%) [67].

Electrochemical Properties

The electrochemical properties [64, 68–70] of magne-
sium-based alloy profiles are very important because of
their potential for use as corrosion protection of metal
(steel or aluminum) in sea (salt) water, in chemical op-
erations, or for underground constructions. The protec-
tion is based on the shift of corrosion potential from its
stationary value to protective one, which is achieved by
contact with other more electronegative metals called “the
protector” (sacrificial metal) [71]. Materials protectors
must exhibit low anodic polarizability, be stable in time
with a negative potential, and exhibit no changes for dif-
ferent degrees of anodic polarization. They must also
exhibit satisfactory mechanical and use properties. Re-
ducing nonproductive metal waste and increasing pro-
tector life can be provided only by high and stable real
current efficiency Qr measured in A hr/kG:

(17)

where Qt is the theoretical current efficiency, Qw is the
waste current efficiency consumable on self-solution as a
result of working micropores, �� is efficiency.

Protectors derived from Mg-based alloys are used

because they exhibit long and stable current efficiency
Qr. They possess sufficiently high electronegative po-
tential both at stationary conditions and toward anodic
polarization, which provides good protection for vari-
ous metals, and they are potentially useful for seawater
salt contents up to 10% and in soil of low electric con-
ductivity [71]. Standard Mg-based alloys possess low
efficiency, about 30–40%. Therefore specific protector
alloys of 50–60% and some higher efficiency were de-
veloped. Increasing efficiency to 70–80% is very im-
portant and is an ongoing engineering problem. Protec-
tors can be produced by casting or pressing. Mg-based
alloy profiles obtained by SM for use as protectors ex-
hibit a specific structure [18].

The electrochemical characteristics of circular rods of
a number of experimental and multicomponent indus-
trial binary Mg-based alloys with diameters from 10 to
12 mm and 12×12-mm blades obtained by SM from the
melt were investigated. The study of protector properties
was performed in water from the Caspian Sea with a
total salt content of 12.8%. The following electrochemical
characteristics were determined: real current efficiency
Qr, efficiency �, stationary potential �st, and polarization
potential �p. Theoretical current efficiency Qt was calcu-
lated for the given alloy content. Tests were performed
to determine constant current density, 5 A m-2. The test
duration was 7 days. Results of the tests for a number of
alloys are shown in Table 8.

Table 8 shows that electrochemical characteristics
depend on the chemical composition of the alloy. Com-
mercially pure Mg exhibits a low Qr and efficiency �.
This is explained by the high speed of its self-dissolution
[71]. Binary Mg–Al alloys were investigated over a wide
range of Al content [69]. Al has better electrochemical
properties than Mg (Qt=2980 A hr kG-1 as compared with
2200 A hr kG-1 for Mg), which suggests that for a con-
stant efficiency � of Mg–Al alloys, Qr had to increase by
2.6 A hr kG-1 per 1% of Al. However, Qr of Mg–Al alloy
decreases compared with Mg when the content of Al in-
creases. (The same behavior is observed for �.) This is
due to the formation of the intermetallic compound FeAl3.
The intermetallic compound is the effective cathode ow-
ing to more positive electrode potential, -34 V, in seawater,
which results in an increase in self-dissolution of the al-
loy. Increasing Al in the alloy decreases negative potentials
ϕst and ϕp because of the formation of FeAl3 and more
positive electrode potential of Al in comparison with Mg
in seawater [69]. Table 8 also shows that the
electrochemical characteristics of alloys depend not only
on their composition but also on the sample shape. Thus
the efficiency and positive �st and �p for plates are higher
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than for circular rods. Probably smaller grain sizes in
plates result in the decrease of a portion of the self-disso-
lution resulting in a smaller increase in Qr. The Fe con-
tent in the peripheral parts of Mg-based alloy samples
obtained by SM was higher than in the central part due
to the high volatility of Mg [63]. This may be the reason
for a more positive � for plates because of the larger sur-
face of the evaporation of Mg for plates than for rods.
The influence of FeAl3 on electrochemical properties of
plates is stronger than for rods, although the influence of
FeAl3 on the electromechanical characteristics of binary
system MgAl is unsatisfactory in all.

Interesting results were obtained for Mg–Zn alloys
with high solubility of Zn in Mg. Stationary potentials
of Mg and Zn in seawater are -1.40 and -0.82 V, re

spectively, which is a very large difference between them
suggesting that alloying of Mg is meaningless. However,
Zn forms binary compounds with Cu and Ni and ter-
nary intermetallic compounds with Mg. It is known that
impurities of Fe, Ni, Cu in Mg increase the speed of its
self-dissolution and decrease Qr and efficiency [71], which
explains increasing Qr and the efficiency of MgZn alloys
in comparison with Mg (Table 8).

Some reduction of Qr with increasing Zn in Mg to 3.3%
is related to the formation and growth of intermetallic
compounds of the elements with cathode potentials of -
0.64V relative to the solid solution. Consideration of bi-
nary Mg–Mn alloys shows that the difference in �st for
Mg and Mn is equal to -1.18 V, but in seawater it reduces
to -0.44 V [71]. Therefore Mn is the active cathode

Table 8 Electrochemical Characteristics of Mg-Based Alloys

Composition of commercially pure alloys (%): 1) ML5: Mg–(7.5–8.5) Al-(0.5–0.6) Zn-0.2 Mn; 2) MZY: Mg–Zr–Y–Zn–Cd; 3)
ML4 (high purity): Mg-(5–7) Al-(2–3) Zn-(0.15–0.5) Mn; 4) MP1: Mg-(5–7) Al-(2–4) Zn-(0.002–0.5) Mn-0.01 Ti.
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relative to Mg which can induce its intensive selective etch-
ing. Qt of Mg is up to 2.2 times larger than for Mn [71],
and despite alloying by Mn, as seen from Table 8, Qr and
the efficiency of Mg increase. Qr and the efficiency increase
with increasing Mn in charge to 1%. Then for 2% of Mn
there is some decrease. The increase in Qr and the effi-
ciency can be explained by the formation of the solid solu-
tion of Mn in Mg, resulting in a decrease of the solubility
of Fe in Mg [71]. The addition of Mn to Mg leads to the
formation of the α-Fe, Mn solid solution. Harmful action
of the impurities of Fe, which is the reason for the increase
of the Mg self-dissolution rate and the decrease in Qr and
efficiency, is partially neutralized, which is corroborated
by measurements of the Fe content in the crystallized sam-
ples. In Mg-0.5% Mn charge, the Fe content was 0.04%,
after crystallization the Fe content was 0.03%. The con-
tent of Fe was reduced from 0.04% to 0.02% after crys-
tallization of Mg-2.0% Mn alloy. This phenomenon is
confirmed by the difference in Mn content for the charge
and for crystallized sample. The positive influence of Mn
on the decrease of Fe content in the alloy as grown is fin-
ished for 2% of Mn. An excess of Mg induces a
nonuniformity of alloys, the formation of internal stresses,
and the increase of the effect of micropores.

From Table 8 it is seen that Qr and �� of Mg–Ga and
Mg–In alloys are rather high, which is important for a
number of industrial applications. It is especially impor-
tant for Mg-1.0% In alloy, which exhibits a high plastic-
ity [64].

Very high Qr, efficiency, and � of Mg–Zr alloys, in
conjunction with high mechanical characteristics above,
appear to have considerable promise for protector appli-
cations [64].

High electrochemical characteristics are also obtained
for multicomponent industrial alloy samples obtained by
SM. They are usually higher than obtained by conven-
tional casting ML4 (high purity) alloy and special pro-
tection alloy MP1 [64]. The alloys ML5 and MZY ex-
hibit record high electrochemical potentials for sufficiently
high efficiency.

Stepwise thermal treatment in the liquid and solid state
exhibits a very positive influence on the efficiency. Sharp
efficiency increases were observed for all thermal treated
alloys (Mg–Mn, Mg–Zr, ML5). The decrease of � after
thermal treatment was small except for the Mg-0.1% Zr
alloy [64].

The structure-specific increase of electrochemical char-
acteristics of all considered alloys can be connected with
the combined effect of a number of factors: chemical com-
position and impurities for articles obtained by SM [64].
It is necessary to note especially fine structure for Mg–Zr

system including MZY alloy and decreasing or eliminat-
ing grain boundary reduction for electrochemical char-
acteristics by a self-dissolution Mg [64]. It is possible to
consider that shaped articles obtained by SM from Mg-
based alloys may be useful as protective coatings.

Finally, it is necessary to note that mechanical, physi-
cal, and electrochemical characteristics of shaped arti-
cles facilitate their use in engineering applications such
as light constructions, dampers, and protectors.

2. Copper-Based Alloys

Cu and Cu-based alloy shaped articles are used because
of their high electric and thermal conductivity, high cor-
rosion resistivity, and other properties [7, 8, 10, 12, 72].
For example, brass radiators and condenser tubes, bronze
bushes, and gears can be applied for machine building or
as copper circuit, and anodes or brass and other alloys
can be used for cryogen engineering [7].

Shaped Cu-based articles can be grown by means of
SM with vacuum sets without forced cooling. The pull-
ing rate will not be small owing to high heat conductivity
and radiation heat removal. However, the technique for
obtaining the articles by means of sets with open mirror
of the melt permitting to grow long and large cross-sec-
tion articles for high pulling rate has been developed [8,
10, 12, 72].

The physical properties of Cu and selected alloys are
compared with alloys of Al and Mg in Table 9 along
with properties of Fe. The higher melting point of Cu-
based alloys than for Al and Mg required an improved
smelting furnace for the sets used earlier for growing Al-
and Mg-based articles. Melting Cu-based alloys in graph-
ite-chamotte crucible was performed using a high-fre-
quency inductor, although a resistance furnace using a
special alloy heater could be used as well.

Other properties of Cu and its alloys (high heat con-
ductivity, low latent crystallization temperature, high
capillary constant) are favorable for using sets with the
open melt mirror. It was necessary only to choose the
material for a shaper. Different steels, graphite materi-
als, corundum, and silicon carbide were tested in addi-
tion to carbon, chromium-nickel, and chromium steels
containing up to 13% Cr and special steels used for
extrusion dissolved in copper melt. High-chromium steel
(Cr contents of 23–27%) was stable. Graphite shapers
did not react with the melt but burned out rapidly, and
they could be used only for inert atmosphere. With an
air atmosphere, a shaper with graphite-chamotte floats
provided an extended working time. Corundum was
stable in the melt but was very sensitive to drastic
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changes of temperature. Shapers of SiC were stable in
the melt and insensitive to drastic changes in tempera-
ture, but they were difficult to machine and could not
be used for profiles of complex geometry [12].

Rods of diameters ranging from 2 to 8 mm were ob-
tained from copper, aluminum bronze (Cu-10% Al-4.4%
Fe-3.3% Ni), stannous bronze (Cu-6% Sn-0.6% Al-0.7%
Ni-0.4% Mn), stannous brass (Cu-39% Zn-1.0% Sn),
and siliceous brass (Cu-14% Zn-3.6% Si). The overheat
of the melt was changed from 40 °C to 120°C; the pull-
ing rate was from 4 to 28 m hr-1 [12]. Seeds were made of
steel or sheet iron.

Experiments were also performed for pulling
aluminum bronze with 3-mm-diameter rods without air
cooling. In that case the shaper was water cooled. The
pulling rate was changed from 1.5 to 2.5 m hr-1 depend-
ing on the melt temperature. It was critically important
that the copper be protected from oxidation [12].

Rods pulled from the cooper melt without any pro-
tection exhibited a strongly oxidized rough surface. At-
tempts at using a cover of commercially pure nitrogen
were unsuccessful. Good results were obtained by the
introduction of copper phosphide into the melt. Pulling
from the melt covered with liquid oxidation of phospho-
rus provided a better surface. Mechanical properties of
the cooper rods were excellent (�B=180 MPa, �=40%).

Oxide film (mainly of aluminum oxide) is created on
the surface of aluminum bronze in processing. This film
protects the alloy but the film is rough and stiff leading
to poor surface quality with deep longitudinal marks (to
0.3 mm) on the surface. Surface quality is somewhat bet-
ter by increasing v, lowering the shaper a little deeper
into the melt, and by vibrationally separating the oxide

film. Before separating the oxide film, the rod is pulled
out from the film as “from a stocking.”

The surface of the article was good when the profile
was pulled under a reducing atmosphere (nitrogen or
argon transmitted through incandescent coil) [72]. Drawn
samples exhibited coarse grain columnar microstructure.
The length of the grains was up to 300 mm, the width
was 15–30 mm for overheating at 20–25°C, and the cool-
ing rate was about 5–10 K sec-1. When overheated and
the rate of cooling is increased, the grains become smaller,
many exhibiting a needle shape, and the rectilinearity of
grain boundaries is fractured. For both low (4–5 K sec-1)
and high (55–60 K sec-1) cooling rates, the microstruc-
ture exhibits a complex character: there are dendrites and
almost equiaxial micrograins. The microstructure became
finer with increasing cooling rate. �B was equal to 540
MPa, � was 15% [72]. Note that the aluminum bronze
profiles were obtained in the form of 4–14 -mm-diam-
eter rods and in the form of ribbons. The ribbon had a
width from 30 to 80 mm, the thickness ranged from 0.3
to 2 mm. Tubes of 10–25-mm diameter and 0.5–2-mm
wall thickness were obtained also [72].

In the case of stannous bronze the oxide film was thin-
ner and more friable than for aluminum bronze, but sur-
face marks were less deep owing to less stiff oxide film.
For stannous bronze rods �B was 320 MPa and � was
28% [12].

Pulling stannous and siliceous brass articles was pos-
sible only for small (to 50°C) overheating melt because
of the high volatility of Zn. Despite the thick oxide film,
the pulling was not complex. Probably the melt surface
in the profiling orifice of the shaper had no time for strong
oxidation for rather high pulling rate (15–28 m hr-1) of

Table 9 Physical Properties of Some Metals and Cu-Based Alloys
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the brass rods. The surface of brass rods was better than
for bronze rods, but protecting is advisable not only for
improving the article surface but also for preventing zinc
burnout.

At equivalent pulling rates, processing productivity
for the Cu-based alloy profiles is greater than for Al-based
alloy because of the three times larger density. Also, the
higher heat conductivity and lower crystallization heat
permit growth of Cu-based alloy profiles at a higher rate.
The difference in weight productivity in that case will be
greater relative to Al-based alloys.

IX. METAL ARTICLES GROWN WITH
HERMETIC (VACUUM) SETS

The interaction of the melt of refractory metals and al-
loys with air atmosphere is very intensive for alloys based
on iron, nickel, cobalt, and other metals. In these cases,
vacuum sets are required especially when singlecrystal
articles are the objective.

A. Polycrystalline Articles of Fe-Based
Alloys

Fe-based alloys are used extensively in engineering [7,
15]. But many of them cannot be machined. Therefore
obtaining articles of a given shape from the melt directly
by SM is very desirable. The experience for growing arti-
cles of Fe-based alloys can be applied to cobalt and nickel
because many properties of these metals are similar to
iron. Samples of widespread brittle iron carbide alloys
with high content of carbon (Fe-3.4% C-2.34% Mo-
1.93% Si-0.19% P-0.07% V-0.06% Ti) were pulled with
a vacuum set of inductor, heating at a frequency of 5.3
MHz in vacuum 10-4 mm Hg [15]. The rod coupling with
the melt column pulled was an integral part of the shaper-
crucible system shaping the sample. The shaping rod was
made from boron carbonitride or other materials wetted
and nonwetted by the melt. Tubes with a diameter from
6 to 12 mm and wall thickness ranging from 0.2 to 2 mm
were grown with such shaping system and 3-mm-diam-
eter rods were also grown. In the case of coupling of
shaping rod edge by the melt column, the diameter of the
rod pulled or the internal diameter of the tube pulled
was less than the diameter of the central shaping rod.
When the melt wet the shaping rod the internal diameter
of the tube pulled was larger than the diameter of the
central shaping rod; the pulling rate was changed from 1
to 10 mm min-1. Forced cooling was not used. Changing
of the pulling rate and power of heater as well as of mu-

tual arrangement of the inductor heater and the crucible
influences the diameter and wall thickness of the tube.

The chemical composition of shaped articles was con-
stant along the length. In some cases a small change in
molybdenum impurity was observed, which was due to
the solution of the molybdenum seed. The surface of the
rods and tubes was perfect with structure and properties
depending on the pulling rate. The structure and proper-
ties of tubes for v equal to 1.5 mm min-1 were the same as
for gray iron with the Vickers’ hardness equal to 196.
Increasing v did not whiten iron completely but increased
the hardness because the metal component was quenched.
At v=3 mm min-1, the hardness was 480 with a martensitic
microstructure with coarse inclusions of cementite. At
v=10 mm min-1 the hardness was equal to 640 with a
dendritic structure with an increased cementite content
[15].

X-ray measurements revealed axial structure for all
samples. The pulling direction was . This can be used for
regulating some properties, such as magnetic properties,
during processing.

B. Single Crystals of Shape Memory Effect
Cu-Based Alloys

The shape memory effect or spontaneous recovery of a
shape is observed for different materials with
thermomartensite transition [73–75]. A typical example
of the shape memory effect is recovery of the original
shape of a deformed metal article under heating when
martensite crystals disappear. But the effect can occur
with isothermal cooling also [73]. The reversible shape
memory effect reveals itself in direct shape dependence
on temperature as if the article shape follows the course
of the temperature. For some conditions, thermoelastic
unstable equilibrium is achieved between the parent phase
and martensite variants. This results in superelasticity
when the loaded sample strain, which is essentially plas-
tic deformation, disappears entirely after unloading [75].
The superelasticity is the basis of the reverse memory
effect.

A number of shape memory effect materials are com-
ing into use in different applications including space, aero-
nautics, and machine engineering (thermoreactive ele-
ments and drives, coupling constructions, bellows, force
elements, and others); electrical and radio engineering
(contact breakers, starters, quasi-elastic antennas, and
others); systems of automatization and robot engineer-
ing (transducers, drives); medical engineering (trauma-
tology and surgery-distracter for automatic traction of
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bones and scoliosis treatment, apparatus for fracture treat-
ment, vasodilators; stomatology).

Currently, only polycrystalline TiNi applications have
been developed, but the range of thermoelastic transi-
tions and some characteristics of that material do not
meet demands of a number of applications. Improving
some characteristics of the shape memory effect and
changing the range of thermoelastic transition can be
accomplished with single-crystal Cu-based alloys. Ter-
nary compounds Cu–Al–Ni and Cu–Zn–Al exhibit the
best characteristics. Cu–Al–Ni alloys are more preferable,
especially as single crystals. Cu–Al–Ni crystals grow more
homogenous because the volatility of Ni is less than Zn.

1. Obtaining Shaped Single Crystals

Shaped single crystal of Cu–Al–Ni alloy was pulled by
set with resistance furnace [7, 76, 77]. The pulling rate
ranged from 2 to 5 mm min-1. Processing was performed
in vacuum (10-3–10-5 mm Hg) or atmosphere of spectro-
pure argon. The temperature was maintained with an
error less than ±0.1 K. The shaper was made from spectro-
pure graphite nonwetted by the melt. The liquid-solid
interface was about 1–2 mm higher than the upper edge
of the shaper.

Single-crystal rods of 2–4-mm diameter and tubes (in-
ternal diameter was 2–6 mm, wall thickness was 1–2 mm),
ribbons (1–2-mm thickness) were grown. Single crystals
exhibited a perfect structure with practically no low-an-
gle boundaries. The dislocation density was 4·103–7·104

cm-2 and rods had no visible defects such as floating. At
the optimum pulling rate banding is absent too. Using an
electric drive, deviations of the diameter of a rod varied
from 0.2 to 0.5 mm. This defect was absent for pneu-
matically driven systems. Pulled ribbons possessed de-
fects in the form of strips parallel to the liquid-solid in-
terface. These striations were drastically decreased with
convective stirring of the melt. Pulled crystals were ori-
ented along directions , , and . Yield stress
of single crystals of  orientation was 5% of those
values for the  orientation. Crystals of  orien-
tation were destroyed under stresses in the area of pure
elastic strains. Therefore  rods are the most promis-
ing. Samples before investigation and use were heat
treated (annealing at high temperature of about 1000°C
and quenching into room temperature water).

2. Properties

To obtain the shape memory effect, it is necessary to in-
duce reactions of martensite transformation by heating

the crystal to a temperature higher than the Ms tempera-
ture and then cooling under mechanical stress to the
temperature lower than Ms. Phase transformation takes
place within in the crystal. High temperature β-phase
transforms into β1-phase of the annealed [74]. In some
conditions, other phases may form. In Cu–Al–Ni crys-
tals, thermoelastic reverse phase transformation β1↔�1

is observed when cooled to temperatures below the Ms

and when heating to a temperature higher than the be-
ginning of the reverse transformation As. Under defor-
mation in isothermal condition at a temperature higher
than the temperature of the end of the reverse transfor-
mation Af, the elastic reversible β1↔β1� transformation
is obtained. The structure of single crystals, their compo-
sition, and heat treatment drastically influence the phase
transformations and the shape memory effect.

Single-crystal samples of Cu-13.0% Al-4.0% Ni al-
loy were tested by cyclically changing temperature
through the martensitic transformation range for two
constant mechanical stresses equal to 12 and 36 MPa
[76]. The maximum temperature dependence of tem-
perature derivative of strain (d ε/dT) for 12-MPa stress
is observed at 435 K. For 36 MPa, the complex charac-
ter of the strain recovery occurs. Two maxima of d ε/dT
dependence on T take place. The first maxima is for
437 K and the second for 443 K. The second maximum
is higher than the first one. The ε dependence on T ex-
hibits a break. Such regularities can be explained by a
martensitic transformation created by two types of
martensitic phases [76].

The influence of the chemical composition of Cu–Al-
4% Ni single crystals on the character of the martensitic
transformation and on the shape memory effect has been
shown [77]. The alloy with 4% Ni and 12.5–14.5% Al
was investigated. Figure 20 (curve 1) shows that concen-
tration dependence of strain e for cooling through the
range of direct martensitic transformation under a stress
of 30 MPa has a maximum equal to 3% at 13.5% Al. At
this strain the type of the martensite is changed. The
maximum corresponds to Ms about 370 K (Ms decreases
with increasing content of Al, straight line 2 of Fig. 20).

The effect of heat treatment regime on martensitic
transformation for Al contents was also shown [77]. Crys-
tal sample of the alloy with 14.0% Al quenched into water
from 1223 K exhibited the following values of the start
and finish temperature of martensitic and austenitic trans-
formation: Ms=250 K, Mf=210 K, As=290 K, Af=340 K.
The transformation temperatures of the alloy with 14.5%
Al after the same heat treatment were reduced by 60–
120 K. Annealing at 673 K after quenching of samples
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with 14% Al increases the temperature of reversible trans-
formation: Ms=360 K, Mf=300 K, As=400 K, Af=470 K,
which is probably related to diffusion separating into lay-
ers [77]. The strain depended on the number of cycles for
cyclic temperature variation through the range of revers-
ible martensitic transformation until some stable value is
obtained. Alloys with low Ms exhibited no effect of mul-
tiple reversible memory. High-temperature martensitic
transformation samples always exhibited a reversible
shape memory effect. Thus the reverse strain was ob-
served for even a small number of cycles under a stress of
10 MPa for the alloy with 13.5% Al (Ms=370 K).

The nature and regularities of various types of
martensitic transformations of Cu–Al–Ni single crystals
were investigated [78, 79]. The shape memory effect
materials deform under cooling at direct transformation
along the direction of the force applied. Plasticity of a
transformation is obtained [73].

The transformation plasticity was studied for 2-mm-
diameter single-crystal rods of Cu-13.4% Al-4.0% Ni
alloy with the following characteristic temperatures:
Ms=355 K, Mf=338 K, As=347 K, Af=373 K at thermal
circling under a load of 15 MPa [79]. The rod was ori-
ented in austenitic state along . Samples were annealed
at 1225 K about 15 min and quenched into water. After
heat treatment they exhibited a β1� martensitic structure.
At 400 K (it is higher than Af), the sample was under
tension under a load equal to 15 MPa and its tempera-
ture was circle changed. The temperature change rate for

cooling and heating was 5 K min-1. In the first nine cy-
cles, for direct martensitic transformation with cooling,
the alloy dilated and upon heating its shape is recovered
totally. The typical changing of the strain as a function
of temperature for the first circle is shown in Fig. 21a.
Accumulation of a strain at cooling was smooth and
monotonic. The recovery of the strain at heating had an
analogous character; temperature hysteresis was 15–20
K. It is characteristic for 	1–	1� transformation. The tem-
perature dependence of ε for 2–9 circles was similar to
that for the first circle. The strain for the first circle was
6.0%, for the ninth one it was 6.4%. It is seen from Fig.
21b that the sharp change in the direction of deforma-
tion before the completion of the martensitic transfor-
mation takes place after the 10th circle, and the partial
recovery of an accumulated strain or in other words the
shape memory effect occurs (curve 1). The value of the
recovery strain is 1.1%. Deformation during subsequent
cooling is absent. Heating under mechanical stress is ac-
companied by a two-stage restoring shape (curve 2) and
is completed by total recovery of the deformation. Tem-
perature hysteresis for the first stage of the martensitic
transformation is 20 K, for the second one it is 40 K.

Optical structural investigations showed that after
cyclic changing temperature under stress not only
thermoelastic but explosive martensitic transformation
can be observed [79]. Before 350 K the surface of the
single crystal did not change. But at 352 K two morpho-
logical types of martensitic relief were exhibited: needle-
shapes in the form of thin straight lines and zigzag type.
At 370 K at boundaries of two morphological modifica-
tions the lamellar relief in the form of dark strips ap-
peared. The strips expanded gradually with increasing
temperature (thermoelastic martensitic transformation)
and about 380-K explosive change provided the final sizes.
Two types of the martensite (	1� and �1�) were revealed
in the alloy. It is known that the needle-shaped relief is
connected with the 	1� martensite, the lamellar relief with
�1� martensite. It is possible to suggest that �1� martensite
had explosive kinetics during creation because of diffu-
sion stratification and decomposition of the solid solu-
tion during multiple thermal cycling under a stress.

The reason for the various behavior of Cu–Al–Ni sin-
gle crystal at cooling is different channels of reversible
shape changes. The spectrum of motion forces can con-
tribute in accumulating and recovery of st351rain by in-
ducing shape changes in one range and breaking in oth-
ers. Material reaction is determined by combination of
all microdeformations in the volume [79].

In connection with the complex regularities of the
behavior of Cu–Al–Ni alloy under a load, it is necessary

Figure 20 The effect of the Al content in Cu–Al-4% Ni
single crystal on stain ε accumulated during cooling under
stress 30 MPa through the interval of direct martensitic
transformation (1) and on the temperature of beginning of
direct martensitic transformation Ms (2). (From Ref. 77.)
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for maximum effectiveness to take the following precau-
tions when growing single crystals by SM: (1) choose the
growth regime to obtain single crystals of perfect struc-
ture with minimum possible density of defects; (2) choose
the most favorable chemical composition of the alloy for
a given application; (3) choose the regime and stages of
thermal treatment for the best shape memory effect and
superelasticity; and (4) use the possibility for improv-
ing properties due to dispersion strengthening by
microparticles of oxides or carbides arising during in-
ternal oxidation or carbonization of alloying compo-
nents [80].

The following preferences of Cu–Al–Ni alloys in com-
parison with TiNi are exhibited [81]: higher heat con-
ductivity and electric conductivity; higher stability prop-
erties during working; absence of irreversible plastic de-
formations and arising stresses during circle changing of

temperature; and lower stress of deformation in
martensitic state.

X. SHAPED COMPOSITE ARTICLES WITH
ALUMINUM MATRIX

Aluminum matrix composites are advanced engineer-
ing materials and the SM may be used to obtain directly
from liquid phase both composite materials and shaped
articles of given geometry from composite materials.
Therefore SM provides the possibility to obtain shaped
composite materials directly. This is a new technology
at the interface between crystallization from the melt
and material science. Various investigations of the
growth by SM, structure and properties of the shaped
composite construction with aluminum matrix have

Figure 21 The temperature dependence of strain �% for heat circling under constant load 15 MPa. (a) for the first
circle (b) for the tenth circle. (From Ref. 79.)
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been per-formed. The basics of the process of growing
shaped eutectic compositions and shaped reinforced
articles have been developed.

A. Shaped Eutectic Compositions

The Stepanov method is a direct crystallization method
that permits the growth of eutectics of oriented struc-
tures including fiber, lamellar, or more complex types. In
a eutectic composite, a high-strength component is used
to strengthen a matrix of suitable structure and physico-
chemical properties. The usual problem of compatibility
of different composite materials is avoided. Coupling the
matrix and shaping is nearly ideal. At the same time, there
is the possibility to control phase morphology, phase dis-
persion, and orientation [82]. However, there are some
problems with forming a regular structure of eutectic
composites by direct crystallization. Low rate of crystal
growth and moderate cross-section sizes are among the
most important deficiencies.

The Bridgmen and Czochralski methods can be used
to obtain eutectic single crystals as with single crystals of
any other material. There is increasing interest in ma-
chining articles from ingots; however, defects are created
during the machining process. With the Bridgmen
method, stresses within the growing ingot arise because
of the difference in the heat dilatation of the crystallized
material and the crucible. The Stepanov method does not
possess these disadvantages. Processing by SM is also
more stable than for the Bridgmen and Czochralski meth-
ods [82].

Eutectic compositions of two types were studied: la-
mellar composition of Al–CuAl2 and the composition of
fiber structure of Al–Al3Ni [82–85]. These eutectics were
grown with a set of inductive heating in vacuum about
5·10-5 mm Hg or in argon with 0.008% N2, 0.001% O2,
and 0.01 g m-3 of moisture. A nonwetted crucible and a
shaper were fabricated of high-purity graphite. High-
purity aluminum, copper of 99.99% purity, and carbo-
nyl nickel were used for the charge [83, 84].

Samples of square cross section from 4 to 49 mm2

and 2–3 and 4·5 mm2 rectangular and circle cross sec-
tion with a diameter ranging from 1.5 to 6 mm and rib-
bons of thickness from 1 to 3 mm were grown. A copper
seed was used. At first the sample exhibited a
polycrystalline structure, then owing to concurrent
growth only one grain (from three) remained. The sam-
ple possessed a regular lamellar structure and was used
to make one-grain seed for subsequent growing.

Al–Al2Cu of eutectic temperature of 548°C exhibited
a regular lamellar microstructure for the pulling rate in

the range from 0.55 to 2.5 mm min-1. Its microstructure
was columnar as the pulling rate was about 4.5 mm min-
1 [84]. The spacing between intermetallic plates of 2-mm
thickness was from 2 to 3.7 µm depending on v [83]. It
was shown that the interplate spacing was proportional
to v-1/2. The strength of Al–Al2Cu eutectic was in the range
from 300 to 500 MPa; the strength of aluminum matrix
was about 44 MPa [83]. In the case of one-grain seed of
Al–Al2Cu eutectic the effect of the inheritance of the ori-
entation of microstructure was observed [84, 85]. At the
same time no effect was observed for the eutectic when
the Czochralski method was used. This can be explained
by the difference in temperature gradients: for SM it was
up to 120 K cm-1, for the Czochralski method it was about
15 K cm-1. In the case of high-temperature gradient close
to the melt-crystal interface there was no time for the
diffusion leveling of concentration in the post-crystalli-
zation period [85].

The microstructure of Al–Al3Ni eutectic (the eutectic
temperature is 640°C) changed from fiber to plate-type
for v in the range from 0.55 to 2.5 mm min-1 and higher
[84]. As a rule the samples were one-grain for fiber struc-
ture. The ratio of the length to the diameter of the fiber
was in the range from 103 to 104. The diameter of Al3Ni
fiber was about 0.5 µm. The strength of samples of Al–
Al3Ni eutectic changed from 350 to 420 MPa [83].

B. Longitudinal Reinforced Composites

It is necessary to combine pulling of shaped aluminum
matrix with its reinforcement by strength elements for
obtaining shaped composition articles by SM. Such proc-
ess has to meet a number of demands [82]. The adhesion
of a matrix and reinforcing elements must be high. It can
be performed for good wettability of reinforcing elements
by the melt of a matrix. The original properties of rein-
forcing element must be maintained after pulling through
the melt of a matrix. The matrix must keep its plasticity
in a composite, which requires minimization of the chemi-
cal interaction between them and intermetallic com-
pounds being formed. An added complexity is that a
uniform arrangement or special distribution of reinforce-
ment must be included, which can be achieved only with
specific construction of the set and a shaper. Functions
of the shaper in that case are expanded.

Solution to the problem is possible only for the com-
patibility of material components of the aluminum ma-
trix [82]. The Stepanov method possesses a number of
advantages compared to other methods. For example,
SM is better than deformation methods because long and
large cross-section shaped composite articles under lower
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force acting on components with continuous or
semicontinuous processing are possible. Additional ad-
vantages are provided in the section “Comparison Alter-
native Methods. Perspective Kinds of Articles.”

1. Model Compositions

The general regularities for obtaining shaped reinforced
composite articles were studied with a matrix of differ-
ent aluminum alloys reinforced by individual unit fibers,
plates, or other components of various materials [16, 86–
88]. These regularities could be used thereafter for real
composites of high volume share of reinforcement
achieved to tens of percents [82].

It was shown that stainless steel wire of 300–400-µm
diameter disrupts the regular cellular microstructure of
aluminum matrix and at about 100–120 µm, the cells
increase and extend. By reinforcing by several steel fibers,
the structure of the matrix depends on the arrangement
of the wires. If the distance between fibers is equal to or
less than 500–600 µm, the structure of all interfiber space
is changed; in some places regular cellular structure is
lost. For 700–800 µm and higher interfiber spacings, the
change of the structure is only around every individual
fiber such as unit fibers. That means that there is the
critical ratio of the diameter of steel wire to the distance
between them. If real ratio is higher than the critical one
all microstructure between reinforcing fibers will be dis-
rupted.

If steel wire is exposed to aluminum melt for about 4–
10 sec, then intermetallic compounds are created. Maxi-
mum thickness of such layer ranges from 20 to 25 µm.
For “aluminum-200-µm-diameter quartz fiber” compos-
ite, the microstructure exhibits no change. A cellular-like
structure of shaped aluminum articles is obtained by SM
without any reinforcement [87]. In this work, peculiari-
ties of the modification of matrix substructure are ex-
plained by local change of thermal condition near the
reinforcement. An approximate equation is suggested for
estimating the modification. The main factor of a distur-
bance of heat field near the reinforcement is radial com-
ponents of temperature gradient near the liquid-crystal
interface. They were calculated for various reinforcements
of Al matrix when model composite had been obtained

for the same condition [87]. The ratio of radial tempera-
ture gradient of various materials to that for quartz fiber
in aluminum is shown in Table 10. This ratio explains
the disturbance of the substructure of matrix by differ-
ent reinforcements.

The modification of the substructure of aluminum
matrix by various fibers observed in experiments corre-
sponds to the theoretical effect only qualitatively. It is
necessary to take into account the effect of the Al2O3

oxidation film and the chemical compounds forming at
the reinforcement-matrix boundary [87] and the
wettability of the reinforcement by the melt. In particu-
lar, it is shown [86] that tungsten fiber in model compos-
ite possesses strength equal to the initial condition. It is
possible that the chemical interaction of W with
aluminum melt is small.

During crystallization of composite by SM, the accel-
eration of a nucleation for lower supercooling is due to
the reinforcing fibers which allow an increase in the pull-
ing rate resulting in fine-grained structure and increased
lateral strength [88].

2. Real Fiber Composites

The regularities revealed for model composites led to the
development of commercial composites for construction
applications. B-Al composites have received the most
consideration [7, 82, 89–93]. They combine high spe-
cific strength and high rigidity of fibers with technologi-
cal effectiveness and high construction safety of aluminum
alloys. Boron-aluminum has high resistivity to cyclic load-
ing and creep and to loading at high temperature. Elec-
tric and heat conductivity are also rather high. These prop-
erties and low density are the reason for the wide interest
in that material [90, 94].

The mechanics of fiber composites is determined by
three factors. The first is the relative conserved fiber
strength, which is the ratio of the strength of fiber in
composite to the original strength. The second is the ra-
tio of the shearing strength of the composite to the cohe-
sion strength of the matrix. The third is the relative con-
served plasticity of the matrix. That is, the ratio of the
plasticity of the matrix in the composite to its original
plasticity [94]. The product of these factors can be used

Table 10 Ratio of Radial Temperature Gradient at the Liquid-Solid Interface in Al-Based Composite for Various
Reinforcing Fibers to the Gradient for Quartz Fiber
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as a rate of compatibility of composite components. Bo-
ron fibers have the best compatibility with aluminum
matrix. The product is about 0.7.

Currently, most of the B-Al composites are made us-
ing semifinished products by one of the following meth-
ods: diffusion welding single layers obtained by plasma
spraying Al on B fibers or diffusion welding multilayer
packets of aluminum foils and B fibers specially stacked.
The Stepanov method can provide a number of advan-
tages relative to diffusion techniques: small force acting
on components and obtaining long and large cross-sec-
tion composites and lower cost at continuous or
semicontinuous automated process. However, it is nec-
essary to minimize the interaction of the reinforcement
and the melt of a matrix.

Shaped B-Al fiber composites were produced by SM
with the sets used for obtaining aluminum alloy articles.
Shaping devices had some differences from those used
for pulling aluminum alloy articles. Those devices were
used to shape an article pulled from a melt and to dis-
tribute fibers over the cross section of the article. Also,
the shaping device had to permit different pulling rates.
The set had to supply fibers to the shaping device. The
temperature of a melt is the same as that used for crystal-
lization of metal, but the pulling rate is higher owing to
the smaller weight of an aluminum alloy per the unit cross
section crystallized and the heterogeneity of crystalliza-
tion. For simplification of processing, the reinforcing el-
ements of B fibers group separated of thin Al or Al-based
alloy layer were used against unit fiber. As a rule, the
fibers possessed safety covers of refractory compounds.

3. Matrix Structure

The macro- and microstructure of a matrix of B-Al com-
posite obtained by SM is very sensitive to the matrix com-
position, distribution of fibers, position of reinforcing
zones, and to thermal properties of the shaper [91–93].

The matrix of Al-1% Mn and Al-6% Mg-0.6% Mn
alloys (with microcomponents of Ti and Be) exhibits a
different macrostructure in the reinforcing part and in
the part without reinforcement. The matrix of a part
without reinforcement contains grains drawn in the pull-
ing direction as observed for articles of such alloys. The
length of grain is in centimeters, the thickness is in
millimeters. In the reinforcing zone, grains are smaller
and the transition from directional to equiaxial structure
is observed. The average size of grains of the alloy with
6% Mg is about 0.5 mm. The reason for the change is
lower heat conductivity of B fibers than of the matrix. It
results in the increase of the length of the crystallization

zone and the decrease of the temperature gradient in the
crystallization zone.

The length of the crystallization zone (the crystalliza-
tion interval is 11°C) is 1 mm for the part of 2-mm thick-
ness B-Al-1% Mn ribbon without reinforcement. The
crystallization zone increases to 5–10 mm as a function
of volume share of fibers. For alloy with 6% Mg (the
crystallization interval is 62°C) the length of the crystal-
lization zone in the reinforced part of the ribbon under
the same crystallization condition is a few centimeters. A
significant change in the microstructure occurs near the
fibers. In the case of aluminum (about 99% Al) B fibers
have no influence on the macrostructure of the matrix
up to the area about 0.1-mm radius from the fiber. It can
be explained by the absence of the crystallization inter-
val for Al.

Boron fibers of composite of Al-6% Mg-0.6% Mn
(microcomponents of Ti and Be) matrix are surrounded
by dendrites normal to the fiber surface. The length of
the dendrites is about 0.2 mm. Their sizes are larger near
the fiber. The change in the microstructure is observed
also in the matrix of Al-1% Mn. But the change is less
than 0.1 mm. The change in the matrix microstructure
of both alloys is observed both near the fiber and near
the reinforcing zone. The growth of dendrites (for Al-
1% Mn) normal to the fiber surface can be explained by
nucleation on the reinforcement below the interface. Heat
removal from the dendrite can be both into the melt and
into the fiber. No change in the microstructure of 99%
Al matrix near fibers was observed as for the macrostruc-
ture.

4. Strength

(1) The first major problem for obtaining B-Al fiber com-
posites is conserving the original high strength of boron
fibers (original σB ranges from 2000 to 4000 MPa). The
ratio �c/�o is a measure of the conserved strength. Here
�o is the original strength of fiber, �c is the strength of the
fiber extracted from the composite (after being in the
melt) [94]. The value of the ratio depends on the chemi-
cal interaction of the fiber with the melted matrix and
oxidation of fibers. Boron interacts intensively with
melted aluminum with forming reaction zone consisting
of borides AlB2, AlB12, and Al layer saturated by B [90,
95]. The strength of the fiber will be high if the
intermetallic layer on the fiber is not more than 0.5–1.0
µm. The mechanical properties of the composite become
worse as a result of recrystallization of fibers, an
embrittlement of fibers, and a matrix and lowering fiber
surface quality.
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The effect of the regime of pulling B-Al composite
profile on the strength of various types of B fibers and
semifinished fiber products was investigated [89–92].
Boron fibers were extracted from composite material or
from semifinished products by etching 10% water solu-
tion of KOH (or NaOH) or 70% water solution of HCl.
Tensile strength was measured for many of the fibers [90].

It was known that boron fibers without cover are
weakened not only under acting Al melt but also under
air heat treatment during 1 min and longer for tempera-
ture higher than 500°C because of intensive oxidation. A
thermal stability cover (BC, BN, SiC) was used to pre-
vent the boron fibers and melted Al from oxidation and
helped to conserve their strength. The strength of boron
fibers with BN cover after being exposed to the Al melt
during 1 sec decreased from 3000 to 2400 MPa. Acting
melt on fibers longer than 1 sec resulted in small increas-
ing �B; for 10 sec, �B was equal to 2700 MPa [89]. In that
case, a contact of the group of boron fibers with the melt
during 1 sec induces weakening of fibers by 22–40%. It
was revealed that the reason for the effect is connected
with the hot shock. It is more effective at reinforcing with
packed group of boron fibers divided of thin Al layers.
But it was found that even for optimum temperature of
the melt because of heat shock the conserved strength of
fibers is about 0.7–0.75. The spread of strength after
contact with the melt is higher, the variation coefficient
increases from 9% to 22% [90– 92]. Detailed investiga-
tion results in finding the regime of preliminary heat treat-
ment for improving the conserved strength. It was shown
that there were ranges of conserving the original strength

of fibers (�c=�o for air heat treatment during 10 sec and
shorter), strengthening (�c>�o), and weakening (�c<�o)
of fibers (Fig. 22). Different result of heat treatment is
due to two contrary factors. Weakening is connected with
an oxidation of fibers. Strengthening is explained by the
redistribution or decrease of internal stresses in a fiber.
The strengthening may also be due to plasticizing fibers
by adjoining aluminum matrix. The conserved strength
after heat treatment is determined by these factors. In
most cases heat treatment of reinforcing elements resulted
in decreasing the spread of the conserved strength from
1.5 to 2 times.

Boron fibers with thermal stable cover (B4C and other)
were joined in groups, then packets were made from the
groups (in the kind of bunches or ribbons). Aluminum
film surrounding individual fibers in packets decreases
thermal shock in the time of bringing into the melt. The
air heat treatment in that case is not obligatory. Figure
23 shows the conservation of boron fibers strength (�c/
�o) vs. the stand time in Al-1% Mn melt and on the melt
temperature for the packet of 10 bunches; every bunch
consists of seven individual fibers joined with aluminum
matrix (99% Al) [90, 91]. In Fig. 23 numbering 1–4 de-
notes areas of strengthening (shaded area) and weaken-
ing of fibers as projection on horizontal plane between
axes of temperature and time. Area 1 is characterized by
strengthening of fibers. This strengthening arises in the

Figure 22 Diagram of the strength of boron fibers depending
on the air temperature and the contact time τ for heat
treatment of monolayer B-Al ribbon. (From Ref. 89.)

Figure 23 Conservation strength of fiber (�BC/�0)
depending on the contact time with the melt τ and on the
melt temperature T. (From Refs. 91 and 92.)
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case of relatively slow heating of the bunch. The heat
shock is absent and internal stresses in fibers are low.
Area 2 is characterized by weakening of fibers. It is ex-
plained by disjoining fibers when temperature will be
equal to the melting point of primary aluminum matrix
joined by individual fibers in bunches and by thermal
acting due to the temperature difference between the
melting point of aluminum (99% Al) and Al-1% Mn (the
secondary matrix). Strengthening in area 3 is caused by a
relaxation of internal stresses that arose in area 2 be-
cause of standing at constant temperature in the melt.
Weakening in area 4 for a time of about 2–4 min is con-
nected with destroying ceramic cover of fibers and chemi-
cal interaction of fibers with the melt.

Weakening of packets of boron fibers covered by B4C
can be minimized for optimum regimes of obtaining bo-
ron-aluminum fiber composites by SM. Conservation of
the strength of fibers �c/�o under the melt or air heat
treatment was lower when their original strength was
higher. It is suggested [90] that some surface defects of
boron fibers can be a gutter for internal stresses.

(2) The second important problem of obtaining B-Al
composites by SM is achievement of high adhesion of
boron fibers and aluminum matrix, which determines the
shear strength of the composites. Temperature depend-
encies of shear strength τs of B-Al fiber composite rib-
bons with 0.3–0.4 volume share of fibers and the same
samples without reinforcement were studied [92]. τs was
measured as a ratio of fracture load to shear area. Tem-
perature dependencies of shear strength in the range from
20°C to 350°C are shown in Fig. 24. It is seen that rein-
forcing of aluminum alloys, in particular Al-1% Mn, can
increase the composite longevity for elevated tempera-
ture. Curves 1 and 3 of Fig. 24 show that τs of compos-
ites of Al-1% Mn alloy and Al-6% Mg-0.6% Mn alloy
as well as with microcomponent Ti and Be is much higher
for all investigated temperature range than for compos-
ites of aluminum matrix (99% Al), It is the result of
stronger adhesion of fibers and matrix of Al-based alloys
than with aluminum matrix. No deposition of matrix of
the alloys from fibers is observed for such composites.
This is related to the longer time traversing of reinforce-
ment through the melt of Al-based alloys than boron fibers
through the aluminum melt.

Primary aluminum matrix jointed by boron fibers in
reinforcing packet was rather porous. It was replaced
totally by a secondary matrix of Al-based alloy melt. In
the case of composites of aluminum matrix the time of
contact of boron fibers with aluminum melt should be
small, about 1.4 sec, because the absence of the thermal
stability cover. Primary porous matrix was not exchanged.

Moreover, the wettability of boron fibers by liquid Al-
based alloys is higher than for molten aluminum.

(3) The investigation was also used for developing the
process of obtaining shaped B-Al fiber composites. Boron
fibers without special cover or with thermal stability cov-
ers of B4C, BN, and SiC are arranged in a shaped profile
both over all cross section and certain cross-section pieces
loaded in the time of application. The second arrangement
was called “local reinforcement.” Regimes of pulling for
shaped composite profiles without any degradation of re-
inforcement were developed. Composites of different Al-
based alloy matrix of length up to 2 m and different cross
sections were obtained. It was shown that longer profiles
with complex shape of cross section could be obtained.

Volume content of fibers in reinforced zones achieved
50%. For many cases the original strength of fibers was
conserved and �B of shaped fiber composites was about
800 MPa. It is close to the �B of samples obtained by
liquid-phase methods and approaches to the strength of
composites obtained by solid-phase methods [89, 90, 92].

5. Other Kinds of Longitudinal Reinforcing
Composites

Development of process of obtaining shaped layer me-
tallic composites was performed [82]. For example, bi-
metallic aluminum profiles with an internal steel layer
were pulled from the aluminum melt. It was shown that
a complex shape of the surface of such articles could be
obtained. Both high strength and high corrosion resist-
ance are attained.

Figure 24 The shear stress as a function of test temperature
T: 1—B+B4C in Al-1% Mn matrix; 2—Al-1% Mn alloy;
3—B+B4C in Al-6% Mg-0, 6% Mn with impurity of Ti
and Be; 4—Al-6% Mg-0, 6% Mn with micro impurities
of Ti and Be; 5—B in Al(99%) matrix; 6—Al(99%) matrix.
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The process of obtaining a flexible heat element (FHE)
in aluminum cover was developed. It can be called a “ther-
mal electric composite” article. Flexible heat element uses
Ni–Cr wires in SiO2 insulation covered by aluminum shell.
Tests showed the effectiveness for heating pipelines, e.g.,
for oil pipeline, for fire hazard places as well as for ex-
plosion hazard areas. The operating temperature of FHE
can be about 240–250°C.

XI. CONCLUSION

The method of capillary shaping materials suggested by
Stepanov was the basis of development of sets and con-
tinuous or semicontinuous processes for obtaining shaped
metallic articles from their melts. Different shaping de-
vices facilitate the pulling from the melt various shapes
of cross section of profiles. Shaped articles can be ob-
tained from various metals, alloys, and composite mate-
rials. Structure and properties of such articles were in-
vestigated. Rational application of shaped articles was
revealed and realized for special aims.

Stepanov’s method can find wide industrial applica-
tion especially for obtaining Al-based alloy profiles. Cur-
rently, transition to industrial production from experi-
mental processes is possible. For more success of large-
scale competitive production, it is necessary to increase
the productivity of the processing, which is possible be-
cause of more effective methods of cooling for pulling
articles as well as using pulling group of articles from
one crucible simultaneously.

There are facilities for further improving the mechani-
cal characteristics of shaped profiles by means of heat
treatment, covers, and reinforcement. Automatic regula-
tion and stabilization of processing and using new alloys
can perform improvement of surface quality.

It shows the outlook of production and application
of shaped single crystals with shape memory effect and
of various shaped composite materials both eutectic and
reinforced by fiber composites as well as of dispersion
reinforced articles.

Commercially pure effect of shaped articles can be
realized owing to a number of ways [7]: decreasing net
cost, using an article of most rational shapes by consum-
ers, and using an article of the shape which can be ob-
tained only by SM (e.g., complex shape) and which ena-
bles to create a new effective device or a new effective
design.

The Stepanov method in the future will be used most
of all for obtaining new polycrystalline shaped articles
(or blanks) of various metals and alloys. Vanes of gas

turbine or elements of magnetic of Ni or Co-based re-
fractory alloys can be a good case in point.

Experience with growing and using of Cu–Al–Ni sin-
gle crystals with shape memory effect shows facilities of
SM for obtaining shaped single crystals of other metals
and alloys. Shaped metal single crystals are a simpler sub-
ject of fundamental investigation than polycrystals and have
preferences as compared with single-crystal samples cut
out from ingots because they can be used without me-
chanical treatment. Thus they were used successfully for
investigation of inelastic properties of Al single crystal with
low-angle boundaries [86]. It is more important that they
can be applied as profiled construction materials owing to
higher plasticity and smaller brittleness as well as higher
corrosion resistance than the same material in
polycrystalline state. The possibility of obtaining novel
shaped metal single crystals is based also on wide produc-
tion by SM of shaped single crystals of semiconductors
and dielectrics for electronics and optics.
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I. SCOPE

This chapter describes the technology for producing and
inspecting cast aluminum and iron made by sand cast-
ing processes. This material is presented in three main
sections: (1) sand casting processes, (2) microstructure
and porosity development, and (3) nondestructive in-
spection.

This material is intended for design and process en-
gineers and scientists who desire information about
casting production techniques, process details, and in-
spection technologies. The casting techniques dis-
cussed include green sand, no-bake, and lost foam
processes.

Metal microstructure begins to develop when the
metal starts to solidify. The mode of solidification, phases
formed, and especially the formation of macro- and
microporosity has a significant effect on the properties
of the metal. Microporosity is considered a part of the
metallurgical structure. Attention is given to
microporosity development and detection because
microporosity can significantly degrade the properties.

There is a growing interest in nondestructive inspec-
tion of castings, and the third section describes
nondestructive inspection technology with attention to

its use on cast aluminum and iron. The techniques de-
scribed include liquid penetrants, penetrating radiation,
density measurements, and ultrasonic velocity, reflection,
and attenuation. References are provided for additional
reading.

II. SAND CASTING PROCESSES

The sand casting process involves making a mold, usu-
ally with silica sand, pouring molten metal into the
cavity produced by a pattern, and allowing the metal
to solidify. The result is a raw casting that is finished
by abrasive blasting to remove adhering sand and
ground to remove fins and blend surface contours [1].
In most cases, castings are machined to produce the
surface quality and dimensions needed to mate with
other parts of an assembly. Millions of tons of metal
castings are made each year from aluminum, copper,
nickel, cast iron, carbon and low-alloy steel, and stain-
less steel [2].

Other alloys such as the precious metals, titanium,
and zinc are also cast but not usually in sand molds.
These metals are commonly cast using die casting, per-
manent mold, and ceramic shell (investment casting)
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processes [3]. Wrought metals are also cast and then
rolled, forged, or stamped to achieve the desired shape.
These processes are beyond the scope of this discussion.

III. INTRODUCTION

The sand casting process begins with the production of a
pattern that may be made from wood, plastic, or metal.
The molds often have multiple cavities to produce sev-
eral castings in each mold. If the casting is to contain
internal cavities, a separate sand shape called a core is
made and placed in the mold. In both mold and core
making, sand is compacted against a pattern and the pat-
tern removed and used to make another mold. After
metal has been poured into the mold and allowed to so-
lidify, the mold is broken open, the casting removed, and
the sand processed for reuse.

A basic molding process is illustrated in Fig. 1. The
process starts with the preparation of a pattern. The pat-

tern has core prints that serve to locate one or more cores
that may be placed in the mold. A flask, or metal box, is
used to contain the sand during molding, but may be
stripped off when molding is complete. The flask is often
stripped off when resin bonded sands are used to pro-
duce “flaskless” molds. After mold making, the cores are
set and the mold closed for pouring.

The advantage of the casting process is that intricate
shapes can be produced having near-net dimensions. This
process may simplify production parts historically made
by forging, welding, and riveting. In addition, the me-
chanical properties of castings, such as strength and
toughness, are generally isotropic [4].

The basic steps in producing a sand casting involve:

Making a pattern
Preparing molds and cores
Melting, refining, and pouring the metal
Cleaning
Inspection

Figure 1 Schematic of molding process for green and no-bake sand. (From Ref. 3.)

Copyright © 2004 by Marcel Dekker, Inc.



Quality Aluminum and Iron Sand Castings 351

Pattern making is a specialized form of tool and die
making where the part is replicated as a three-dimen-
sional (3-D) positive copy and slightly enlarged to ac-
commodate linear contraction that occurs after solidifi-
cation while the metal is cooling to room temperature.
Risers or feeders are added at strategic locations to feed
the liquid volumetric shrinkage that occurs as the molten
metal transforms to a solid. Finally, channels or runners
are added to the pattern to direct the molten metal into
the risers and casting cavity. Collectively, these risers and
runners are referred to as rigging.

Coreboxes are constructed as 3-D negative copies of
casting cavities. Sand cores are made in the coreboxes,
and the cores form the internal cavities of castings.

Metal is melted, refined, alloyed as necessary, the
temperature adjusted, and the liquid metal poured into
the mold cavity. Most metals are poured at tempera-
tures of 100° to 200°C (200° to 400°F) above the
liquidus temperature. The liquidus temperature is the
temperature above which the alloy is completely liquid;
values for several nonferrous alloys are presented in
Table 1, and values for several ferrous alloys are pre-
sented in Table 2 [5, 6]. Metal is usually transferred
from the melting furnace to the mold in refractory-lined
ladles.

After pouring, solidification, and some cooling in the
mold, castings are “knocked out,” which involves remov-
ing most of the sand from the interior and exterior sur-
faces. Many castings are heat-treated to enhance certain
properties.

Cleaning involves blasting with an abrasive medium to
remove adhering sand, grinding to remove gate and riser
contacts, and perhaps grinding to remove surface imper-
fections [1]. Castings are then ready for heat treatment,
inspection, packaging, and shipment. Inspection always
involves visual examinations and may also involve dimen-
sional analyses, hardness measurements, nondestructive
evaluations, and destructive tests on selected parts.

IV. MOLDING PROCESSES

There are many types of casting processes and many
different alloys considered castable. Casting processes are
usually described in terms of the technique used to make
the mold. The major processes include:

1. Green sand casting
2. No-bake casting (also known as airset and chemically

bonded sand molding)

Table 1 Common Nonferrous Alloy Melting Temperatures
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3. Lost foam or expendable pattern casting (replicast and
full mold processes are variations of the lost foam
process) [7]

4. Die casting
5. Permanent mold casting
6. Investment casting (lost-wax process)

This material summarizes the technology for producing
green sand, no-bake, and lost foam castings.

A. Green Sand Molding

Green sand casting refers to the production of castings in
a mold where the sand is bonded with clay and water.
The term “green” implies that the mixture has not been
fired or cured. Additives to the basic sand-clay-water
mixture are usually made to achieve a reducing mold at-
mosphere and control the sand expansion characteristics
[8–11]. The basic constituents of green sand include re-
fractory sand, usually quartz, 3% to 8% clay, 3% to 5%
water to activate the clay, and organic and inorganic ad-
ditives. Mixing green sand is done in a controlled se-

quence using a high-shear muller to distribute the addi-
tives throughout the sand and to plasticize the clay.

Green sands are mechanically compacted around
patterns to form the mold cavities. Pneumatic jolting,
jolting and squeezing, high-pressure hydraulic squeez-
ing, or impacting may be used to compact the sand.
The production of a mold on a ram-jolt machine is
illustrated in Fig. 2. Green sand molds should be
poured within 4–6 hr after preparation before mois-
ture evaporation causes surface drying and friable
mold surfaces.

B. Chemically Bonded Sand Molding

Thermosetting organic resins and the inorganic sodium
silicate (water glass) binders have been used for many
years to make molds [12, 13]. Thermosetting resins were
the first resins developed for producing castings and were
particularly useful for making cores where strength was
required for handling when the core was placed in a
mold. Resin-bonded cores can be stored for extended
periods, and the freedom from surface drying improves

Table 2 Common Ferrous Alloy Melting Temperatures
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casting quality. Sodium silicate is the most common
inorganic self-setting binder in use.

C. Shell Molding

The shell process is commercially important for making
relatively small castings in large quantities. The shell
process uses thermoplastic novalac resins that are usu-
ally melted to coat the sand [12, 14–16].
Hexamethylamine, often called hexa, is added to the sand
to supply formaldehyde that will complete the polymeri-
zation, making the resin thermosetting [17].

The name “shell mold” is derived from the fact that
molds are relatively thin, usually with a thickness of 10
to 15 mm, and hollow. Shell molds and cores are made
on iron patterns preheated to about 225°C (475°F).
Coated shell sand may be gravity fed or blown over the
hot pattern, and the resin cures as formaldehyde from
the hexa causes cross-linking. The resin content of the
sand ranges from about 3% to 5% based on sand (BOS)
weight, and the hexa addition ranges from about 10%
to 17% based on resin (BOR) weight. Calcium stearate
or other organic wax is commonly added in amounts of
from 4% to 6% of the resin weight to serve as a lubri-
cant and release agent so the core or mold can be drawn
from the hot pattern box.

D. No-Bake Molding

The use of organic chemical binders that do not require
heat or baking to cure has grown rapidly in the past 25

years because of their ease of use, ease of shakeout (re-
moval of sand from the cast product), and reclaimability
(the ability to reuse the sand). The use of no-bake bind-
ers has greatly simplified the production of dimension-
ally accurate castings.

The sand binder systems commonly used in foundries
are listed in Table 3 [12, 13]. The organic binders that
are the subject of this section are formulations based on
oils and resins including the alkyd, phenolic, and furan
compounds.

Chemically bonded sand molds are produced by
coating the sand with a resin system that will polymerize
to develop a rigid bond. Where sand grains touch,
capillary force causes the liquid resin to accumulate to
form “binder necks” that, when cured, strengthen the
physical bond.

The resin addition is normally about 1% to 1.2% of
the sand weight, and higher resin contents produce higher
aggregate strengths. Higher resin contents also produce
proportionately more gas when the resin decomposes
during pouring, and excess gas volumes contribute to
casting defects. The resin and sand is mixed in high-
intensity paddle or screw mixers, and the sand is
compacted around patterns by vibration.

The same types of binders used to make molds can
also be used to make pneumatically blown cores. Cores
can be cured by passing a gas catalyst through the sand
while it is still in the corebox. The size and shape of the
sand grains used is important in assuring consistent
densification of both molds and cores [18, 19].

Figure 2 Jolt-squeeze machine for the production of green
sand molds. (From Ref. 3).

Table 3 Organic Sand Binder Systems

Note: Gaseous catalysts are available for many resin binders fast
curing in a core-box. These “Cold-box” cures are favored for
high volume core production.
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The permeability of a cured sand-binder mixture and
the geometry of the core or mold have important effects on
casting quality because the sand must allow the gaseous
decomposition products from the binder to leave the mold.
The resins decompose to produce hydrogen, water vapor,
and carbon oxides as well as a variety of hydrocarbon com-
pounds. Low-permeability sands and a failure to properly
vent molds and cores lead to gas porosity [20–24].

1. Acid-Cured Furans

Strong acids are required, and the acids of choice are
phosphoric, toluene sulfonic (TSA), and benzosulfonic
(BSA) acids [25, 26]. The rate of cure is proportional to
the amount of acid used. Acid additions of 25–50% of
the binder weight are typical.

Furan resins readily coat sand grains because of their
low viscosity, and this minimizes the amount of binder
needed. The amount used varies from 0.9% to 1.3%
based on sand weight. Furan polymerization is
exothermic, and once the cross-linking begins, the tem-
perature of the sand mass increases. The heat released
speeds the curing process by helping evaporate water
produced during polymerization. Moisture removal is
important to both polymerization and casting quality.
Residual water causes thick mold sections to cure more
slowly, and stripping thick sections before enough
strength has developed will cause mold distortion.

Cured furan sands readily decompose from the heat
associated with iron and steel casting [27]. The residual
binder after a casting is poured is measured by a loss-on-
ignition (LOI) test conducted by weighing a sample of
sand, heating to an elevated temperature, usually 975°C
(1800°F), holding for sufficient time to burn the resin
off, cooling to room temperature and reweighing. The
weight loss is referred to as the loss on ignition or LOI.

The residual acid anhydrides, as measured by a pH or
acid demand value (ADV), provide a measure of the re-
sidual acid catalyst [28]. The residual acid is usually the
limiting factor determining how much reclaimed sand
can be reused. Less acid is needed in subsequent mix-
tures because of the acidic residue in the sand.

2. Acid-Cured Phenolics

The second important class of acid-cured no-bake resins
is based on phenolic resins. There are two types of
phenolic resins depending on the conditions used to react
with phenol. If the resin is produced with an excess of
formaldehyde and a basic catalyst, the product is called
a resole, and these resins are soluble in water [12]. If the

phenol is reacted with a deficiency of formaldehyde, the
product is called a novalac. Hybrid resins are formed if
the starting phenol is a mixture containing other aromatic
hydrocarbons [29].

Phenolic resin cross-linking is activated with the same
strong organic acids used with furan resins. Binder
additions are slightly above 1% of the sand weight, and
the acid addition is usually about 0.4% of the sand
weight. Sands bonded with acid-cured phenolic resins
turn pink as the phenol oxidizes and generally behave
much like acid-cured furan resins.

Phenolic resins naturally “age,” which makes them
somewhat more viscous and difficult to spread over sand
grain surfaces compared to furan resins. However, they
are less expensive, and phenolic resins are often added to
furan resins to serve as less expensive “extenders.”

3. Alkaline Phenolics

An important phenolic system was developed in Europe
and is used extensively outside the United States. The pH
of the resin is modified by the addition of an alkali such
as potassium hydroxide to catalyze an organic ester, such
as diacetin, and convert it to an intermediate ester.

The speed of cross-linking depends on the amount and
type of ester coreactant present and increases in the order
given below:

1. triacetin slowest
2. ethylene glycol diacetate  
3. butylpolactene  
4. methyl formate fastest

Sand temperature represents the greatest control prob-
lem. Temperature affects the reaction rate, bench life,
work time, and strip time of each coreactant combina-
tion. If a different reaction speed is needed, the coreactant
must be changed.

Because of the alkalinity required, these binders are
compatible with impure silica sand and other minerals
such as olivine that cannot be used with acid-cured bind-
ers. However, the ability to reuse this sand in subsequent
casting cycles is limited by the accumulation of alkaline
salts. Sand reuse is normally limited to not more than 50%.

4. Phenolic Urethanes

The phenolic urethane no-bake (PUNB) systems are the
most commonly used chemical binders in the foundry
today. Adjustments can be made to produce predictable
and controllable behavior with cure times ranging from
a minute to an hour [29].
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Phenolic urethane resins are unique because they have
a high molecular weight but a low viscosity and a high
chemical stability. The low viscosity allows more efficient
coating of the sand so binder concentrations as low as
0.8% based on sand weight can be used. These systems
contain no water or sulfur.

The phenolic urethane resins are usually supplied in
three parts. Part I is a resin in a solvent usually contain-
ing about 45% solvents and 55% solids by weight. Part
II is a polymeric isocyanate. This material is sensitive to
moisture and as little as 0.2% water in the sand can pre-
vent a bond from developing. Part III is a catalyst. In
most core applications, the catalyst used is phenyl pro-
pyl pyridine. Part III may be premixed with Part I or
added separately in a solvent.

Phenolic urethane resins are used in concentrations
(combined Parts I and II) of about 0.8% to 1.5% by weight
of the sand. A 1% total addition is common. Clean, well-
rounded sand grains require less resin than sands contain-
ing clay, silt, mica, and small sand grains. Fine material in
the sand consumes all resins without contributing to
strength. Foundries like to use less expensive materials such
as the Lake Michigan sands, but these sands exhibit wide
variations in grain size and contain iron oxides, silicates,
and carbonates. These nonsilicate materials require the use
of more resin to achieve the desired strength.

Sands containing mica or calcium carbonates do not
perform well with any resin. Acidic sands react with the
resin and reduce the bond strength. Alkaline sands or
sands containing alkaline impurities may cause prema-
ture resin cross-linking and a loss of binder strength.

The best results are obtained with washed and dried
sand having at least 85% of the sand on four adjacent
screens and an American Foundry Society grain fineness
number (AFS GFN) of about 55. This sand distribution
compacts readily and develops good strength with a mini-
mum amount of resin.

Polymerization takes place simultaneously through-
out the mold, which provides good control over strip
time. The binder develops a high strength that minimizes
the need for support wires and rods and lends itself to
flaskless molding [30]. This chemically bonded sand has
a sufficiently high strength to provide good mold dimen-
sional stability during pouring.

Time must be given to allow solvents to evaporate
before castings are poured. Solvents will evaporate at
45° to 60°C (110° to 140°F) and quickly evaporate at
70°C (160°F). Refractory mold coatings should not be
immediately applied to a mold because they inhibit sol-
vent evaporation, which may produce gas defects dur-
ing pouring [31]. A good practice is to heat the mold

surface to evaporate the solvents and then apply the
mold coating.

The phenolic urethane no-bake sands have excellent
collapsibility. Mechanical reclamation usually leaves
some resin on the sand but is recommended for PUNB
resins. The residual resin decreases the amount of resin
needed for rebonding, but higher resin contents produce
more gas during pouring. The best reclamation practice
involves heating in an oxidizing environment. With
thermal reclamation, 100% of this sand can be reused.

E. Procedural Effects

Chemical binders must be mixed with sand as rapidly as
possible, molded, and allowed to cure. The highest PUNB
binder strengths are obtained with set times of from 3 to
5 min. The temperature of the sand has a large effect on
resin reaction rates. If the sand temperature is too high,
binder solvents evaporate prematurely, the resin starts to
cross-link prematurely, and the result is low binder
strength. In high-production applications, it is important
to maintain consistent sand, pattern, and corebox tem-
peratures, and in general the temperature should not ex-
ceed 32°C (90°F) [32].

Heat can be applied to the sand surface after the mold
or core is extracted from the mold box. The heat helps
the curing process and aids in solvent removal. Heat is
usually applied with a torch or by blowing hot, dry air
over the surface.

A most important event occurs when metal hits the
sand surface. Solvents flash to a vapor and incompletely
dried mold washes produce gas [33]. These gases may
form bubbles that enter the molten metal if the head pres-
sure is not quickly developed [19, 34].

If the metal is too hot when the metal hits the mold,
gas bubbles form and may pass through the metal to pro-
duce oxidized bubble trails. If the metal is too cold, the
bubbles may be trapped in the casting. Such bubbles may
be exposed during grinding or machining.

Resin pyrolysis also causes gas-bubble damage. Gen-
erally, short-chain molecules decompose and are evolved
faster than long-chain molecules. Hence, if the resin cur-
ing has not been consistent and the resin contains short-
chain polymers, resin decomposition occurs rapidly and
the gas bubbles through the liquid. These gas-forming
events probably occur within a half second after the metal
hits the mold surface [19, 34]. Casting porosity is best
controlled by minimizing the amount of binder used,
thoroughly removing solvents including water, and prop-
erly venting the sand to allow the gasses to pass through
the mold.
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Heating silica sand above 585°C (1085°F) causes a
phase change and an associated volumetric expansion,
as illustrated in Fig. 3 [35]. Thermal expansion can cause
several casting surface anomalies irrespective of the
binder used, and there is a trend toward low- expansion
sands such as mullite and zircon for the production of
“precision molds.” These sands do not expand as much
as silica during the pouring and cooling process, and re-
sult in more dimensionally accurate castings.

If resin binders are pyrolized before the mold is filled,
there may be a loss of mold integrity. For this reason,
especially with the PUNB binders, an additive such as
iron oxide may be required to provide a ceramic bond
for hot strength. Additions may also be made to elimi-
nate veining associated with sand thermal expansion.

Close attention must be paid to sand compaction.
Compaction must be accomplished before the start of
polymerization. Compaction can be accomplished by vi-
bration, light tamping, or by blowing the sand into a
mold, as when cores are blown. Inconsistencies in com-

paction are a common problem in the foundry, and too
much compaction can lead to sand expansion defects on
the casting surface.

F. Lost Foam Casting

The lost foam casting (LFC) process is similar to the
lost wax investment casting process in that a disposable
pattern is needed for every casting made. It is different,
however, in that the molds are made with unbonded
sand, and the pattern is left in the mold to be decom-
posed by the hot metal entering the mold. The process
was developed by H.F.Shroyer in 1958 and was referred
to as the full mold process [36]. The patterns were ini-
tially machined from blocks of expanded polystyrene
and molded in furan resin-bonded sand. The concept of
casting into unbonded sand was patented by Smith in
1964 [37], but the users were required to be licensed by
The Full Mold Process, Inc. until the patents expired in
1980.

Figure 3 Thermal expansion of various refractory materials. (From Ref. 3.)
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The most popular use of the process places patterns
in unbonded sand. Patterns are made with preexpanded
beads, coated with refractory, placed in a flask, backed
up with sand, and liquid metal poured to replace the
foam.

The lost foam casting process has been referred to by
several generic and proprietary names including expend-
able pattern casting [38], lost foam and full mold casting
[39, 40], castral process [41], policast process [42], and
the replicast process [43, 44]. While there are some vari-
ations in the proprietary processes, the generic term “lost
foam casting” will be used throughout this chapter.

As presently practiced, the LFC process uses patterns
produced from expanded polystyrene (EPS), expanded
polymethyl methacrylate (EPMMA), blends of the two
materials, or copolymerized materials. Experimental
polycarbonate materials have been developed, but these
have not yet reached the production stage [43, 45, 46].

1. The Lost Foam Casting Process Sequence

The steps involved in the LFC process are outlined in
Table 4. The first step is to design a part, and this design
must take advantage of the process capabilities. A tool is
then designed to make the sections of foam required to
form the pattern. Tool design is important because the
tool fixes the initial foam dimensions and influences the
foam pattern quality, surface and internal bead fusion,
and production cycle time. Tool designs can be simple or
quite complex using pullbacks to make undercuts and
holes in the foam. Collapsible cores are sometimes used
to make large internal cavities in foam sections.

Complex designs usually require that several foam
sections be made and glued together to form the pattern.
Each foam section requires a tool, and a fixture may be
required to maintain section alignment during gluing

operations. Tool design and construction may be costly
and involve long delivery times.

Prototype parts are sometimes made from foam pieces
cut from board stock and assembled by hand gluing. This
technique is useful, but the resulting patterns have lower
surface quality compared to blown and fused pattern sec-
tions and may have poor dimensional accuracy.

The production of molded foam sections is a two-
step process. The foam materials most commonly used
are polystyrene and polymethyl methacrylate containing
about 5–8% pentane as an expansion agent [46]. These
materials are used individually, as blends of the two ma-
terials and as copolymers. The first step in pattern mak-
ing is to preexpand the beads to the desired use density.
Aluminum casting producers prefer an EPS density of
22.4–25.6 g/L (1.4–1.6 lb/ft3), and iron casting produc-
ers prefer a density of 20.8 g/L (1.3 lb/ft3). Most PMMA
is expanded to a density of about 24–29 g/L (1.5–1.8 lb/
ft3). Bead expansion is accomplished by rapid heating
with steam, and after preexpansion, EPS beads are stabi-
lized for a few hours before use.

Stabilized beads are transported to molding machines.
The tool must be preheated to the operating temperature,
dried, and closed to start the cycle. If pulls are used, they
are normally pushed into their closed position when the
tool is closed. The preexpanded beads are then blown into
the empty cavity. The tool venting must be adequate to
allow the air in the tool cavity to escape when the beads
are blown in, and the fill guns must also be properly placed
and regulated to completely fill the cavity. The process of
blowing preexpanded beads into a tool is illustrated in
Fig. 4A. When the tool cavity has been filled with beads,
the steam cycle is begun. Steam is passed through the tool
and beads to cause the beads to soften, the residual pen-
tane to expand, and the beads to bond together. The pat-
tern section is then cooled, as schematically illustrated in
Fig. 4B and ejected from the tool as illustrated in Fig. 4C.

After the initial foam shrinkage caused by tool cool-
ing, the foam briefly expands and then shrinks as pen-
tane and water vapor diffuse out. Most of the shrinkage
occurs within about 20 days and amounts to about 0.8%
linear contraction in EPS patterns and 0.25% in PMMA.

The shrinkage of an EPS pattern as a function of
time is illustrated in Fig. 5. The initial contraction and
expansion as air diffuses into the pattern occurs in about
24 hr. Afterward, there is a continuous shrinkage that
may last for 30 days or more (1500 hr). Shrinkage in
the first 10 days usually amounts to about 0.5%. The
final shrinkage of most parts is between 0.7% and 0.9%
and is normally complete in 30 days [47, 48]. Pentane

Table 4 Steps in the Lost Foam Process
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Figure 4 Steam cycle in the production of lost foam patterns: (A) bead expansion and fusion, (B) cooling the mold,
(C) ejection of the part.

Figure 5 Shrinkage curve for an EPS “T” bead blown to a density of 0.02 g/cc (1.3 PCF).
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content, bead density, section size, storage environment,
and storage time all have measurable effects on pattern
shrinkage and should be controlled in order to yield re-
producible and dimensionally stable foam sections [49].
In general, more dense foams shrink less.

Understanding and controlling shrinkage is necessary
to achieve dimensional consistency and gain the full ben-
efit of the process. Patterns can also be artificially aged
within a few hours in a circulating air furnace operated
at 30–60°C (130–140°F).

After aging, the foam sections are ready for assembly.
Sections are normally glued together on automatic ma-
chines using hot melt glue. Three parts to be glued to
form a motor block are illustrated in Fig. 6. The glue
joint must be sufficiently strong to hold the part together,
be fast setting to maximize the production rate, seal joints
against penetration of the ceramic coating, and present a
minimum mass of glue that must be pyrolized by the
molten metal [50]. Gating system sections may be molded
or cut from board stock, but molded sections are pre-
ferred to minimize mold wash erosion. Attaching the
gating system completes the preparation of the foam as-
sembly or cluster for casting.

The foam cluster is coated with a ceramic to mini-
mize sand erosion and metal penetration before a casting
can be made. The coating also helps prevent sand from
falling into the gap between the advancing liquid metal
and the retreating foam. Finally, the coating stiffens the
pattern to reduce distortion during compaction.

The coating is a slurry of refractory in a water carrier
and is applied to the foam cluster by dipping. Careful
control is necessary to obtain a uniform coating layer on

each cluster because coating thickness affects coating
permeability and performance. Coatings are usually dried
by passing clusters through a circulating air oven. Dry-
ing takes from 2 to 10 hr at 40–50°C (100–140°F). The
pattern weight, dipped (wet) weight, and the weight af-
ter drying provides useful information about coating con-
sistency.

Coatings contain several ingredients such as refrac-
tory fillers, dispersants, binders, thixotropic agents, and
a carrier [49]. The refractory and the water carrier com-
prise the majority of the coating. The permeability of the
coating is usually controlled by the size and shape of the
refractory. The refractories commonly used include silica,
alumina, zircon, and aluminosilicates.

The refractory particles are normally held together
with one binder to provide adhesion and cohesion be-
fore drying and a second binder to provide strength after
drying and during pouring. In addition to the binder, the
system may also include suspension agents for the re-
fractor and surfactants to insure that the coating wets
and coats the pattern. Coating formulation, application,
and control are important to success with the LFC proc-
ess [50]. Water is by far the most common carrier for the
wash [51], but occasionally isopropyl-alcohol-based
washes are used on PMMA patterns.

The ability of a coating to allow gaseous pyrolysis
products to escape from the mold cavity is referred to as
“permeability.” Iron castings are poured at about 1370°C
(2500°F) and permeability to gases is quite important.
Aluminum castings are poured at about 760°C (1400°F)
and the coating may need to allow more liquid products
to be absorbed. The role of the coating in the removal of
pyrolysis products is not well understood.

When the coated cluster has been dried, it is ready to
be placed in a flask and backed up with sand. The proc-
ess of compacting sand around a pattern is illustrated in
Fig. 7. A “base” of sand is placed in the flask on which
to set the pattern cluster, as illustrated in Fig. 7A. The
cluster is then placed in the flask as illustrated in Fig. 7B
and sand rained into the flask while the flask is vibrated,
as illustrated in Fig. 7C.

Cluster placement, flask filling, and sand compaction
must be accomplished such that the sand fills all pattern
cavities and packs tightly around the cluster to provide
support. The rate of filling and the distribution of sand
in the flask have a significant effect on cavity filling and
pattern deformation.

Compaction is achieved using a table vibrated with
motors having eccentric counterrotating weights. The
flask may be placed on locator pads or clamped to theFigure 6 Sections to be glued to form a cylinder block.
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table. There is some controversy about the utility of vi-
brating clamped vs. unclamped flasks. System control
and repeatability favors rigid clamping because this is
more likely to produce a reproducible compaction cycle
[52]. Compaction is usually done during filling to help
sand flow into internal pattern cavities.

After a cluster is packed in a flask, as illustrated in
Fig. 7D, the mold is ready to be poured. Pouring
consistency is more critical with the LFC process than in
conventional foundry practices, and automatic pouring
is usually used to minimize pour-to-pour variations. If
pouring is interrupted, the sand may collapse into the
casting cavity. The pouring rate must be as rapid as
possible to avoid mold collapse, but sufficiently slow to
allow the foam pyrolysis products to escape. The gating
system, coating properties, sand properties, and pouring

operation must operate as a system to allow both liquid
and gaseous pyrolysis products to escape [53].

A vacuum is sometimes used during pouring to pull
gases from the flask and prevent sand fluidization by
pyrolysis gases. The vacuum system can also collect
emissions from the pattern. However, the emissions are
combustible and vacuum systems must be designed to
withstand explosion pressure peaks of at least 10
atmospheres of pressure (150 psi) [54].

The process of replacing the foam with molten metal
is illustrated in Fig. 8. Molten metal enters the cavity and
replaces the foam by a process of both melting and
vaporization. A kinetic zone is just ahead of the molten
metal front that contains air initially contained in the
foam pores, liquid styrene, and gaseous products from
foam pyrolization. The rate of metal front movement is

Figure 7 Sand fill and compaction in the lost foam process: (A) sand pre-fill, (B) insert pattern tree, (C) sand fill and
flask vibration, (D) pattern and flask ready to be poured.
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dominated by the heat transfer from the molten metal to
the foam.

After pouring, the casting cluster is allowed to solidify
and cool in the flask before being dumped out. Shakeout
involves dumping the loose sand and removing the
castings. The sand can be repeatedly reused if the coating
residue and other fine particles are removed and the
organic condensates are periodically burned off [40].
Cleaning LFC castings is easier and requires fewer
operations because there are no fins or parting lines to
grind or blend into the casting contour. The loose sand in
the internal cavities is more easily removed than the
lumps of bonded sand that remain in cores made with
chemical binders.

Eliminating the foam pyrolysis products from the
casting cavity during pouring is essential to success. These
pyrolysis products produce carbon fold defects in iron,
laps or folds in aluminum, and porosity in both metals.
Eliminating fold defects is the subject of much of the
current research on lost foam casting [55–63].

2. LFC Process Advantages

The use of foam patterns allows some design and process
flexibility not possible with conventional casting
techniques. The primary advantages of the LFC process
are that bonded sand molds, bonded cores, and parting
lines are eliminated, and casting accuracy is improved.
The LFC process eliminates the need for mixing and
molding of sand, ramming and jolting of the mold, core
making, core setting, pattern drawing, mold closing, and
sprue cutting [7, 40, 46], Conventional mold closure may
also lead to casting inaccuracies. A typical allowance for
a shift between the cope and drag in a conventional mold

is 0.75 mm (0.030 in.). This allowance is also typical of
the inaccuracy expected between molds and cores. The
use of foam patterns eliminates shifting and this is one
reason the process is more accurate.

A conventional mold cavity is made with a pattern
that must be withdrawn from the mold after the sand
has been compacted. Pattern removal requires a pattern
with a sufficient draft to allow its removal. The presence
of parting lines on conventional patterns often dictates
the pattern orientation and restricts the number of
castings in a flask. Multiple levels of castings around the
sprue are not usually possible. The parting line also
sometimes limits the placement of gates and risers and
may cause gates or risers to be placed on surfaces that
must be dimensionally precise. The removal of these gates
and risers results in dimensional inaccuracies that must
be corrected by machining.

The ability of foam patterns to eliminate cores allows
complex internal passages and sometimes even multiple
passages to be accurately cast. A cylinder block made
without cores is illustrated in Fig. 9.

A foam pattern “stack-up” for a cylinder head is
illustrated in Fig. 10A, and the head made from the stack-
up is illustrated in Fig. 10B. No cores were used in this
casting. A great deal of machining was eliminated by
gluing up foam sections instead of having to face, drill,
tap, add gaskets, and then join cast segments with bolts.

Casting walls can be curved or of variable thickness
[64]. Pumps have been cast with sufficiently smooth
internal surfaces that allowed the amount of water
pumped to increase by 12% with a simultaneous
reduction of about 25% in pump weight and with
reduced product cost [65]. Eliminating cores also
eliminates separate tooling usually required for core

Figure 8 Current model of foam pattern replacement by
molten metal in lost foam casting process.

Figure 9 Cast aluminum cylinder block made using the
LFC process.
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production. The process of mixing core sand, ramming,
curing, setting, and removing bonded-sand cores is
eliminated. Core crush, core damage, core-related
porosity, and other problems that result from setting
cores is also eliminated.

Eliminating core prints, chaplets, fins, etc., also
reduces the amount of cleaning required on the final
casting. Cleaning room cost reductions of up to 80%
have been reported, but cost reductions of 30% are more
common [50, 66–68].

The improved accuracy of the lost foam process
allows machining operations to be reduced. The
dimensional precision is reported to exceed that
attainable from either green sand or chemically bonded
sand molds and close to that possible from investment
casting [69]. For example, holes that are greater than 1/
4 in. (6 mm) in diameter that are normally drilled may be
cast. The repeatability of the hole dimensions can be quite
good, typically within 0.2% [59, 60].

Design tolerances have been summarized by Troxler
as follows [70]:

1. Linear dimensions between features located on the
same piece of foam are normally controllable to ±0.3%
in the first inch and ±0.2% for each subsequent inch.

2. Linear dimensions across glue joints can be expected
to have less accuracy. An additional allowance of about
0.02-in. variation in thickness should be made for each
glue joint.

3. Positional accuracy across glue joints is affected by
shifting or mismatching foam pattern pieces. An al-

lowance of ±0.03 in. should be made for each glue
joint.

4. Glue seams typically have an extruded bead of glue
around the joint. The glue bead can normally be ex-
pected to be +0.04/-0.0 in [62].

The surface finish RMS values on LFC iron castings are
typically in the range of 2.5–6.4 µm (100–250 µin.)
compared to 6.4–25.4 µm (250–1000 µin.) for green sand
and 3.2–12.7 µm (125–500 µin.) for shell sand castings.
Aluminum castings have a measured RMS value as low
as 3 µm (120 µin.) when special precautions are used to
optimize the surface finish [71]. Process details need to
control casting precision and data on casting precision
and accuracy are provided in References 72–79.

3. LFC Process Disadvantages

There are also disadvantages to the LFC process. The lead
times and costs of tooling are substantial. Simple tools can
be cast to shape, but once the tooling is made, changes are
neither easy nor cheap. Gating systems are larger than
conventional processes and require more effort to remove.
This reduces the casting yield in some cases. Foam pat-
terns can distort during compaction and this results in dis-
torted castings [50, 67]. The most troublesome problems
with lost foam castings seem to be distortion during
compaction, laps and folds in aluminum castings, and car-
bon defects and penetration or burned-on sand on gray
and ductile iron castings. These problems are either caused
by or substantially aggravated by foam pyrolysis residue
in the metal. A more thorough description of the LFC proc-

Figure 10 (A) Foam “stackup” for a cylinder head and (B) companion aluminum cylinder head.
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ess, its advantages and disadvantages, has been prepared
by Monroe [7], and Division 11 of the AFS is preparing an
updated summary of the process.

V. CASTING SOLIDIFICATION AND MICRO-
STRUCTURE DEVELOPMENT

Casting solidification plays an important role in deter-
mining the microstructure and mechanical properties of
cast metals. In this material, the microstructure refers to
both metallurgical structural features such as grain size,
phases present, and shrinkage pores. The solidification
path influences the size and distribution of grains, eutec-
tic cells, alloy segregation, and shrinkage. Subsequent
processing of the casting cannot wholly remove the ef-
fects of solidification [80].

Producing a sound casting requires that metal begin
to solidify at the edges and proceed toward the risers, a
process known as directional solidification [81, 82]. Pat-
tern designers vary the rigging and molding parameters
to aid directional freezing. Gate size and location, riser
size and location, pouring rate, pouring temperature, ta-
pered sections, chills, and special sands can be used to
promote directional solidification [83].

A. Solidification and Grain Development

Metal freezes principally by heat loss to the mold with
only small amounts of heat lost by radiation from risers
[84]. There is a density increase of from about 4% to 6%
during freezing of all commercial alloys, except gray and
ductile cast iron. Precipitation of low-density graphite
simultaneous with formation of austenite during eutec-
tic solidification compensates for most of the density in-
crease associated with austenite.

The density increase usually associated with solidifica-
tion requires that risers be used to “feed” metal into the
area where solidification is occurring and the density is in-
creasing. If the shrinkage is not fed, castings may contain
up to 6% void space. An insufficient volume of feed metal,
or an inability of the feed metal to get to locations where
freezing is occurring results in macro or microshrinkage.
Macroshrinkage cavities are defined as shrinkage voids with
a dimension of at least 5 mm (0.2 in.).

Microshrinkage voids are those with a linear dimen-
sion on a polished plane of up to 1 mm (0.04 in.), but
the true length of the voids may be greater.
Microshrinkage is usually interdendritic with a high
length-to-thickness ratio. Macroshrinkage cavities are
larger, usually more rounded, and often exhibit

dendrites on the cavity surface. Shrinkage can be toler-
ated in some low-stress designs, but areas that require
pressure tightness and most areas that are to be ma-
chined must be free of shrinkage.

Most aluminum, nickel, carbon steel, low-alloy steel,
and stainless steel castings freeze to form a skin with an
equiaxed grain structure. Further from the surface, the
grains take on a columnar pattern, but in the center, there
may be another equiaxed grain zone. These changes in
grain size and orientation are a function of the heat trans-
fer rate during solidification and the composition of the
alloy.

The macrostructure of a casting cross section show-
ing equiaxed and columnar grains is illustrated in Fig.
11. The high cooling rate and numerous nucleation sites
on the mold surface result in small and equiaxed grains
along the mold wall. The cooling rate slows as the solidi-
fication front moves into the mold cavity. In most alloys,
dissolved elements are rejected at the solid/liquid inter-
face, which reduces the freezing temperature.

If the metal being solidified is pure or if the thermal
gradient is steep, the liquid-solid interface is nearly pla-
nar. If, however, the interface velocity or the thermal gra-
dient is low, grain growth becomes oriented. Grains grow
parallel to, but in the opposite direction to heat flow from
the casting. These grains can be cellular with smooth sur-
faces but usually grow as dendrites.

The region between a dendrite tip and dendrite base
where solidification is complete is referred to as the
“mushy” zone. The metal in this zone is a mixture of
liquid and solid metal. The time required for solidifica-
tion front to pass from the dendrite tip to the base is
referred to as the local solidification time (LST).

Equiaxed grains often appear again in the center of
castings. These grains have no preferential growth di-
rection, and they grow much larger than surface grains.
Dendrite arms broken from columnar grains may serve

Figure 11 Casting cross section showing the equiaxed
and columnar grains with some equiaxed center grains.
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as nuclei for the equiaxed grains in the center of the
casting.

Most alloy element concentrations increase from a
casting surface toward the center and from dendrite cores
toward grain surfaces. This change in composition with
location is referred to as “coring” or “solidification seg-
regation.” Two important functions of heat treatment
are to (1) reduce the composition gradients and (2) re-
fine the as-cast grain size. Heat treatment allows elements
to migrate from areas of high to low concentration and
produce a more uniform alloy distribution.

B. Macro- and Microshrinkage Formation

In pure metals or alloys with a short solidification range,
the solid-liquid interface is planar or has short dendrites
extending from the solid into the liquid. A thin “mushy”
zone allows feed metal from the body of the casting or
riser to reach the solidification occurring between
dendrites and “feed” the shrinkage. Thick “mushy”
zones impede metal flow, especially when dendrites have
secondary and tertiary arms that produce a tortuous flow
path. Secondary arms grow transverse to the heat trans-
fer direction and metal feed direction and significantly
impede metal flow.

Progressive freezing of an alloy from the edge of a
part is compared to a pure alloy without a dendritic struc-
ture in Fig. 12 [82]. The events illustrated in Fig. 12A
represents freezing of a pure or nearly pure metal. Series
(B) represents freezing of a metal that develops long
dendrites, and Series (C) represents metals such as eutec-
tic cast irons that freeze with approximately equiaxed
grains or eutectic cells.

Interdendritic voids form in regions that are not com-
pletely fed, and these voids are referred to as
“microshrinkage.” Microshrinkage can be found in most
castings, and the pores range in length from a few mi-
crons to 1 mm (0.04 in.) in length when viewed on a
polished plane. Interdendritic voids are often intercon-
nected, however, and are longer in three dimensions than
they appear on a polished plane.

The head pressure produced by risers helps push liq-
uid between the dendrites to fill pores, but the pressure is
usually insufficient to cause complete feeding. This is es-
pecially true as the dendrites grow together and the feed
paths become small. Machining can expose these
microshrinkage cavities, and the surface may “bleed”
when examined with liquid penetrants (LPs) or produce
“indications” when examined using magnetic particle
inspection (MPI) methods. Microshrinkage has a signifi-

Figure 12 Schematic of the effect of cooling rate on grain morphology in a casting. (From Ref. 3.)
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cant effect on metal ductility, fatigue strength, ultimate
strength, and toughness, and is more damaging if located
on or near a part surface.

The equiaxed surface layer is almost completely free
of porosity, but machining or heavy grinding can expose
subsurface microshrinkage and produce leak paths for
fluids. Leaving extra machining stock in an area prone
to microshrinkage usually aggravates the problem. A
pattern redesign or placing a chill in the mold to increase
the local solidification rate is more effective in minimiz-
ing surface interdendritic shrinkage.

C. Aluminum Alloy Solidification and
Structure Formation

About 90% of sand cast aluminum parts is based on
aluminum-silicon alloys, with the majority containing
about 7–8% silicon [85]. These alloys are melted in re-
verberatory and electric furnaces, heated to 750–800°C
(1375–1475°F), and processed for pouring. Preparation
for pouring involves making composition adjustments,
degassing, adding grain refiners and eutectic modifiers,
and adjusting the temperature.

These alloys solidify to form primary aluminum be-
ginning at the liquidus temperature of about 615°C
(1140°F). The addition of grain refiners reduces the
undercooling needed to nucleate aluminum crystals by
providing nuclei. After nucleation, the primary aluminum
dendrites grow until the eutectic temperature of about
570°C (1060°F) is reached, at which point eutectic
aluminum-silicon growth begins.

The size of the eutectic silicon particles may be re-
duced with the addition of eutectic modifiers such as
strontium, sodium, or antimony. Effective modifica-
tion depresses the silicon eutectic temperature a few
degrees, usually from about 571°C (1060°F) to 568°C
(1054°F). Other eutectics, including those formed by
copper and magnesium, may form toward the end of
solidification if the elemental concentrations are suffi-
ciently high.

Cooling curves obtained by placing a thermocouple
in A356 aluminum samples having a volume of about 20
cm3 (1.2 in.3) are illustrated in Fig. 13. One sample (curve
A) contained about 0.015% titanium and the second
(curve B) was treated with 0.02% TiB. The TiB addition

Figure 13 Cooling curves from A356 aluminum with (A) residual TiB and with (B) 0.02% fresh TiB grain refiner
addition.
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nucleated primary aluminum and raised the liquidus by
about 1.6°C (3°F). The effectiveness of TiB decreases with
time and becomes ineffective after about 2 hr. However,
titanium alone in concentrations above about 0.2% will
refine grains, even if it has been in solution for an ex-
tended time.

The curves in Fig. 14 illustrate the effect of a stron-
tium addition. Curve A represents an untreated metal,
and curve B was obtained by making a strontium addi-
tion of 0.015% just before pouring. The strontium de-
pressed the silicon eutectic from 571°C (1061°F) to
569°C (1056°F), as illustrated.

Small equiaxed grains obtained with grain refiners are
beneficial in improving feeding, reducing porosity, and
improving resistance to hot tearing [86]. Small grains im-
prove the ability of liquid metal to flow between dendrites
and feed solidifying metal. Reduced porosity improves
ductility, ultimate tensile strength, and fatigue limit.

The silicon morphology developed during eutectic
solidification has a substantial effect on tensile proper-
ties. Unmodified alloys contain coarse acicular silicon
that results in low ductility. Proper modification with
sodium, strontium, or rapid solidification converts the
acicular silicon to a fibrous structure and improves the
ductility.

Silicon particle morphology can be controlled with
the addition of eutectic modifiers, using solution treating
temperatures near the solidus, and using long solution
treating times. Porosity and dendrite arm spacing are
fixed during solidification and cannot be altered except
by hipping (applying a high hydrostatic pressure at a tem-
perature just below the solidus).

D. Shrinkage Porosity Formation

Solidification shrinkage in aluminum alloys ranges from
3.5% to 8.5% and is a major contributor to porosity
[87]. Macroshrinkage is controlled by the size and
location of gates and risers, casting section size, cooling
rate, grain refiners, and pouring temperature. Minimum
microporosity is obtained with high cooling rates to
produce short dendrites, and this is usually accomplished
with chills in the mold. In general, alloys that solidify
over a narrow range are easier to feed and contain less
microporosity [86].

Grain refiner additions usually reduce porosity, but
additions of eutectic modifiers have been linked to
increased porosity, often attributed to hydrogen.
Modifying with sodium agitates the melt and may cause
hydrogen absorption. Sodium fades rapidly, and it is

Figure 14 Cooling curves from A356 aluminum with (A) residual Sr and with (B) 0.015% fresh Sr eutectic modifier addition.
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impractical to degas after making the addition.
Modifying with strontium may cause hydrogen
absorption, but the melt can be degassed after a strontium
addition without significant fading.

Some investigators report that eutectic modifiers re-
distribute and minimize the size of the pores formed dur-
ing solidification rather than cause hydrogen absorption
[88–91]. Strontium may reduce the gas content but in-
crease porosity by facilitating pore nucleation or by
changing the metal surface tension [92]. The effect of
strontium on porosity formation and distribution is still
the subject of some controversy.

Pouring temperature affects porosity, with more po-
rosity usually associated with higher pouring tempera-
tures. Volumetric metal shrinkage occurs in three regimes.
First, there is liquid shrinkage as the metal cools from
the pouring temperature to the liquidus. Then, solidifi-
cation shrinkage occurs as the metal transforms from a
liquid to a solid. Finally, thermal contraction occurs as
the metal cools to room temperature.

Shrinkage associated with porosity formation occurs
(1) as the liquid is cooled and (2) as the liquid transforms
to a solid. Liquid aluminum volumetrically contracts
about 1% for each 55°C (100°F) superheat above the
liquidus [84]. If the metal pouring temperature could be
lowered to near the liquidus without causing misruns or
folds, volumetric shrinkage could be reduced. Sometimes,
large runners are used to produce “hot” gates, and in
such cases, pouring at moderately higher temperatures
will preheat the gate and allow some feeding from the
runner.

E. Hydrogen Effects on Porosity

Hydrogen is the only gas soluble in aluminum in appre-
ciable quantities. Aluminum will absorb hydrogen from
moisture in the air, combustion by-products, damp re-
fractories, moisture on charge materials, and moisture in
molds and mold binders [86, 93]. Because aluminum
readily reduces water to form aluminum oxide and free
hydrogen, it is essential to minimize the contact of mol-
ten metal with sources of moisture or water.

Hydrogen solubility in aluminum is about 0.7 mL/
100 cm3 at the liquidus and 0.05 mL/100 cm3 at the
solidus. During cooling, dissolved hydrogen is rejected
from solidifying metal into the liquid, and when the solu-
bility limit is exceeded hydrogen pores nucleate and grow
[94]. Nucleation is thought to occur primarily on oxides
in the metal. If the oxide content could be substantially
reduced, higher hydrogen concentrations might be toler-
ated [95, 96].

If the hydrogen content is sufficiently high, hydrogen
bubbles form throughout castings. At lower concentra-
tions, hydrogen pores occur only in the last areas to so-
lidify where segregation has occurred. However, dissolved
hydrogen aggravates porosity at all concentrations above
its solid solubility limit by segregating into and increasing
shrinkage pore size [97]. Pore size is minimized by main-
taining a low hydrogen concentration. Pressure can also
be applied during solidification to minimize pore size [98].

The most common test for dissolved hydrogen is the
reduced pressure test (RPT) [93, 99–101]. A sample of
molten aluminum is extracted from the molten metal,
placed in a chamber, and a vacuum applied. The low pres-
sure increases the pore size and reduces sample density.
The RPT sample can be rated by the following: (1) when
the first bubble appears, (2) the number of bubbles that
appear during solidification, (3) apparent density of the
sample, or (4) the size and distribution of the pores ob-
served after the sample has been sectioned [102–107].
The amount of hydrogen present can be estimated by
determining the density and comparing that to the den-
sity of a pore-free sample of similar composition [100].
However, pore nucleation is a function of the oxides
present in the metal and absolute concentration values
may not be obtained [95].

Dissolved hydrogen can be removed from molten
aluminum by bubbling an inert gas through the metal.
Hydrogen is absorbed into bubbles and carried from the
bath [108]. The rate of gas removal depends on the bub-
ble surface area, gas purity, and the presence of reactive
gases. Small bubbles are the most effective in removing
hydrogen and are most easily obtained by passing the
gas through a rotary head immersed in the metal [109].
These heads shear and disperse the bubbles and can be
used to disperse fluxing agents throughout the melt.

The rate of hydrogen removal can be increased by
adding a small amount of reactive gas such as fluorine or
chlorine to the gas stream [110, 111]. Fluorine has been
added as Freon, and chlorine is usually added in a dilute
mixture of nitrogen or argon. Fluxes and reactive gases
assist in removing aluminum oxides as well as hydrogen.
Hydrogen control is essential to the production of high-
quality castings [112, 109]. More often than not,
microshrinkage porosity and hydrogen interact to aggra-
vate porosity formation.

Multiple regression analyses have been used to build
models for predicting microporosity. Hydrogen was
found to be the strongest single factor, but interactions
with other variables including eutectic modifiers, solidi-
fication time, and solidus velocity made substantial con-
tributions [113]. The rate of solidification has an
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important effect on the pore volume fraction, with the
pore volume fraction decreasing at a constant hydrogen
concentration with higher solidification rates [114].

F. Microstructural Effects on Properties

In general, the mechanical properties of sound aluminum
castings are controlled by dendrite arm spacing, heat
treatment, and silicon particle morphology [115– 117].
All of these features must be considered when producing
high-quality castings.

1. Dendrite Arm Spacing Effects

Flemings et al. established a strong relationship between
properties and the dendrite arm spacing (DAS) in 195 and
A356 aluminum alloys [115–117]. The results of his and
other related publications were summarized in an AFS sil-
ver anniversary paper in 1991 [118]. The ultimate strength
and elongation progressively increased as the dendrite cell
size decreased from 115 to 25 µm (45×10-4 to 10×10-4 in.),
but there was no observable effect on ductility over this
range. The dendrite arm spacing followed the relation:

(1)

where D is the dendrite arm spacing in microns and ST is
the solidification time in seconds.

Higher solidification rates were obtained with large
chills in the mold to produce sounder metal and finer
dendrites. The chills were not found to have a significant
effect on grain size [118].

A similar relationship was found between the dendrite
arm spacing and the ultimate strength of Al-4.5% Cu
[119]. The dendrite arm spacing increased and the strength
decreased with the logarithm of the solidification time.
Porosity increased with solidification time and decreased
with the logarithm of the dendrite arm spacing.

Boileau et al. examined the effect of solidification time
on the properties of well-risered A356 wedge casting
[120]. The pore size, secondary dendrite arm spacing,
and pore distribution were affected by the solidification
time and had significant effects on strength and ductility.
Ultimate tensile strength and ductility were found to de-
crease linearly with increasing dendrite arm spacing while
the yield strength remained unchanged.

Some castings were hipped but no differences were
found in ultimate tensile strength between as-cast and
hipped material. This suggested that the ultimate tensile
strength was not significantly influenced by porosity in
the range of about 0.1 % to 0.5% [120]. The pores at this

level may have been sufficiently small so that their effects
were lost in the effects of grain size and other variables.

Porosity did have a significant effect on fatigue limit.
The fatigue limit of cast and heat-treated material was
lower than hipped and heat-treated material by a factor of
ten. The investigators concluded that pores have a signifi-
cant effect, and the maximum pore size obtained with con-
ventional metallographic techniques is understated [120].

The secondary dendrite arm spacing has been reported
to be primarily controlled by composition, cooling rate,
local solidification time, and temperature gradient [121].
The relationship between dendrite arm spacing and cool-
ing rate was:

(2)

where dT/dt is the cooling rate in °C/min and DAS is
dendrite arm spacing in millimeters.

The secondary arm spacing was found to control the
size and the distribution of pores and hence the mechani-
cal properties.

The effects of microstructure on dendrite arm spacing
and mechanical properties of a low hydrogen material
resulted in the following relationship:

(3)

where V is the average cooling rate in K/sec from the
liquidus to the eutectic and a and n are constants deter-
mined for each alloy [122].

The form of the equation was similar to that devel-
oped by Flemings. Relationships between mechanical
properties and dendrite arm spacing were also developed
using an expression of the type:

(4)

where Y is the property of interest and a= and n= are
constants determined for each alloy and property [122].

The published literature consistently reports a strong
relationship between cooling rate and the dendrite arm
spacing. Similarly, good relationships are found between
dendrite arm spacing and ultimate tensile strength, yield
strength, and ductility.

2. Porosity Effects on Properties

Pores form during solidification, whether from
solidification shrinkage or hydrogen, and they have a
substantial effect on mechanical properties. The tensile
strength and elongation of 201 aluminum decreases with
porosity associated with density decreases of up to 4%
[123]. Test plates were cast in various lengths and
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thicknesses with a sprue, ingate, and riser on one end,
and a steel chill on the opposite end. The effect of distance
from the riser on the tensile strength and elongation in a
20-cm (7.9-in.)-long plate is illustrated in Fig. 15A and
B, and the effect of porosity on strength and elongation
in the alloy is illustrated in Fig. 16A and B [123]. Low
porosity and the best properties were found in specimens
solidified against the chill or near the riser.

In sand- and chill-cast A356-T6 aluminum, it was
found that the yield strengths were similar, but the ulti-
mate strengths were higher in the chilled castings [124].
The ultimate strengths were about 289 MPa (42 ksi) in
chilled castings and 275 MPa (40 ksi) in sand castings. It
was concluded that the dendrite spacing was important
and that microcracks propagated through the Mg2Si par-
ticles during fracture.

The spatial arrangement of pores is an important char-
acteristic affecting properties [125]. Pore clusters of a
given size and volume fraction have been found to be
more deleterious to mechanical properties than uniformly
dispersed pores having the same average pore size and
volume fraction. Factors were developed to express the
pore clustering tendency using a ratio of the average near-
est neighbor distance [125].

The effect of hydrogen concentration and cooling rate
on the strength and elongation of alloys containing 7%
silicon, 10% silicon, and 3% copper was examined over

the hydrogen concentration range of from 0.16 to 0.37
mL H2 per 100 g of aluminum at NTP. Both strength and
elongation increased with higher cooling rates, at least
up to 4°C/sec. At a given cooling rate, strength and elon-
gation values decreased as the hydrogen content in-
creased [103].

High-quality aluminum castings usually have less than
1 % porosity in any section, and the pore size on a pol-
ished plane usually ranges from about 0.025 to 0.250
mm (0.001–0.01 in.). Since porosity cannot be com-
pletely eradicated, an acceptable level of porosity must
be established in relation to the properties needed in a
particular area. Pores act as stress concentrators, initia-
tion sites for fatigue cracks and reduce tensile elonga-
tion. Low elongation values reduce the work hardening
that occurs during deformation and reduce the ultimate
strength. But, pore shape has been reported to have a
minimum effect on tensile strength so long as the poros-
ity is less than about 2% [126].

The effects of hydrogen, degree of modification, and
cooling rate on the morphology and volume porosity in
A356 and 319.2 aluminum as cast end-chilled plates has
been examined [87, 127]. In thinner castings, the maxi-
mum porosity occurred between the end of the casting
and the riser, which is consistent with the results obtained
by other investigators [125, 123]. In thicker sections, the
region having the highest porosity was shifted toward

Figure 15 Effect of distance from the riser on (A) tensile strength and (B) elongation of specimens removed from 200-
cm- long plates of A201 aluminum.
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the riser, and there was less porosity in castings with
larger risers. Ultimate strength and elongation values
were sensitive to porosity and the relationship between
porosity and properties was nonlinear [87, 128] Porosity
values below 0.5% were found to reduce tensile elonga-
tion by negligible values.

Tensile property measurements and metallographic
analysis of A356 and A357 have been conducted to find
factors that might be used in specifications or as a basis
for design stress values [129]. The physical parameters
considered were the cell count, aspect ratio of silicon
particles and porosity. The properties of interest in-
cluded 0.2% offset yield strength, ultimate strength, and
total elongation. All three parameters had a significant
effect on the tensile properties of the alloys. However,
pores having diameters of less than 19 µm were not
found to degrade ductility but rather to arrest the
microcrack propagation between adjacent silicon parti-
cles.

An empirical expression describing the relationship
between ultimate strength and porosity is expressed by
Eq. (5) [130].

, (5)

where
σp = the ultimate strength of the porous material
σn = the ultimate strength of the nonporous material,

η = the porosity
θ = an empirical constant varying between 3 and 6

Recent research on A356-T6 aluminum has given values
of θ in the range of 2 to 3 [131].

G. Microstructure Development in Cast
Iron

Cast iron is an iron-based alloy containing at least 2.1%
carbon. Most commercial cast irons contain from 3.2%
to 3.7% carbon, 1.8% to 2.4% silicon, 0.5% to 0.8%
manganese, and smaller amounts of sulfur, chromium,
copper, nickel, tin, phosphorous, and other minor ele-
ments.

The microstructure of most cast iron consists
primarily of graphite in a matrix of either ferrite or
pearlite or a combination of the two. The volume percent
of graphite is usually in the range of 8% to 13% with the
matrix phases (ferrite and pearlite) occupying from 87%
to 92% of the volume. Minor amounts of carbides and
nitrides may be present with volume fractions usually
less than 0.5%.

When cast irons solidify, the phases formed can
include austenite, graphite, iron carbide, and a ternary
iron-phosphorus-carbon compound (steadite). Massive
(eutectic) carbides must be minimized because their

Figure 16 Effect of porosity in A201 aluminum on (A) tensile strength and (B) elongation.
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presence degrades the ductility and produces machining
difficulties. Minimizing the massive carbide formation
demands that graphite form during eutectic solidification.

Graphite is carbon precipitated as free carbon with a
hexagonal crystalline structure. Graphite formation be-
gins with nucleation near the austenite-graphite eutectic
temperature of about 1150°C (2100°F). Compounds
formed by reactions between magnesium, sulfur, and
oxygen form nuclei on which graphite can grow, and ini-
tial graphite growth occurs by the addition of carbon
atoms to the nucleus. Growth continues as carbon atoms
diffuse through liquid metal in the case of gray iron, and
through an austenite shell in the case of ductile iron, to
become attached to the flake or nodule. The growth proc-
ess controls the final graphite shape. Graphite acts like
voids or cracks in iron, and higher strengths are favored
by low carbon equivalent values, inoculating additions,
and section sizes that minimize flake length [132].

When graphite precipitates as elongated flakes, the
resulting product is gray iron. When graphite precipi-
tates as nodules or spheres, the iron is called nodular or
ductile iron. Graphite flakes in gray iron consist of planes
that grow in the a-axis direction with basal planes in con-
tact with austenite. The weak bonds between the basal
planes permit relatively easy bending and twisting as
flakes grow. Spheroidal graphite growth proceeds
radially from the nucleation point along the c-axis direc-
tion. Basal planes are again in contact with solid
austenite. Spheroidal graphite growth is the result of a
high interfacial energy between iron and graphite that
changes the graphite growth direction. Low oxygen and
sulfur concentrations increase the interfacial tension and
cause graphite to precipitate as nodules rather than as
flakes.

If, during solidification, insufficient nuclei are present
to provide graphite growth centers, the liquid metal cools
to the metastable eutectic carbide formation temperature,
and massive carbides form from the liquid. As iron cools
after solidification, the carbon solubility in austenite de-
creases from about 2.1% at 1150°C (2100°F) to about
0.7% at 715°C (1320°F). The rejected carbon can pre-
cipitate onto existing graphite flakes or nodules, precipi-
tate as microscopic iron carbides in the austenite, or be-
come supersaturated in the austenite and transform to
microcarbides during the eutectoid reaction.

At or near 715°C (1320°F), the eutectoid reaction
occurs and austenite usually decomposes to produce fer-
rite and pearlite, although at low cooling rates, graphite
can also be formed. Graphite growth requires sufficient
time for carbon to diffuse from the austenite over dis-

tances of 5–25 µm (200–1000 µin.) to attach to existing
graphite.

Pearlite is composed of thin plates of (Fe, Mn, Cr)3C
and ferrite. Because the plates are quite small, the car-
bides in pearlite are sometimes referred to as
microcarbides to differentiate them from eutectic car-
bides that are large enough to be seen by the unaided
eye. Most gray irons have a matrix of pearlite, and duc-
tile irons range from 100% ferrite to 100% pearlite de-
pending on the desired tensile strength. Eutectic carbides
may be present, but are almost always undesirable.

The mechanical properties of most interest to
foundrymen have historically been the tensile strength
and hardness of gray iron, and modulus, yield and ulti-
mate strength, and hardness of ductile iron. The modu-
lus and yield strength of gray iron are rarely measured.

High pearlite contents produce higher yield and ulti-
mate strengths, higher hardness values, and lower elon-
gation values in ductile iron. The ferrite content of duc-
tile iron has a significant effect on ductility, with pro-
gressive increases in ductility occurring as the ferrite con-
tent increases. The strength of gray iron is dominated by
the alloy content that controls the matrix strength and
free carbon content [133–137]. The tensile elongation of
gray iron is never high, typically between 0.2% and
0.3%, because of the presence of graphite flakes.

The influence of alloying elements on the tensile yield
and ultimate strengths of ductile iron are primarily a re-
sult of the ferrite and pearlite contents. Most alloy ele-
ments including copper, manganese, nickel, chromium,
and molybdenum function by increasing the
microcarbide content or decreasing the pearlite spacing.
Silicon is unusual because it tends to increase the ferrite
content, but it also hardens and strengthens the ferrite.
Silicon can also decrease the strength of irons intended
to have pearlite structures by increasing the ferrite con-
tent, but at sufficiently high concentrations, silicon in-
creases the strength by solid solution hardening [136].

VI. NONDESTRUCTIVE INSPECTION AND
CORRELATIONS WITH PROPERTIES

Nondestructive evaluation (NDE) techniques have been
used since the 1920s for part inspection, quality control,
and process control. Properly implemented, NDE not
only reduces parts rejected by the end user but provides
feedback to the foundry for improving the casting
process. The economic benefits of NDE lie in finding
anomalies early in the manufacturing process, reducing
customer rejects, reducing life-cycle costs, and
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improving part consistency and quality. When properly
applied, process cost reductions and quality
improvements outweigh the costs of inspection.

To effectively inspect a part, designers must consider
the inspection process during the design stage. Adding
NDE as an afterthought may increase inspection costs
and inspecting critical areas might be impossible. For ef-
fective inspection, consideration must be given to the fol-
lowing [138]:

Fracture mechanics/NDT relationships
Safe life/fail-safe criteria
Critical area accessibility
Testing and verification procedures
Process anomalies

Designers should also understand the capabilities of
various nondestructive techniques. No single technique
provides complete inspection, and designers need to
know whether particular techniques will reliably detect
important anomalies in their parts.

The goal of NDE is to accurately identify parts that
do not meet requirements. Requirements might focus on
anomaly sizes in stressed areas, radiographic ratings,
thickness at a particular location, or specific phases in
the microstructure. Based on experience, code
requirements, and experimental data, designers must
anticipate and specify unacceptable anomalies.
Anomalies may affect the modulus, yield strength, fatigue
strength, corrosion resistance, pressure tightness, etc.

The ability to truncate populations of parts and
remove parts with low properties has a significant effect
on the design process. A histogram of tensile strength
data from a population of A356 aluminum is illustrated
in Fig. 17. These specimens contained microshrinkage
that produced a skewed normal distribution. If it is

assumed that population is normal, there would be a
95% confidence that 95% of the population would meet
a minimum strength of 23.7 ksi.

Ultrasonic attenuation responds to microporosity in
cast aluminum [139]. If 2.25-MHz attenuation is used to
truncate the population and remove specimens with
attenuations above 4 dB, the strength distribution
illustrated in Fig. 18 is obtained. The truncated
distribution is narrower and normal. After truncation,
there is 95% confidence that 95% of the specimens
would have strengths above 30 ksi.

Truncation can also improve the reliability of parts.
Distributions of calculated stresses under different duty
cycles and fracture stress data from one material
population are presented on the X axis of Fig. 19, and
the frequency of occurrence is shown on the Y axis. The
strength of a material being considered for an application
must be known as from this data, estimated from
experience, or available from published literature.

Designers sometimes use a bump-down factor on
material strength to account for unexpected anomalies
or a bump-up factor on the calculated stresses to account
for unanticipated loads in service. The difference between
the bump-up stress value and the bump-down strength
value is sometimes referred to as the safety factor. If,
through truncation, the strength can be raised and, more
importantly if the distribution can be narrowed, the
safety factor or the working stress can be increased
without compromising part reliability.

The following material reviews several nondestructive
techniques that are useful in evaluating castings. Data
obtained during inspection of some aluminum and iron
castings and relationships between NDE signals and
properties are described in the following material.

Figure 17 A histogram of ultimate strengths from 58
A356-T6 aluminum tensile specimens.

Figure 18 A histogram of ultimate strengths from 37
A356-T6 aluminum tensile specimens with ultrasonic
attenuation less than 4 dB.
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Density is a material property and low densities reflect
the presence of pores or holes but not the location of the
hole. The function of liquid penetrant inspection is to
locate cracks or holes extending to the surface. The
function of penetrating radiation and ultrasonic beams
provide information about the size and location of
anomalies and some structural features in parts.

A. Density Measurements

Density is, by definition, a measure of mass per unit vol-
ume of material. While not frequently used, bulk density
measurements can provide useful information about
structure and soundness, especially in smaller parts. Low
density is often responsible for low tensile and fatigue
performance.

A generic part with a uniform shape is illustrated in Fig.
20. The part has one pore open to the surface (open pore)
and one not open to the surface (closed pore). Three differ-
ent values of density, referred to as bulk density, apparent
density, and true density can be determined for this speci-
men based on dry weight, wet weight, and immersed weight.

Bulk density is defined as the part weight divided by
the bulk volume. Bulk volume includes the total volume
of the closed pore, open pore, and solid material. Bulk
density is expressed as:

(6)

where

ρb = bulk density
Wx = specimen weight

Vb = bulk volume of the specimen
Vs = solid material volume that does not contain a

pore
Vop = total volume of open pores
Vcp = total volume of closed pores.

Apparent density is defined as the part weight divided by
its apparent volume, which is the total volume of the
solid material and the closed pore. The apparent volume
is equal to the bulk volume minus the open pore volume.

The apparent density can be calculated using Eq. (7).

(7)

where ρa is the apparent density and Va is the apparent
volume.

The true material density is the weight of the part di-
vided by the volume of the solid material. True density is
calculated using Eq. (8)

(8)

where ρt is the true material density.
If there are no open pores, the bulk density and ap-

parent density are the same. If, however, pores extend to
the part surface, the two density values may be quite dif-
ferent, with the bulk density having the lower value.

There are several methods for measuring density, but
the immersion method has the advantage of being useful
when parts or specimens have an irregular shape. Im-
mersion measurements require a reference liquid with
known density as a function of temperature and atmos-
pheric conditions. Accurate determinations require that

Figure 19 Interaction of part design, working stress, and
strength.

Figure 20 Schematic of a specimen used to define density
measurement terminology. 1—material without pores,
2—closed pore, 3—open pore.
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buoyancy effects of air and the reference liquid be con-
sidered, as in Eq. (9).

(9)
where

Wd = part weight in air or “dry weight”
Ws = part weight suspended in the reference liquid
Ww = “wet weight” or the part weight in air with the

reference liquid filling open pores
ρad = air density during dry weight measurements
ρaw = air density during wet weight measurements
ρww = density of the reference liquid in wet weight

measurements

Values of ρad, ρaw, and ρww can be found in published lit-
erature or measured [140].

The steps in making density measurements using a
wetting reference liquid are summarized as follows:

1. Clean the part to remove cutting fluids or oils.
2. Bake to remove adsorbed moisture.
3. Cool to room temperature in a desiccator.
4. Weigh in air to determine the dry weight.
5. Immerse in the reference liquid and allow the liquid

to penetrate the pores.
6. Suspend in the reference liquid and measure the sus-

pended weight.
7. Lightly dry without removing liquid that has pen-

etrated the surface pores.
8. Determine the wet weight.
9. Calculate density using Eq. (9).

B. Liquid Penetrant Inspection

Liquid penetrant inspection is used to locate
discontinuities as thin as 1 µm so long as they are open
to the surface [141]. This technique is simple and less
expensive than most other nondestructive techniques and
can be used on most castings. The effectiveness of LP
inspection depends on the liquid wetting the surface and
penetrating cavities. Penetration is a function of surface
cleanliness, cavity shape and size, and wetting character-
istics of the liquid. However, the surface being inspected
must be relatively smooth and nonporous.

Both visible and fluorescent penetrants are available in
a range of sensitivities. Visible penetrants can be viewed

under white light, and fluorescent penetrants require a
black light for inspection. The sensitivity range to be used
depends on the size of the imperfection being sought and
the part surface quality. Rough surfaces inspected with
sensitive penetrants can produce false indications.

The first step in LP testing is surface preparation.
Contaminants such as oil, water, or dirt must be removed
or the penetrant will not wick into anomalies. The sec-
ond step is to apply the penetrant and allow its absorp-
tion into surface anomalies. Penetrants are then washed
from the surface. Some penetrants are water soluble and
are removed by spraying with water. Oil-based penetrants
require an emulsifier or solvent for removal. In all cases,
care must be used to remove only the penetrant from the
surface and not from the anomaly. A developer is then
put on the part surface to aid penetrant seepage from
anomalies to the part surface. The developer magnifies
the cavity and allows it to be seen. Finally, the casting is
ready to be examined and the anomalies rated [141].

C. Penetrating Radiation Inspection

Penetrating radiation inspection uses differences in absorp-
tion between sound metal and either inclusions or pores
to produce images that reflect local density differences.
The minimum density or thickness difference that can re-
liably be detected is about 2% of the part thickness trans-
verse to the beam path. Three components are needed to
produce a radiographic image—a radiation source, the test
piece, and a method to record the penetrating radiation.

1. Radiation Sources

X-rays and gamma rays are the two most common types
of penetrating radiation. X-rays are produced by the im-
pact of high-energy electrons against an anode. When an
electron strikes the nucleus of an anode atom, the elec-
tron energy is converted into a photon having the high-
est energy for the voltage applied. It is more likely, how-
ever, that an electron will strike an electron orbiting the
nucleus, and when this happens, the electron loses some
energy before reaching a nucleus. When it does strike the
target nucleus, lower-energy photons are produced. The
range of electron interactions produces a continuous
spectrum of wavelengths, and the low-energy “soft” ra-
diation tends to darken film without providing any use-
ful information.

Gamma rays are produced by radioactive decay of
isotopes such as thulium-170, iridium-192, cesium-137,
cobalt-60, and radium. There is little difference between
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x-rays and gamma rays except that gamma rays may have
distinct wavelengths and usually have higher energies.
For example, iridium-192 emits gamma rays with 12
different wavelengths having energies ranging from 0.21
to 0.61 MeV [138].

2. Test Pieces

Each material absorbs and attenuates x- and gamma rays
at rates that depend on the radiation source, material
characteristics, and test piece density. Differences in at-
tenuation provide the radiographic density variations
observed on the recording medium. Absorption and at-
tenuation depends not only on the density and atomic
structure of the test piece but also on the energy, inten-
sity, and type of radiation.

A successful exposure minimizes recording low-energy
scattered radiation. Where possible, the tube voltage is
increased to produce higher-energy radiation or the beam
is “hardened” by placing a copper or lead filter between
the tube and test piece. The filter blocks some of the soft
radiation but allows higher-energy photons to pass
through [138].

3. Recording Media

The recording media produces a permanent visible image
of the variations in radiation intensity on the recording
plane. The recording media can be film, radiographic pa-
per, electrostatically sensitive paper, or a digital detector.
Film is the most common recording media and consists of a
thin plastic sheet coated on one or both sides with silver
halide grains, usually silver bromide. When an x-ray reacts
with silver halide, a latent image is formed that can be made
visible by reacting the exposed grains with a developer that
converts the exposed grains to black metallic silver.

When the film is immersed in a fixer, the unexposed
silver halide is converted into a water-soluble compound
that can be washed off to produce a transparent area
[141]. The variation in metallic silver density produces
the “gray levels” observed in the film. Film densities are
usually measured using a densitometer.

Geometric unsharpness is the result of shadows pro-
duced by interactions of x-rays with edges of anomalies
and test pieces [138]. Eliminating unsharpness requires
an infinitely small anode spot size.

4. Radiographic Sensitivity

Radiographic sensitivity is a measure of the useable
information contained on the x-ray detector and reflects
both radiographic contrast and definition. Contrast is

the ability to see differences in gray level from one area
of the film to another, and radiographic definition is the
sharpness of the transition from one contrast level to
another [138].

An image-quality indicator (IQI) or penetrameter is
always placed on a detector during an exposure to pro-
vide a record of the image quality. The IQI usually con-
tains small geometric features, such as holes or wires,
corresponding to numerical fractions of the test piece
thickness.

ASTM E-142 describes an IQI with holes. The
penetrameter should be made from the same or a
radiographically similar material as the test piece and
have a thickness corresponding to about 2% of the test
piece thickness in the area of interest. For example, a 2%
penetrameter for a 25.4-mm (1-in.)-thick section would
be 0.51 mm (0.020 in.) thick.

The IQI usually contains three holes, referred to as
1T, 2T, and 4T holes. The thickness and hole diameter in
the IQI are used to establish radiographic sensitivity. A
common radiographic sensitivity level of 2–2T indicates
that the 2T hole in a 2% IQI is visible on the finished
radiograph. Penetrameters are basically go/no-go stand-
ards. Either the sensitivity meets the requirements or they
do not [138].

5. Image Interpretation

Radiographic interpretation requires the interpreter to
understand not only the process and limitations by which
the image was produced but also the method of producing
the test piece. This knowledge comes from experience and
training, without which interpretation is difficult. Even
with training, results vary between interpreters [138].

D. Ultrasonic Inspection

Mechanical vibrations at frequencies above about 20,000
Hz exceed the range of human hearing and are called
ultrasound. Piezoelectric materials are used to produce
ultrasonic transducers, and such transducers can generate
and receive ultrasound. Intermittent voltage spikes are
passed through transducers to bring them to resonance,
and as a first approximation, the transducer operates as
a piston to produce a high-frequency signal. The signal
passes through the part being examined, is picked up by
the same or a different transducer, and converted into an
electrical signal that can be displayed and analyzed [139].

The passage of ultrasonic signals across an interface
is a function of the angle of incidence and the properties

Copyright © 2004 by Marcel Dekker, Inc.



Scott et al.376

of the medium. For normal incidence, the important pa-
rameter is the acoustic impedance (Z) of the transducer
and the material being inspected. If there is no imped-
ance mismatch across an interface, all of the energy is
transmitted. If there is a mismatch, the energy transfer
will be less than 100% [139].

The two most common ultrasonic techniques are re-
ferred to as “pulse-echo” and “through transmission”
modes. In the pulse-echo mode, a transducer sends pulses
into the test piece and then collects the returning signals
(echoes). The pulse-echo method allows anomalies to be
spatially located based on the signal velocity and the time
of flight. The quantities of interest are the amplitude of
the echo and the transit time of the pulse from the trans-
mitter to the anomaly and back to the receiver.

The through transmission technique uses two trans-
ducers, one to generate the signal (pitch transducer), and
the second to receive the signal (catch transducer).
Discontinuities cause signal reflections that indicate high-
impedance interfaces. Transducers can also be used to
measure signal attenuation but these systems are less
common than pulse-echo systems.

Ultrasound waves travel through most solids and liq-
uids reasonably easily, but they are poorly transmitted
by air. For this reason, a coupling agent such as water,
oil, or special gels are used to eliminate the air gap be-
tween the transducer and the test piece. When a trans-
ducer is placed near a specimen surface with a couplant,
the technique is referred to as the “contact method.”
When a bath of liquid, usually water, serves as the energy
transmission medium, the technique is referred to as the
immersion method [139].

Ultrasonic inspection methods examine a much larger
volume of material than metallographic methods. Ultra-
sonic measurements are accurate, reliable, and relatively
inexpensive so long as surface finish and coupling issues
are considered [142–147].

Ultrasonic wave lengths are calculated using Eq. (10):

(10)

where

c = sound velocity, m/sec
f = frequency, Hz
λ = wavelength, m

Some typical values of wavelengths in cast aluminum
and iron as a function of frequency are presented in
Table 5.

Ultrasonic inspection is usually conducted at frequen-
cies of from 1 to 5 MHz, and anomalies having dimen-
sions larger than one quarter of the wave length are usu-
ally detectable. Signal scattering (attenuation) caused by
dispersed microporosity can be used but is not common
in the casting industry.

Micropores usually range between 25 and 250 µm in
length on a polished section, but cluster dimensions can
be much larger. The degree of signal attenuation is pro-
portional to the microporosity.

Ultrasonic velocity is related to the modulus and den-
sity of the material being inspected. Ultrasonic velocity
has been used for many years to assess graphite nodularity
in ductile iron, and to some extent, the tensile strength of
gray iron [142–145, 148–151]. The velocity of a longitu-
dinal wave through a material can be expressed as [139]:

(11)

where

v1 = longitudinal ultrasonic velocity
E = modulus
ρ = density
µ = Poisson’s ratio

Table 5 Frequency Effects on Ultrasonic Wavelengths

Ultrasonic velocity numbers are approximate. The actual velocity in materials within each category
varies with composition and density.
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The engineering modulus of a material is usually de-
termined from stress-strain curves, but can be determined
from ultrasonic velocity and density measurements by
rearranging Eq. (11).

(12)

where K is a units conversion factor. K is 10-6 if E, ρ, and
v1 are expressed as MPa, kg/m3, and m/sec, respectively.

Pore-free A356 and A357 aluminum has a Poisson’s
ratio of about 0.35, and Eq. (12) reduces to:

(13)

where E, ρ, and v1 are in MPa, kg/m3, and m/sec, respec-
tively.

Poisson’s ratio is about 0.23 to 0.24 in gray iron, and
the equation for calculating modulus in iron reduces to
Eq. (14):

(14)

Again, E, ρ, and v1 are in MPa, kg/m3, and m/sec, respec-
tively.

The stress associated with an ultrasonic wave is quite
low, and modulus values calculated from ultrasonic ve-
locities are often referred to as “low-stress” modulus.
These values are almost always higher than values ob-
tained from tension or compression tests.

The modulus of most aluminum alloys is about 70
GPa (10 Mpsi) but may be lower if the material contains
porosity. The modulus of cast iron is a function of the
microstructure and primarily a function of the graphite
volume and shape [146].

Ultrasonic attenuation measurements reflect energy
dissipation as waves pass through a material. Ultrasonic
attenuation or amplitude reduction (AR) is calculated
using Briggs logarithmic equation as [139]:

(15)

where A1 is the amplitude of the input or reference signal
and A2 is the amplitude of the received signal measured
in decibels (db).

The amplitude reduction is a property of a particular
specimen, length, and surface finish. The attenuation
coefficient has units of decibels per unit length and is a
material property.

The two principal causes of attenuation are
absorption and scattering. Absorption losses are caused
by dislocation damping, anelastic hysteresis, relaxation,
and thermoelastic effects. Absorption losses involve the
conversion of acoustic energy to heat and are essentially

independent of crystal grain size, shape, and volume
[150, 152, 153].

The attenuation due to absorption is a function of
frequency and can be expressed as:

(16)

where

αa = attenuation coefficient due to absorption
Ca = a constant unaffected by material grain size and

anisotropy
f = frequency of ultrasound

Ultrasonic scattering occurs at grain and phase boundaries
by reflection and refraction [153]. Signal attenuation is gen-
erally higher if there is a microstructural feature with a size
ranging from about 0.25 to about 1.75 times the wave-
length. Thus attenuation measurements can be used to esti-
mate grain size, large inclusions, and eutectic cell sizes [146].

Generazio [154] summarized the expressions for ultra-
sonic attenuation caused by scattering as a function of fre-
quency into three regimes referred to as Rayleigh, stochastic,
and diffusion based on the grain size relative to wavelength:

1. Rayleigh scattering occurs when the wavelength, λ,
greatly exceeds mean grain size D(λ>>D)

(17)

2. Stochastic scattering occurs where λ≈D

(18)

3. Diffusion scattering occurs where (λ<<D):

(19)

where αs, is the attenuation coefficient due to scatter-
ing and Cr, Cs, and Cd are constants that depend on
material parameters including elastic constants. These
equations are generally valid for homogeneous, regu-
lar, and equiaxed systems.

In general, all three types of scattering may occur
simultaneously [154], and the total ultrasonic attenuation
coefficient can be expressed as:

(20)

where α is the total attenuation coefficient.
Ultrasonic attenuation in cast aluminum is largely

caused by porosity, but in some cases can be caused by
grain boundaries. In cast iron, attenuation is caused by
the interfaces between graphite and the iron matrix,
pearlite structure, and by porosity. Ultrasonic attenuation
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is sensitive to small changes in graphite shape that may
have a significant effect on tensile properties [150].

Several variables affect ultrasonic energy loss occur-
ring as waves leave one transducer, enter a material, pass
through the material, and exit to be picked up by either
the same or a different transducer. Important factors in-
clude surface roughness, specimen soundness and shape,
inspection frequency, and the sample microstructure.
Considerable care is necessary because of possible varia-
tions in coupling, surface finish, and surface cleanliness.
Ultrasonic attenuation caused by the material must be
separated from energy losses that occur between trans-
ducers and the work piece before accurate correlations
can be developed with microstructure.

E. Ultrasonic Measurements in Cast Alumi-
num and Iron

A typical through-transmission waveform is illustrated in
Fig. 21. Three points are labeled including (1) first break,
(2) first compressive peak, and (3) second compressive
peak. The first break is the point where the transmitted
signal causes the receiver crystal to begin to respond and
create enough voltage to move off the base line. The posi-
tive peaks correspond to compressive waves that pass
through the material and reach the receiver crystal [155].

1. Ultrasonic Velocity

The ultrasonic velocity through a material is determined
by dividing the specimen thickness by the transit time
of the signal. Small differences in calculated velocity are
obtained depending on whether velocity is calculated

from the first break, first peak, or second peak transit
time.

The transit time is measured by comparing a wave
passed through the specimen to a reference wave. A ref-
erence wave can be obtained by putting the pitch and
catch transducers face to face or by putting a known
material between pitch and catch transducers to create a
time delay. By comparing the time difference between
specific curve features obtained with a reference signal
and a signal obtained after passage through the test piece,
three velocities can be calculated. These values are re-
ferred to as the first-break velocity (FBV), first
compressive peak velocity (FCPV), and the second
compressive peak velocity (SCPV). The SCPV generally
ranges from 5800 to 6200 m/sec (0.23 to 0.245 in./µsec)
sec) in aluminum, from 4300 to 4800 m/sec (0.17 to 0.19
in./µsec) in gray iron, and from 4800 to 5300 m/sec (0.19
to 0.21 in./µsec) through ductile iron depending on the
carbon equivalent and graphite nodularity [155].

The FBV is used in many commercial ultrasonic in-
struments such as thickness gauges. First-break values
are based on the minimum pulse transit time through the
sample and are relatively easy to measure if the signal
has a minimum amount of noise and the material attenu-
ation is not high. Porosity and other anomalies may not
be seen using the first-break technique if there is a path
for the wave through the specimen. Large pores may
completely block wave transmission and be found, but
small pores produce only small changes in FBV.

Some differences are found when velocity is measured
using the different techniques because of energy losses
within the specimen. Energy losses reduce the wave center
frequency so the FBV is usually higher than FCPV, which
is higher than SCPV. Specimens with higher attenuations
create greater differences in the velocities, and SCPV val-
ues are affected more than the first-break values.

2. Ultrasonic Attenuation

Ultrasonic amplitude reduction (attenuation) can be cal-
culated from the same signals used to calculate velocities
by determining the peak height reduction after a signal
has passed through the test piece. Attenuation is calcu-
lated by comparing the peak amplitudes from the refer-
ence signal and from the test piece, using Eq. (15).

F. Nondestructive Evaluation-Property
Correlations in A356-T6 Aluminum

Ivan produced castings where systematic variations were
made in the casting process and these castings were

Figure 21 Typical ultrasonic wave indicating the first break,
first compressive peak, and second compressive peak.
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inspected using density, x-ray, and ultrasonic techniques
to correlate properties with NDE signals [156, 157].
Experimental variables included casting thickness, the use
of grain refiners and eutectic modifiers, and pouring
temperature. The metal was well degassed, checked using
an RPT procedure to ensure low hydrogen concentr-
ations, and carefully poured and filtered in the mold to
minimize dross in the castings.

The castings were made as plates with plate
thicknesses of 12.6 or 16 mm (1/2 or 5/8 in.), and all
castings were heat-treated to the T6 condition.
Castings were rated radiographically according to
ASTM Standard E-1472 using ASTM E-155. The
majority of the plates contained only sponge porosity
with grades ranging from 1 to 5. The bulk density of
each plate was measured and found to correlate with
the x-ray rating.

Tensile blanks were removed from various locations
to obtain specimens with a range of porosity values. The
density of each blank was determined, and each blank

was radiographed using both film and a digital x-ray
detector and ultrasonically inspected using both through
transmission and pulse-echo methods. Tensile specimens
were machined and tested and the ultimate strength, yield
strength, and elongation values compared to the NDE
signals. Metallography and fractographic examinations
were made on fractured specimens to identify anomalies
affecting strength and elongation.

1. Tensile Property Correlations with Density

Correlations between density and both yield and ultimate
strengths are illustrated in Fig. 22. Specimen density
ranged from 2.635 to 2.675 g/cm3, and both the yield
and ultimate strengths progressively increased with den-
sity. The correlation with ultimate strength was best with
a correlation coefficient (R2) of 0.67.

The relation between density and elongation is illus-
trated in Fig. 23. A slight decrease in density had a sig-
nificant effect, and the elongation increased from 2% to

Figure 22 Effect of density on yield and ultimate tensile strength in A356-T6 cast aluminum.
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7% as the density increased from 2.65 to 2.67 g/cm3.
The porosity serves to nucleate cracks that propagate
before much tensile elongation can occur.

The porosity of each specimen was calculated using
Eq. (21). A density of 2.673 g/cm3 (0.097 lb/in.3) obtained
from hipped material was used for the reference density:

(21)

where

P = percent porosity
ρmax= reference density
ρ = bulk density of the specimen under considera-

tion

The porosity in as-cast specimens generally ranged from
about 0.04% to 1.38%.

The correlation between porosity and both ultimate
and yield strength is illustrated in Fig. 24. Ultimate
strength decreased linearly from 277 to 187 MPa (40 to
27 ksi), and the yield strength decreased from 215 to 180
MPa (31 to 26 ksi) over the porosity range. The correla-
tion between porosity and specimen elongation is illus-
trated in Fig. 25. Specimen elongation dropped from

about 9% to 2.5% when porosity increased from 0% to
0.5%. Further increases in porosity above 0.5% de-
creased the elongation to values usually under 1%.

2. Property Correlations with X-Ray Data

Ivan also digitally radiographed castings and specimen
blanks using a 12-bit gray-scale detector, and developed
radiographic standards relating density changes to gray
level [156]. Gray-level measurements were then made on
the specimen blanks. One measurement made from the
radiographs was the sum of the lengths of the major and
minor axes of ellipses drawn around the anomalies. This
measurement was made on indications with a density loss
of 5% or greater.

The relationship between the sum of the major axis
lengths with 5% or greater density loss and ultimate
strength is illustrated in Fig. 26. The ultimate strength
decreased linearly with increasing size and/or number of
anomalies. Figure 27 presents similar data illustrating the
effect of pores on elongation. The radiographic system
resolution was not able to clearly define the transition
from higher to lower elongation values.

Tensile elongation was more sensitive to porosity than
tensile strength. In general, tensile properties decreased

Figure 23 Effect of density on tensile elongation strength in A356-T6 cast aluminum.
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as the sum of the anomaly axis lengths increased. The
tensile response undoubtedly depends on both amount
and distribution of porosity. Because x-ray radiography
provides a 2-D representation of a 3-D structure, there
may be situations where a particular porosity distribution
is less harmful to the mechanical properties even when
there is the same reduction in thickness.

3. Property Correlations with Ultrasonic Signals

Pulse-echo ultrasonic measurements were made in the
gage area of each specimen and the echo voltage
produced by the largest reflector compared to the tensile
properties. The relationship between the reflected signal
peak voltage at 2.25 MHz and tensile strength illustrated
in Fig. 28. The yield and ultimate strength values
decreased linearly with increasing echo peak voltage.

If porosity affects ultrasonic attenuation and echo
peak height, there should be a relationship between
ultrasonic measurements and density. Such relationships
are illustrated in Fig. 29 where attenuation at 5 MHz is

shown as a function of density, and in Fig. 30 where the
maximum peak reflected voltage is shown as a function
of porosity. An approximately linear relationship was
found in both cases that porosity is a significant source
of signal attenuation and reflection.

Attenuation measurements were made along the axis of
specimen blanks, and the correlation between attenuation
at 5 MHz and tensile strength is illustrated in Fig. 31. The
ultimate strength decreased linearly with attenuation from
260 MPa (38 ksi) at 2 dB to 195 MPa (28 ksi) at 20 dB.
Elongation decreased exponentially as illustrated in Fig. 32.

4. Metallography and Fractographic Correlations

Tensile fractures were examined and features on the
fracture surface were measured. A fracture surface
containing shrink porosity is illustrated in Fig. 33. The
fraction of the surface containing shrinkage was
compared to the tensile strength, and the results are
illustrated in Fig. 34. Both ultimate and yield strengths
decreased approximately linearly with fracture surface

Figure 24 Effect of porosity measured from density on yield and ultimate strength.
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porosity. The effect of fracture surface porosity on
elongation is illustrated in Fig. 35, and elongation was
found to decrease exponentially with porosity.

Metallographic examinations were conducted on ten-
sile specimens along the tensile axis, and a section is il-
lustrated in Fig. 36. From observations made on the frac-
ture surface and from fracture mechanics principles, the
pores in a cluster were considered to be interconnected,
and the “flaw” size was the diameter of the cluster. Typi-
cal pore clusters are circled in Fig. 36.

The average diameter of each cluster on the polished
cross sections was measured and relationships between
cluster diameter and tensile properties were developed as
illustrated in Figs. 37 and 38. Tensile strength decreased
linearly and elongation decreased exponentially with
cluster diameter.

A comparison of the metallographically measured
flaw area and the tensile fracture flaw area is illustrated
in Fig. 39. The area of fracture surface porosity was found

to be about three times the area of the pore cluster area
determined metallographically.

G. Nondestructive Evaluation Applications
to Gray and Ductile Iron

Ultrasonic techniques are often used to locate relatively
large internal discontinuities in castings, which may be a
shrinkage, slag, dross, gas, voids or nonmetallic phases,
and some investigators have reported that the yield and
ultimate tensile strengths can be estimated using ultra-
sonic techniques. Ultrasonic NDE techniques are re-
ported to be more sensitive to graphite parameters than
eddy current and magnetic coercive force [142–146, 148–
151, 158].

Kovacs [145] has shown that the energy-absorption
capacity of cast iron is a function of the strain state in the
crystal lattice and the presence of grain boundaries. A
strained crystal lattice attenuates wave energy and

Figure 25 Effect of porosity measured from density on elongation.
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increases the energy absorption capacity. Kovacs found
significant increases in damping capacity in high-
strength, martensitic irons. The strains introduced dur-
ing quenching substantially increased ultrasonic attenu-
ation. Grain boundaries also absorb wave energy, so
small grain sizes are expected to increase energy absorp-
tion.

1. Graphite Effect on Ultrasonic Nondestructive
Evaluation

The use of ultrasonic velocity to assess the microstruc-
ture of cast iron is based on the fact that modulus and
hence ultrasonic velocity is largely determined by the
graphite shape and volume. Lerners and Vorobiev re-
ported the modulus of cast iron to be quite sensitive to
graphite volume and shape [144]. Graphite has a lower
modulus than iron, and increasing the graphite volume
fraction reduces the modulus. The modulus and corre-
sponding ultrasonic velocity usually decreases when iron

is normalized or annealed because these treatments de-
compose the carbides and coarsen the graphite flakes and
nodules [144, 149, 159].

Graphite decreases matrix continuity, adds
compliance, and thus lowers the modulus compared to
pure iron. Matrix continuity is highest in steel because
the only phases present are ferrite, pearlite, and a small
volume fraction of inclusions. Steels have a density of
about 7.85 g/cm3 (0.284 lb/in.3), a modulus of about 208
GPa (30 Mpsi), and an ultrasonic velocity of about 5850
m/sec (0.23 in./µsec). Cast irons have carbon
concentrations generally in the range of about 3.3% to
3.6% and silicon concentrations in the range of 1.8% to
about 2.6% by weight. The free carbon content generally
ranges from about 2.6% to 3.0% by weight and from
8% to 12% by volume.

Free carbon having a density of about 2.3 g/cm3

(0.083 lb/in.3), mixed with the matrix having a density
of about 7.7 g/cm3 (0.278 lb/in.3), produces a density
from 7.0 to 7.3 g/cm3 (0.253 to 0.264 lb/in.3) depending
on the free carbon content. The ultrasonic velocity

Figure 26 Effect of the sum of major axis lengths with 5% or greater density loss on ultimate tensile strength.
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through cast iron ranges from about 4000 to 5500 m/sec
(0.16 to 0.22 in./µsec) depending on the free carbon
content and shape. Matrix continuity is highest in
nodular iron, intermediate in compacted graphite (CG)
iron and lowest in gray iron.

All graphite particles within a eutectic cell are inter-
connected and may serve as planes of weakness, so eu-
tectic cells can be viewed as internal anomalies during
the propagation of ultrasound [143, 146]. Ultrasonic
velocity increases in proportion to the fraction of ASTM
Types D and E graphite present in gray iron, and de-
creases with the graphite surface area per unit volume
[146, 150].

Kovacs pointed out that modulus decreases when the
crystal lattice is either strained or has more imperfec-
tions [145]. Irregular graphite shapes in ductile iron have
sharper tips that serve as stress concentrators and affect
the tensile strength and elongation. Irregular graphite

shapes promote localized plastic deformation and may
lead to tensile fracture at relatively low strains, especially
in pearlitic irons [142, 144].

The degree of the graphite nodularity is an important
factor affecting the properties of ductile iron. The
nodularity can be estimated from measurements of the
ultrasonic velocity when the matrix structure is relatively
constant. Ultrasonic velocity is sensitive to the shape of
all graphite present and not just the fraction that is nodu-
lar. Nodularity has been reported to have a smaller effect
on ultrasonic attenuation than the matrix structure in
ductile iron. A 1% decrease in nodularity was reported
to produce a 0.5% increase in attenuation [146, 150].

2. Matrix Effects on Ultrasonic Measurements

There is some confusion in the literature about the sensi-
tivity of modulus to the pearlite and ferrite contents in

Figure 27 Effect of the sum of major axis lengths with 5% or greater density loss on elongation.
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iron. Some investigators report very little difference in
modulus between ferritic and pearlitic matrices, with fer-
rite producing slightly higher values of ultrasonic veloc-
ity and modulus. While ferrite itself may have a higher
modulus than pearlite, heat treatments to convert pearlite
to ferrite increase the graphite volume and this has the
effect of decreasing the modulus. Even though ferrite has
a higher modulus, the ultrasonic velocity may actually
decrease because of the associated increase in graphite
volume. Ultrasonic measurements have been reported to
be incapable of assessing the matrix microstructure [143,
144, 146–149, 151].

3. Microshrinkage Effects on Ultrasonic Signals

The results obtained when inspecting iron depends to a
considerable extent on the technique for making the
measurements. A ductile iron plate known to have a good
nodularity from first-break ultrasonic velocity measure-

ments was suspected to have microshrinkages due to the
solidification characteristics of ductile iron and the sec-
tion thickness. The surfaces of the plate were ground
plane and parallel with a thickness of 15.62 mm (0.615
in.) and a surface finish of about 1.8 µm (70 µin.) RMS.
Ultrasonic velocity and attenuation measurements were
made using 5-MHz transducers to “map” the plate re-
sponse.

First-break velocity is commonly used for commer-
cial velocity or thickness gauges. There are only minor
variations in FBV, with the values ranging from about
5560 to 5690 m/sec (0.219 to 0.224 in./µsec). No signifi-
cant difference in FBV between the plate edge and center
was found. No conclusions on the microshrinkage distri-
bution could be drawn based on FBV, the technique nor-
mally used to estimate nodularity.

The 5-MHz SCPAR map is illustrated in Fig. 40, with
the values ranging from about 10 to 80 db. High attenu-
ation values are found at some locations that could not

Figure 28 Effect of maximum peak voltage at 2.25 MHz on yield and ultimate strength.
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be explained by the anticipated microstructures. Speci-
mens were removed from the plate for microstructural
examination and bulk density measurements. Four speci-
mens were removed from locations where the attenua-
tion was 78, 62, 37, and 14 db. Microstructures show-
ing microshrinkage are illustrated in Fig. 41A through
D. More microshrinkage was found in locations where
the attenuation was 78 and 62 db, as shown in Fig. 41A
and B, respectively. Very little microshrinkage was found
in where the attenuation was 37 db as shown in Fig. 41C.
The materials were sound in locations close to the plate
edge, as shown in Fig. 41D.

The bulk density is also an indication of
microshrinkage. The bulk densities were 6.666 (0.241),
6.823 (0.246), 6.956 (0.251), and 7.097g/cm3 (0.256 lb/
in.3) for specimens whose ultrasonic attenuations are 78,
62, 37, and 14 db, respectively. Higher amounts of
microshrinkage correspond to higher ultrasonic attenua-
tion and lower bulk density.

The ultrasonic wavelength at 5 MHz was about 1.1
mm (0.044 in.) using an average ultrasonic velocity of
about 5590 m/sec (0.22 in./µsec). The larger microshrink
pores shown in Fig. 41A are about 1 mm in diameter,
which is close to the ultrasonic wavelength. An appreci-
able ultrasonic scattering occurred at the microshrinkage
sites that resulted in a significant amount of ultrasonic
energy loss. Larger volumes of microshrinkage result in
more energy loss and higher attenuation.

The SCPV velocities varied, with the values ranging
from about 5160 to 5590 m/sec (0.203 to 0.220 in./µsec).
SCPV velocities from locations A, B, C, and D designated
in Fig. 40 on the ductile iron plate were much lower than
the average, and these four locations all had higher at-
tenuation values. SCPV is affected by ultrasonic attenua-
tion. The higher the attenuation is, the lower the SCPV
will be. The SCPV velocity is more sensitive to the
microshrinkage than FBV. Conventional ultrasonic meas-
urements made with a first-break technique will not

Figure 29 Relationship between porosity measured by density and attenuation at 5 MHz.
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Figure 30 Relationship between porosity measured by density and maximum peak voltage at 2.25 MHz.
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Figure 31 Effect of attenuation at 5 MHz on yield and ultimate strength.
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Figure 32 Effect of attenuation at 5 MHz on elongation.

Figure 33 Tensile fracture surface showing microshrinkage cluster (bright).
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Figure 34 Effect of fracture surface porosity on yield and ultimate tensile strength in A356-T6 cast aluminum.
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Figure 35 Effect of fracture surface porosity on tensile elongation in A356-T6 cast aluminum.

Figure 36 A typical metallographic section cut longitudinally through a tensile sample.
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Figure 37 Effect of the average cluster diameter measured on a polished cross-section on the yield and ultimate
strength of cast A356-T6 aluminum.
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Figure 38 Effect of the average cluster diameter measured on a polished cross-section on the tensile elongation of cast
A356-T6 aluminum.
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Figure 39 Relationship between the area fraction of cluster from the metallurgical section and the area fraction of the
fracture surface porosity.

Figure 40 Ultrasonic attenuation map at 5 MHz from ductile iron plate. X and Y designate the location on the plate.
The plate had an average of 70 µin. RMS surface finish on both sides. Specimens were removed from where designated
as A, B, C, and D.
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detect microshrink. The SCPV velocity and attenuation
will, with attenuation being the best.
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I. THE DIE CASTING PROCESS

Pressure die casting is a process in which molten metal is
forced under high pressure into a cavity in a metal die in
a few milliseconds, after which it rapidly solidifies. The
die is then opened and the casting ejected from the die.
This high-speed process allows complex shapes to be
cast to net shape, or nearly net shape, requiring minimal
finishing and machining. Thousands, and in some cases
millions, of castings can be economically produced from
a single die set.

A. Basic Die Casting Processes: Hot
Chamber and Cold Chamber

There are two basic die casting processes: hot chamber
and cold chamber. The hot chamber process is used for
lower melting point metals such as zinc and lead. The
cold chamber process is used for higher melting point
metals such as aluminum, magnesium, and brass.
However, some magnesium alloys can be hot chamber
die cast, while zinc alloys with higher aluminum content
are cold chamber die cast.

1. Hot Chamber Process

The basic components of a hot chamber die casting
machine and die are illustrated in Fig. 1. In this process,
the plunger and the cylinder are submerged in the molten
metal in the holding furnace. The power to pump zinc
into the die cavity is provided by a hydraulic or air
powered accumulator, with hydraulic being the most

common. The hydraulic oil is supplied to the accumulator
by a pump at a rate that will bring the accumulator
pressure up to the desired operating level each time a
casting (shot) is made.

The casting sequence in the hot chamber process is
illustrated in Fig. 2. When a shot is made, the control
valve opens, causing the shot cylinder to force the plunger
down and molten metal through the nozzle, past the sprue
pin, through the runners and gates, and into the die cavity.
This molten metal displaces the gas contained in the
runner system and the die cavity and this gas, together
with some of the molten metal, flows through the die
cavity and out through the vents, or into overflows. After
the cavity is filled, the metal is allowed to solidify, the
casting ejected, and the cycle is repeated. Because the
gooseneck and plunger are submerged in the motel metal,
the system automatically refills when the plunger is
withdrawn. The length of the casting sequence (cycle time)
is dictated by the ability of the die set to extract heat from
the solidifying metal, and ranges from 1 sec for miniature
castings to several minutes for larger, thick castings.

2. Cold Chamber Process

The casting sequence for the cold chamber process is
illustrated in Fig. 3. In this process, molten metal is ladled
into the cold chamber, either manually or automatically,
after which the plunger advances to force the metal into
the die cavity. Except for the manner in which molten
metal is fed into the shot system, the casting sequences
for the two processes are similar. The cold chamber
process is used for casting metals that would attack
injection system hardware, necessitating minimal contact
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Figure 2 Operating sequence for the hot-chamber, die-casting process. (a) Die is closed and hot chamber (i.e.,
gooseneck) is filled with molten metal. (b) Plunger pushes molten metal through gooseneck and nozzle and into the
die cavity. Metal is held under pressure until it solidifies. (c) Die opens and cores, if any, retract. Casting stays in ejector
die. Plunger returns, pulling molten metal back through nozzle and gooseneck. (d) Ejector pins push casting out of
ejector die. As plunger uncovers filling hole, molten metal flows through inlet to refill gooseneck.

Figure 1 Basic components of a typical hot-chamber, die-casting system.
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between them. Cycle times are similar to the hot chamber
process.

3. Die Casting Dies

Die casting dies consist of two parts, the cover (stationary)
half and the ejector (moving) half, which meet at the parting
line. The basic components of the hot chamber die casting
die are shown in Figs. 1 and 2. The cover half of the die is
secured to the front or stationary platen of the machine.
The sprue for filling the die cavity is in this half and it is
aligned with the nozzle of the hot chamber machine. The
ejector half of the die is attached to the movable platen of
the machine. It contains the ejection mechanism and in
most cases the runners, as shown in Fig. 2.

The die cavity, which forms the part being cast, is
machined into both halves of the die block or into inserts
that are installed in the die blocks. The die is designed so
that the casting remains in the ejector half when the die
opens. The casting is pushed out of the die cavity with
ejector pins that come through holes in the moving die
half and are actuated by the ejector plate, which is
powered by the machine. Guide pins extending from one
die half enter holes in the other die half as the die closes to
ensure alignment between the two halves.

Dies that produce castings with complex shapes may
contain stationary and movable cores. The movable cores
are moved by cam pins or hydraulic cylinders and are
locked in place when the die is closed.

Because die casting machines operate at high rates of
speed, heat must be removed from the die at a sufficiently
high rate. Removal of heat is accomplished by circulating
water or other coolant, typically oil, through channels
drilled in the die blocks. Heat is sometimes added to the
die by electric or gas heaters, or by heating the oil, for
warm up or for making thin sections that transmit
insufficient heat to maintain the die at the proper
operating temperature.

4. Die Casting System Design Considerations

To produce high-quality castings, the die casting system
must be designed to have the following characteristics.

• The shot system must be large enough to deliver
sufficient molten metal to fill the entire die cavity
when a shot is made.

• The complete system must be designed so that the
cavity is uniformly and rapidly filled so that the
cavity is filled with casting metal that has not started

Figure 3 Operating sequence for the cold-chamber, die-casting process. (a) Die is closed and molten metal is ladled into
the cold chamber. (b) Plunger pushes molten metal into die cavity. The metal is held under pressure until it solidifies.
(c) Die opens and plunger advances to ensure casting stays in ejector die. Cores, if any, retract. (d) Ejector pins push
casting out of ejector die and plunger returns to original position.
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to solidify when flow stops. Otherwise, defects
termed “cold laps” will result.

• The system must be designed to eliminate or at
least minimize the entrapment of air in the die cavity
when flow stops; otherwise, defects termed
“blisters” will result.

II. DESIGN REQUIREMENTS FOR GOOD
SHOT SYSTEM PERFORMANCE

To effectively utilize systematic design procedures for the
runners, gates, and overflows required in die casting dies,
knowledge of the shot system performance of the specific
machine on which a die will be used is required. The shot
system performance is characterized on a graph plotting
the metal pressure in the system vs. the square of the flow
rate. This information can be used with design guidelines
described in this chapter to design the feed system for
dies that are likely to produce first-shot success and more
effectively utilize the metal delivery characteristics of the
casting machine. This design information is based on
research carried out at the Australian laboratory CSIRO
[1] and the Canadian zinc producer Cominco Ltd. [2, 3],
together with early fundamental work carried out at
Battelle Columbus Laboratories under sponsorship of
International Lead Zinc Research Organization, Inc. [4].

A. The P-Q2 Diagram

The application of fundamental principles of fluid
mechanics, together with suitable assumptions, allows
development of a relationship between the available metal
pressure in the injection system (P) and the resultant metal
flow rate into the die cavity (Q). The following assumptions
are made for development of the P-Q2 relationship:

• Steady state or constant velocity flow of injected
casting metal

• Turbulent flow of casting metal.
• One-dimensional flow of cavity metal.
• The casting metal is incompressible and has

constant density.
• The casting metal is fully molten and does not

solidify during its injection into the die.
• There is no friction loss in the cylinder seals of the

injection system.
• No variations in metal pressure occur because of

metal inertia, inertia of mechanical components, or
the dynamic characteristics of the hydraulic system.

• The accumulated pressure in the hydraulic system
remains constant during a shot.

The invocation of these assumptions allows for a simple P-
Q2 analysis to be derived although they may only be
partially valid during certain stages of the shot. The straight
line P-Q2 relationship usually applies over most of the
shot stroke when the data have been averaged near specific
points of interest to process designers. Discrepancies arise
during times of high acceleration or deceleration, i.e., at the
beginning or end of the shot.

By a plotting available casting metal pressure P on a
linear scale vs. metal flow rate Q on a squared scale axis,
an approximate straight-line relationship is established
as is shown for line PsQ in Fig. 4. That line represents the
pressure that the machine can develop as a function of
flow rate and is called the machine-pressure characteristic
(pressure available). The machine-pressure characteristic
is a function of the hydraulic system of the machine,
including the shot cylinder and plunger.

Line OA on the Fig. 4 graph is called the gooseneck-
nozzle characteristic. This line shows the pressure required
to produce a specific flow out of the machine and into the
die (resistive pressure). Its position is a function of the
hydraulic characteristics of the gooseneck and nozzle. If
the data are taken to include the sprue, runners, and gates,
then the complete feed system characteristic line can be
obtained as shown by line OB in Fig. 4. These parts of the
injection system, in addition to the gooseneck and nozzle,
cause flow resistances that reduce the ideal flow rate below
rates that would be calculated based on the measured “dry
shot” speed of the machine. Metal pressure and flow rate

Figure 4 General P-Q2 diagram configuration.
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for a given set of shot system parameters is defined by the
intersection of the available and resistive pressure lines
(points A and B in Fig. 4).

Depending on how the shot system is set up (hydraulic
pressure, opening of shot valve, plunger size, nozzle
opening diameter, and the sprue, runners, and gating
configurations), the position of these lines can vary, as
will be described in subsequent sections.

B. Shot System Instrumentation

1. Instrumentation Requirements

The data used to generate a P-Q2 diagram can be obtained
from shot traces, providing that proper instrumentation
and transducers are used. Typical instrumentation
required to obtain the necessary data is as follows:

(1) High speed digital acquisition system, or
multichannel oscillograph UV (ultraviolet) recorder.
Because the die casting shot is of only a few milliseconds,
the information gathered will be high-frequency and
transient in nature. This requires a data recorder with
high-frequency response for shot system characteristic
measurement, trouble shooting, and tuning. The
following performance requirements are recommended
for data recorders:

• Frequency range: 0–1500 Hz, flat within 5%
variation, full scale.

• Maximum 10% overshoot to step input. For
extensive research and troubleshooting of extremely
high speed die casting machines, higher frequency
response to about 4000 Hz or higher may be
required. If only shot system characteristic
measurements on larger machines are desired, a
frequency range of 0–800 Hz is probably acceptable.
However, with lower frequency response, there may
not be adequate information gathered for extensive
troubleshooting of machine performance problems.
High-speed digital transient or computer acquisition
systems or FM tape recorders can also be used in
conjunction with slower speed plotters or recorders
to obtain the data. Data recording can also be
performed on a two or more channel oscilloscope
with a camera for permanent records. This method
requires extreme care in setting up and can provide
good results.

(2) Shot-Cylinder-Position (Displacement) Transducer.
Several transducer types are available that meet the
specifications below. Two that have been used are the cable-
driven potentiometer and the linear-variabledifferential

transformer (LVDT). Other possible choices that might be
used for this application are ultrasonic transducers,
capacitive transducers, linear potentiome-ters, optical
encoders, and magnetic encoders. Any position or
displacement transducer should have:

• Frequency range 0–800 Hz flat within 5%
variation.

• Maximum 10% overshoot to step input.
• 50 G acceleration—following capability.
• Transducer stroke slightly longer than shot cylinder

stroke.
• Very rigid mounting to prevent transducer errors

from relative motion.

(3) Velocity Transducer (optional). The requirement for
velocity transducers are the same as those listed above
for position (displacement) transducers. If a velocity
transducer is not used, velocity information can be
obtained by electronic differentiation of the displacement
signal, or by graphically differentiating the recorded
displacement signal.

(4) Pressure Transducer (two required): Pressure
transducers must be rugged to withstand the high peak
overpressures of the end of the shot, yet have good
resolution and frequency response to measure the pressure
drops and fluctuations during fill. Both strain gauge and
piezoelectric types of transducers have been used and each
has its own advantages. Strain gauge types work well with
DC and are easily calibrated with a static pressure source
and are reasonably tolerant of dirt and moisture. However,
although the strain gauge types are not as rugged and
tolerant of overpressure transients as the piezoelectric type,
they have been successfully used. The piezoelectric type is
rugged but has the disadvantages of not being tolerant of
dirt and moisture and must be dynamically calibrated by
rapidly applying or removing pressure [5]. Special low-
drift electronics must be used with piezoelectric transducers
and grounding switches must be used for measurement
“standby.” When the measurement is to be enabled, the
switch is opened. This procedure minimizes drift and is
used for both instrument calibration and shot system
measurement. Either type can be used if they are selected
and used properly. Pressure transducers should have:

• 0–5000 psi (34.5 MPa) working range minimum;
0–10,000 psi (69 MPa) working range preferred.

• 20,000 psi (138 MPa) minimum overpressure
capacity preferred.

• Frequency range 0–1500 Hz within 5% variation
for strain gauge or DC types, 1–1500 Hz within
5% variation for piezoelectric types.
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• Drift rate less than 100 psi/min (0.7 MPa/min).
This is particularly important for piezoelectric
transducers and signal conditioners.

Other types of pressure transducers that might be used
are capacitors, tuned-variable-frequency, and variable
reluctance transducers.

Instrumentation packages can be purchased as total
systems from manufacturers, or individual components
may be purchased and assembled to form assistance.

2. Transducer Installation

The transducers used to obtain the necessary data must be
properly installed on the die casting machine and
connected to the high-speed recorder. Figure 5
schematically illustrates where the transducer should be
installed. To install the pressure transducers, caps must be
made available in the shot cylinder inlet and exhaust lines
and a shut-off valve should be included for ease of
installation and removal of the transducers. Bleed valves
should also be incorporated to remove air from the
hydraulic lines after installation. These transducers should
be located on or very close to the shot cylinder. Drilling
and tapping a port through the side of the pipe flange

where it attaches to the cylinder is usually acceptable. The
velocity and displacement of the shot cylinder rod can be
measured with a single unit that provides both signals
through two separate electrical outputs or with a
displacement transducer only, with the velocity being
calculated from the displacement data. For the cable-driven
potentiometer, the cable can be attached to the shot cylinder
tail rod, the side auxiliary rod, or to the plunger through
the use of suitable brackets. The body of the unit is attached
to any convenient nonmoving part, often through the use
of a bracket directly attached to the shot cylinder housing.
The mounting bracket and transducer must be very rigidly
attached; otherwise, any bracket motion or vibration
probably will be misinterpreted as plunger motion in the
data. Care should be taken to locate the transducers where
they will not be overheated or damaged by other moving
parts. Similarly, the cables that connect transducers to the
recorder should be protected.

3. Instrumentation, Calibration, and Check Out

After the instrumentation is assembled, it must be
calibrated before use according to the manufacturer’s
instructions. Check out of the instrumentation is usually
performed by comparing indicated singles with other
measured parameters to know with certainty that the
indicated measure corresponds with the measured
parameter. Calibration and check out will assure that the
measurement system is providing the necessary data to
assess the performance of the shot system of the die
casting machine.

4. Interpretation of Shot System Data

The information used to assess the shot system
performance is obtained by recording the response of the
transducers when castings are made. An example of the
traces so obtained is shown in Fig. 6. Certain events
during the shot are noted on this figure. However,
determination of the start or the end of the shot are
usually obvious from the response of the transducers to
determine when the metal reaches the sprue or when the
gate requires a less direct approach. First, the full casting
shot is weighed, and then the sprue and runners are
removed at the gate and the casting is reweighed. Those
weights are converted to volumes and then to
corresponding plunger displacements. Then, those
displacements are measured back from the end of the
shot along with the displacement trace to locate the two
points. These points will identify the various portions ofFigure 5 Typical transducer locations. (From Ref. 2.)
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the shot that are .used when obtaining data on pressure
and velocity at important stages of the shot for calibration
purposes. They are also useful to obtain the cavity fill
time, which is simply proportional to the distance between
the gate point and the end of shot point if there are no
overflows. If overflows are present, the cavity fill time can
be determined by measuring the cavity volume and
overflow volume and back calculating from the end of
shot point. The plunger velocity during the cavity fill
portion of the shot can be used for calculating the
nominal gate velocity. That calibration is performed by
multiplying the plunger velocity by the plunger area to
obtain the volume flow rate of the metal and dividing the
flow rate by the gate area.

Careful examination of the shot traces will often reveal
malfunctions or anomalies in the machine operation.

Thus the instrumentation provides a very useful
troubleshooting tool for production problems and
machine maintenance.

A specific method for interpreting shot system data
has been developed that is able to be programmed into a
computerized data collection system [6]. This system is
used to calculate the dry shot speed and discharge
coefficient of the shot system at either the nozzle or the
gate. The discharge coefficient is a measure of the
difference between actual and ideal flow. Factors that
reduce the discharge coefficient of the feed system are
surface roughness, sharp turns in the flow path, and
sudden changes in the cross-sectional area of the flow
path. This systematic method is similar to the method
used by consultants to interpret shot traces.

C. Determining P-Q2 Diagram for a Specific
Machine

After the instrumentation described above has been
attached to the machine and shot traces have been
obtained, the P-Q2 diagram for the machine can be
determined.

1. Machine Characteristic Line

The line (PsQ) in Fig. 4 is specified by two points: the
static metal pressure Ps and dry shot speed flow rate Q.
The metal pressure at any time during the shot is
calculated from the following general relationship:

(1)

where P1=pressure at the top of the shot cylinder; P2=
pressure at the bottom of the shot cylinder; A1=area of
the top of the shot cylinder piston; A2=area of the bottom
of the shot cylinder piston; A3=area of the plunger;
P3=metal pressure.

Ideally, the pressure P1 is the average accumulated
pressure that is available during the shot. In most modern
machines, the accumulator pressure should vary less than
10%; therefore the accumulator pressure could be
measured with a calibrated gauge at any time and that
value can be used for P1 without introducing significant
error. However, for best results, P1 should be determined
by using the pressure transducers to immediately measure
the hydraulic system pressure before and after the shot
and averaging the two values. The accumulator pressure
before the shot is usually measured on the rod end of the
cylinder (actually P2 before the shot is made) and after the

Figure 6 Simplified instrumentation traces of an injection
cycle (shot valve on inlet, no slow shot). (a) Plunger
displacement corresponding to filling the die cavity. (b)
Plunger displacement to bring metal front from nozzle to
gate. (c) Velocity can be obtained from the slope of the
displacement curve (∆X/∆t) if a velocity transducer is not
used.
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shot on the head of the cylinder (P1). Usually, for
purposes of plotting the P-Q2 diagram, P1 and P2 are
measured at the end of the shot at which time P2=0. Then,
Eq. (1) is simplified to:

(2)

where Ps is the static metal pressure.
The dry shot speed can be determined by disconnecting

the plunger and measuring the speed of the shot cylinder
ram or rod and calculating a theoretical maximum flow
rate for the plunger size from the following relationship:

(3)

where Q=maximum flow rate; V=shot cylinder ram
velocity (dry shot speed); A3=area of plunger.

In most cases, dry shot speed is not directly measured,
especially in larger machines, because of potential damage
to the shot system. Instead, intermediate points are
determined from information from the shot traces and the
dry shot speed or flow rate is determined by extrapolation.
For example, points A and B shown in Fig. 4 can be
calculated from the measurements of the pressures and
velocity when the metal leaves the nozzle or the metal
reaches the gates, respectively. The data for those points
are determined by measuring back appropriate distances
on the shot trace from the end of the shot based on the
volume of the casting and the volume of the runners and
sprue. Corresponding pressure and flow rate values could

be calculated at other points in the shot; however, for most
machines, all of these points should fall on the machine
characteristic line. If the shot system has high pressure
transients or significant internal effects (both of which
violate the assumptions used to develop the P-Q2 analysis),
a die with a large cavity volume may have to be used during
calibration to assure steady-state flow conditions can be
achieved. Extrapolation of the line beyond points A and B
then defines the dry shot flow rate (Q).

The slope of the machine pressure characteristic line
(PsQ) is a function of the flow area (or size) and the flow
coefficient (or efficiency) of the hydraulic circuit. The
partial closing of the shot valve acts to restrict the flow of
hydraulic fluid, as illustrated in Fig. 7. Therefore when
assessing the performance of the shot system, the shot
valve should be “wide open.” Increasing the hydraulic
pressure causes the machine pressure characteristic line
to shift upward, as illustrated in Fig. 8, but does not
change the slope of the line. Changing the plunger size
causes the position and slope of the machine pressure
characteristic line to shift as shown in Fig. 9. Thus many
parameters can affect the position and slope of the
machine characteristic line, and changes in those
parameters will influence the shot system performance.

2. Gooseneck/Nozzle Characteristic Line

Like any hydraulic system, the metal injection system of
the die casting machine contains resistance to metal flow.

Figure 7 Effect of machine parameters on the P-Q2

diagram. Effect of restricting hydraulic flow by the fast
shot valve (reduces the metal flow rate).

Figure 8 Effect of machine parameters on the P-Q2

diagram. Effect of changing hydraulic pressure (increasing
pressure).
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The pressure developed on the metal in the gooseneck
during injection is that necessary to overcome the flow
losses in the system. The pressure losses due to the flow
of metal mainly result from friction and changes in flow
configuration, such as changes in cross-sectional area
and direction (bends) of the passages. Rough surfaces in
the gooseneck and nozzle passages contribute to pressure
losses due to friction and increased turbulence and thus
may contribute to porosity in the castings.

The data that were used to calculate point A on the
machine characteristic line of Figs. 4 and 10 were taken
from instrumentation traces at the point where the metal
was first exiting the nozzle (see Fig. 6). The calculated metal
pressure at that point is that required to force the metal
through the gooseneck and nozzle at that flow rate. Because
zero pressure is required at zero flow rate, a line from the
origin through point A defines the metal pressure
requirements of the gooseneck/nozzle system. Because
pressure is proportional to the square of the flow, the
relationship can be shown as a straight line on the same
graph as for the machine pumping rate. Line OA in Fig. 10
then defines the gooseneck/nozzle characteristic line
(simply referred to as the nozzle characteristic line) and
basically defines the square relationship between pressure
and flow rate of molten metal flowing through the
gooseneck and nozzle. Thus Point A defines a maximum
flow rate available through the gooseneck and nozzle on
that machine and the pressure define by point A also
establishes the power consumed in the gooseneck and
nozzle to achieve that flow. If the gooseneck and nozzle
losses could be reduced (through redesign or by increasing

diameters), the effective metal pumping capacity of the
machine would be increased.

The pressure losses in a gooseneck can theoretically
be calculated knowing the configuration and surface
roughnesses of the internal passages, and methods for
these calculations are described in the literature. It is much
simpler to empirically describe these “efficiencies” from
instrumentation data. While only one point (other than
the origin) is required, normally a number of points are
calculated from the data taken at various shot valve
settings. Therefore, nozzle characteristic line is usually a
line of best fit through a number of points such as A, A’,
and A’ in Fig. 10.

As was the case with the machine characteristic line,
the slope of line OA is also a function of the flow area (or
size) and flow coefficient (or hydraulic efficiency).
However, in this case, the efficiency relates to the metal
flow system instead of the oil flow system of the machine.
A modified Bernoulli equation has been shown to be
useful in calculating the hydraulic efficiency of different
gooseneck/nozzle systems. The relationship between
pressure and flow is:

(4)

where P=molten metal pressure in the gooseneck, psi (N/
m2 or Pa); γ=specific weight of the liquid metal alloy. For
zinc, this is 0.221 lb/in.3 or 59,715 N/m3; G= gravity
constant=386 in./sec2 or 9.8 m/sec2; Q= molten metal

Figure 9 Effect of machine parameters on the P-Q2

diagram. Effect of changing plunger size causes position
and slope of machine-pressure characteristic line to shift.

Figure 10 Nozzle and die characteristic lines defined by
various experimental P and Q points. Line OB shows the
effects of flow losses in the total feed system.
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flow rate, cu in./sec (cu m/sec or 1000 L/sec); Cd=discharge
coefficient, approximately 0.7–0.8 for well-designed
system; A=area of the smallest part of the feed system,
in.2 (m2).

One of the key variables that affect the pressure/flow
relationship in the gooseneck/nozzle system is the nozzle
size. If the nozzle is enlarged, a greater flow results and
conversely if the nozzle is reduced, then less flow occurs.
Assuming that the discharge coefficient or value Cd of a
gooseneck will remain constant with varying nozzle size,
then Eq. (4) can be used to calculate nozzle characteristic
lines for various nozzle sizes. This is accomplished by using
the new nozzle area A and existing Cd value in the equation,
assuming a Q value and solving for P. A line through the
new pressure/flow rate point and the origin O determines
the new nozzle characteristic line. This way, a series of
characteristic lines can be calculated and drawn for a series
of nozzle sizes as is illustrated in Fig. 11. The intersections
of those lines with the machine characteristic line determine
the flow rates that will be achieved for each nozzle.

3. Gate or Die Characteristic Line

A “gate characteristic line” is often included in the P- Q2

diagram. It is similar to the nozzle characteristic line in
derivation and meaning. It is also referred to as the “die
characteristic line.” Just as the gooseneck and nozzle offer
resistance to metal flow, so also does this sprue-runner-
gate system. The data that were used to plot point B on
the machine characteristic line (Figs. 4 and 10) were taken

from data traces at the time representing metal flowing
through the gate or during the filling of the cavity (see
Fig. 6). The calculated metal pressure at that stage
represents the total pressure required to force the metal
through the gooseneck, nozzle, sprue, runner, and gate at
the flow rate that occurred. A line from the origin through
point B (line OB in Fig. 10) defines the pressure/flow
relationship requirements of the total metal system up to
and including the gate. As was shown in Fig. 10, this gate
characteristic line can also be a best fit for a number of
points such as B, B’, and B’.

The full losses of a metal flow system up to and
including the gate are always higher than for the same
system up to and including the nozzle. Thus the gate (or
die) characteristic line always has a greater slope than
does the nozzle characteristic line, meaning that greater
pressure is required when metal flows through the gate
than is required before that event. At the same time, the
flow rate through the gate is lower than the flow rate
through the nozzle before metal reaches the gate.

Increasing the feed system size (gate area, runner, sprue,
nozzle) achieves a higher flow rate. Also, increasing plunger
size would change the machine characteristic line, as was
shown in Fig. 9. Figure 12 illustrates the relationships
between the feed system size and plunger size. As is shown,
the use of a small feed system with a small plunger may
increase flow rates in certain regimes of the diagram (point
B’) in Fig. 12. The figure also shows that the use of a larger
feed system (larger gate area) with a larger plunger
(consistent with the design rules to be discussed in a
subsequent section) will result in increased flow rates in
other regimes (point A). For large, difficult to produce

Figure 11 Characteristic lines calculated for varying nozzle
sizes (with the same discharge coefficient).

Figure 12 Shot-system performance as a function of
machine characteristics and feed-system characteristics.
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castings, it is desirable to fill the cavity in the shortest
possible time. Thus the shot system configuration that
results in higher possible flow rates should be used. This
might be achieved by using a large feed system and large
gooseneck and plunger as shown in point A in Fig. 12.

The equation for calculating the nozzle discharge
coefficient can also be used for calculating the gate
discharge coefficient; however, area A used in the equation
should be the smallest cross-sectional area of the complete
metal flow system. The gate area must be the smallest of
the system; therefore it should be used in the equation for
calculating the gate discharge coefficient.

4. Metal-Velocity Lines

After constructing a P-Q2 diagram, it is often useful for die
design considerations to add a family of lines corresponding
to metal velocities as illustrated in Fig. 13. Velocity values are
arbitrarily selected but they should be within a reasonable
and typical range such as 80–150 ft/sec (24–46 m/sec). A
number of nozzle characteristic lines, for nozzle areas
appropriate for the machine in question, are generated on
the P-Q2 diagram as was described earlier. By multiplying a
selected velocity by each nozzle area, corresponding flow
rates are determined. The points on the nozzle characteristic
lines corresponding to the calculated flow rates are points
on the line for the selected velocity.

These velocity lines indicate metal velocities in the
nozzle over the range of nozzle sizes considered. If certain

assumptions are made, then the calculated metal velocities
can be assumed to be gate velocities for various gate areas
(substituting gate area for the nozzle area based on the
use of designed systems where no cross-sectional area in
the feed system beyond the nozzle will be larger then the
nozzle area). Obviously, there will be some error in gate
velocities determined in this manner, but if the die is built
to minimize flow losses, the errors will be small and this
becomes a useful technique for die design (sizing of the
sprue, runners, and gates).

The shaded area on the P-Q2 diagram of Fig. 13 shows
how velocity lines together with the machine characteristic
line and nozzle characteristic lines could serve as
boundaries, defining a region within which the designer
could work.

For example, on the diagram shown in Fig. 13, the
machine characteristic line for the “normal” hydraulic
system setup is represented by line PsQ. PsQ’ shows the
machine characteristic line obtained if the hydraulic system
pressure were increased, if that is possible. Other machine
characteristic lines could be plotted on the diagram. For
example, lines obtained for different-sized goosenecks or
lines obtained with different shot valve openings could be
shown. Lines OA through OE or OA’ through OE’
represent the effect of increasing the nozzle size on the
metal pressure and flow rate at the nozzle exit. The shaded
area then represents an attempt to define practical ranges
of operating conditions for the machine. That area is
defined by (1) the upper limit of nozzle/gate size OE or OE’,
or (2) the lower limit of nozzle/gate size OA or OA’. The
largest and smallest allowable gate areas will be determined
by allowable gate thicknesses and practical gate lengths. A
further restriction on the maximum gate area is that the
gate area cannot exceed the nozzle or sprue inlet area.

Figure 13 shows that for the selected machine setup to
achieve the machine characteristic line PsQ, it would be
impractical to achieve a gate velocity above 140 ft/sec (43
m/sec) with the smallest allowable gate area. If for the
system it was determined that a 150 ft/sec (45 m/sec) gate
velocity should be used, this could be achieved only by
increasing, if possible, the hydraulic system pressure
shown by line PsQ’ and by using a feed system with a
small cross-sectional area.

With that higher system pressure, only low flow rates
could be achieved with the small feed system. If it were
determined that a very high flow rate was required to
produce a large part with a short fill time, Fig. 13 shows
the feed system would have to be large and only moderate
gate velocities would be achieved with the large feed
system.Figure 13 Calculated metal velocity lines and typical design

boundary of P-Q2 diagram shown shaded.
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If in designing the system it were determined that both
a high flow rate and high gate velocity were desired, a
machine with higher capacity shot system would be
required than the one hypothesized in Fig. 13. The results
of the research conducted at Battelle Columbus
Laboratories [4] indicated that to produce large castings
with high surface quality, cavity fill time should be
minimized (flow rate should be maximized). On the other
hand, the Australian feed system design approach [1]
attempts to achieve specific velocities and will accept longer
fill times (lower flow rates) to achieve that velocity.
Unfortunately, limits on acceptable and unacceptable
cavity fill times at specific gate velocities have not been
reported. However, the normal limits of gate velocity
suggested are 100–150 ft/sec (30–45 m/sec) [7].

After the performance of the shot system of the die
casting machine has been assessed, the information is
used to design the runner and gating system (feed system)
and overflow system for the casting. Two systematic
approaches to design of the feed system will be described
in the next section.

III. FEED SYSTEM AND OVERFLOW DESIGN

The objective of any method for designing the feed system
of a die casting die is to produce high-quality castings
with first-shot success. In any such system, great emphasis
is placed on the control of molten metal flow and velocity
through the feed system.

The first fundamental rule in designing the feed system is
that the cross-sectional area of molten metal flow from the
plunger to the gate should be constant or converge (become
smaller). In the hot chamber die casting machine, traditional
cast gooseneck design provides converging areas from the
plunger to the gooseneck outlet. From that point, the cross-
sectional area should remain constant or continue to
converge; that is, the nozzle flow passage should be no larger
than the gooseneck outlet, the sprue area should be no
larger than the nozzle area, the total runner area should be
no larger than the sprue area, and the total gate area should
be no larger than the runner area. For cold chamber
machines, the shot sleeve design is substituted for the
gooseneck design consideration in this rule.

All systematic approaches attempt to provide uniform
flow through the feed system by employing large and
smooth radius turns rather than sharp corners. Sudden
changes in cross-sectional area or sharp turns in the runner
will cause flow separations with resulting turbulence and
possibly soldering of casting metal to the die surface.

Such turbulence increases flow resistance and
decreases the flow rate. It may also lead to die erosion. In
addition, turbulence, especially when caused by sudden
increases in cross-sectional area of the feed system,
contributes to air entrapment in the metal and
consequently less than desirable casting quality because
of the formation of blisters and porosity in the casting.
Turbulence also may result in cavitation, which reduces
die life. The following design guidelines are aimed at
efficiently controlling flow of the molten metal alloy
through the feed system to the die cavity with minimal
mixing of molten metal and air:

1. Determine machine shot system performance; this
one of the bases for both machine selection and die
design calculations.

2. Make the cross-sectional area of the feed system
constant or convergent from plunger to gate.

3. Fill the die cavity in the shortest practicable time,
using acceptable gate velocities.

4. Proportion the gate (distribute the metal flow)
according to the metal requirements of various
segments or sections of the cavity.

5. Use runner-type sprues or cross-sectional area
sprues, tapered tangential runners, or fan gates (of
constant or reducing areas). The dimensions of all
components that are defined and discussed in
subsequent sections are calculated to obtain desired
cavity fill times and metal velocities.

6. Determine size and location of overflows according
to metal flow in the cavity and the anticipated die
temperature. Attempts to eliminate overflows or
minimize their volume.

The following sections outline the procedures used to
design the feed systems for die castings in accordance
with these general design guidelines.

A. Selecting the Die Casting Machine

Selecting the die casting machine on which to run the die
being designed is primarily based on the clamping force
required to produce the casting and the molten metal
delivery characteristics of the machine’s shot system. To
determine the required clamping force, it is first necessary
to determine the injection force. The injection force Fi is
obtained by multiplying the projected area (Ap) of the die
cavity, including runners and overflows by the final
injection pressure Pf:

(5)
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The clamping force (Fc) of the machine should exceed the
injection force by the following ratios:

Low-inertia injection system: Fc/Fi=1.25:1.
High-inertia injection system: Fc/Fi=2.5:1.

or

(6)

A low-inertia injection system is one in which the
accumulator is located adjacent to the shot cylinder,
which is typical of compact systems. A more traditional
die casting machine (typically a high-inertia system) will
have the accumulator located in the far end of the machine.
In that case, high inertia is caused by the greater quantity
of fluid in the longer hydraulic lines. That fluid must be
suddenly stopped at the end of a shot stroke.

The machine should be able to deliver sufficient molten
metal to achieve short cavity fill times and required gate
velocities. Injection capability or metal flow rate is
determined from the P-Q2 diagram, as explained
previously. The P-Q2 diagram will show both the metal
flow rate and metal velocity for the machine with several
sizes of nozzles, as shown in Fig. 13.

The cavity fill time, which is the time required for
molten metal to fill the cavity, assuming there are no
overflows, is determined by the following relationship:

(7)

where tf=cavity fill time, sec; Vc=casting volume, cm3 or
in.3; Q=metal flow rate (cm3/sec or in.3/sec).

Recommended values for cavity fill time, assuming no
overflows, range from 10 to 40 msec. The use of
overflows increases the allowable fill time as discussed in
a subsequent section.

The gate velocity that will be achieved with the shot
system of the machine is calculated from:

(8)

where Vg=gate velocity (m/sec or ft/sec); Q=metal flow
rate (L/sec or in.3/sec); Ag=gate area (mm2 or in.2);
K=constant, 100 for metric units, 0.083 for English units.

The recommended range for gate velocity (normal to
the gate) is 30–40 m/sec. (about 100–150 ft/sec.). At this
time, the die designer can determine the ranges of cavity
fill times and gate velocities that can be achieved from the
various nozzle sizes for the machine being considered.
The cavity fill time is determined from Eq. (7) and by
using the flow rates for the different size nozzles. The gate
velocities can be determined from Eq. (8) and by using
the nozzle bore cross-sectional areas or sprue areas for
the gate areas if a constant area system is being designed,
or the anticipated gate area, if a convergent feed system is
being designed. Thus by considering the clamping force
requirements and the shot system characteristics of the
machines available relative to the desired cavity fill time,

Figure 14 Sketch of general runner, gate, cavity, and overflow configuration of a faucet-fixture casting.
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and/or gate velocity, the designer can select the machine
and nozzle bore diameter that is best suited to produce
castings in the die being designed.

B. Selecting a Runner and Gate System

The first step in designing a die using the design guidelines
is to select and sketch the general configuration of the
runner, gating, and overflow system as shown in Fig. 14.
There are usually several possible runner and gating
configurations that might be used. Figure 15a, b illustrates

two alternatives for one casting and Fig. 16 illustrates
alternatives for other casting shapes.

When considered as part of the overall feed system,
the position, shape, and dimensions of the gate determine
the direction and velocity of the metal flow into the cavity
and the flow pattern through the cavity. Correct design
and dimensioning of all gates is essential to achieving
high casting quality and overall casting efficiency.

Decisions on the positioning of gates relative to die
cavity are subjective and are based on factors such as the
shape of the casting, production requirements, and
tooling costs among others.

General rules to follow in selecting the feed system
configuration are:

1. Minimize runner length.
2. Provide uniform flow across the cavity such that

air is forced out of the cavity ahead of the molten
metal into overflows and/or vents.

3. Feed from the side with the most critical surface
requirements.

4. Flow across the short dimension of the cavity, as
shown in Figs. 15 and 16.

5. Avoid flow across large openings (consider center
gating) or provide runners across large openings.

6. Select runner and gate configurations that control
flow direction through the cavity so that metal flow
tends to follow desired paths. This will be described
in the section on segmenting and Fig. 17.

Although several alternative configurations can be used,
as shown in Figs. 15 and 16, none will satisfy all the
guidelines listed. Therefore compromises must be made
based on experience or other factors in the die design. To
further illustrate how the metal feed systems might be
selected, consider the casting shown in Fig. 15. For this
casting, the die designer would have the following options
for selecting the feed system:

1. Locating the sprue and runner system inside the
opening (center gating) and locating the over-flows
and/or vents around the outside parameter as
shown in Fig. 15a.

2. Feeding from one side of the casting, placing runners
across the opening, and placing over-flows and/or
vents on the opposite side of the casting, as shown
in Fig. 15b.

Either of these alternative configurations probably could be
used to successfully produce this casting. The choice will
depend to some extent on the casting size and configuration,
but usually the preferred method of gating a casting of this

Figure 15 Alternative methods of gating a large casting
with a large center opening.
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Figure 16 A general guide of how to select a gating configuration for various typical casting shapes.
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type is to use the center gating technique shown in Fig. 15a.
This configuration has the advantages that both runner
lengths and flow distances across the mold cavity are
minimized and the flow direction out of the gates will tend to
conform to the anticipated flow pattern.

The only disadvantages of center gating are that the
velocity of the metal flow tends to decrease as it progresses
across the cavity, and a multicavity die cannot be used.
However, these are usually not significant problems. In
some cases, the reduction in the volume of the metal that
must be delivered to the die and cooled make it possible
to achieve higher production rates with a center-gated,
single-cavity die than can be achieved with an outside or
side-gated, two-cavity die.

It should be noted that the feed systems illustrated in
Figs. 15 and 16 are either constant or convergent in
cross-sectional area to control metal flow to the die cavity.

If there are two or more large openings in a casting,
the sprue should usually be placed in one of the openings
and runners should be placed across the other large
openings to carry the metal across them with minimal
heat loss as shown in Fig. 18. If the second opening is not
too large, it may be possible to flash across it and fill the
portion of the casting beyond the opening. The side gate
configuration illustrated in Fig. 15b could also be used
for such a casting.

The feed system illustrated in Fig. 19 shows a
converging flow system for the nozzle to the gate. Sharp
corners are avoided and the surfaces are, or should be,
smooth and well finished. In addition, the bore of the
gooseneck should be sufficiently large to ensure low
velocity through the major bends, to minimize pressure
losses. The bore of the nozzle should be only slightly
smaller than the bore of the gooseneck or shot sleeve

Figure 17 General rules for selecting the gate and runner
system.

Figure 18 Preferred method of gating a large casting with
large multiple openings.
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outlet so that the velocity of the molten metal through the
nozzle is maintained at low value. Again, low velocities,
large radius turns, and smooth surfaces are used to keep
pressure losses low.

C. Locating the Gate

Once the general configuration of the feed system is
determined, the exact location of the gate should be
established. Locating a gate involves the following
variables:

1. Flow pattern in the cavity.
2. Flow distance in the cavity.
3. Casting and die configuration.
4. Surface finish requirements.
5. Air venting and/or overflows.
6. Trimming requirements.
7. Gate velocity.
8. Cavity fill time.
9. Die temperature.

The gate location and the gate area have a direct effect on
the first eight factors. The machine injection system also
affects the gate velocity and cavity fill time, and the die
temperature has a significant affect on the casting surface
finish. The main difficulty in selecting gate location is that
these factors are so closely interdependent.

For example, the gate thickness, part thickness, and
gate velocity can affect the metal flow behavior
downstream from the gate. Depending on their values,
the metal flow can be continuous or atomized, thus
affecting the flow pattern in the cavity. In some cases, the
complexity of the casting configuration and/or trimming
requirements may be the only factors governing the
location, length, and thickness of the gate.

D. Segmenting the Casting

As an aid to visualizing how metal will flow across the
cavity, depending on the gate location, and to determine
the metal requirements for various portions of the casting,

Figure 19 Converging flow system, showing single runner type sprue, main runner, tapered tangential runners, shock
absorbers, and the gate to the die cavity.
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a casting should be divided into segments. This
segmenting should be performed for each alternative gate
location considered. Typical examples of how casting
might be segmented are shown in Fig. 20. General
guidelines for segmenting are:

1. Use flow patterns that would tend to normally exist
in the cavity, so that molten metal will tend to flow
into a segment at an ingate, through that segment,
and then flow out of that segment into an overflow.
Because segment lines are only guidelines, flow
totally within segment batteries will not exist during
actual production except for the simplest casting
shapes. In addition, the flow pattern in the cavity
can be influenced by gate location and the angled
metal flow out of the gate.

2. Minimize flow length in the segment.

In many cases, it will be impractical to follow all of the
rules for selecting both runner and gate segment
configurations and so it will be necessary to make

compromises. Although it may be necessary to sacrifice
some of the desirable features in all but the simplest
designs, following the design guidelines for segmenting
above will, in general, provide flow conditions that will
promote rapid and uniform filling of the die. Rapid and
uniform filling of the cavity will minimize the formation
of cold lap (cold shut) and blister defects. To control
blister formation, flow across the cavity should be
uniform to force the air out of the cavity ahead of the
molten metal stream into overflows and/or vents. Of
course, in practice, this condition is difficult to achieve
because of changes in flow direction and section thickness
that results from the configuration of the cavity.

E. Calculation of Gate Dimensions

To maintain the desired velocity of metal flow throughout
the feed system and to fill a cavity in the shortest practical
time, one should design the ingates so their total cross-
sectional area is equal to or smaller than the smallest
cross-sectional area in the die feed system from the
gooseneck or shot sleeve to the die. This minimum area
often occurs at the sprue. However, in some cases, it may
occur at the nozzle in the hot chamber machine. When
the latter condition exists, the nozzle size should be
increased or the sprue size should be decreased to reduce
turbulence and pressure loss between the nozzle and
sprue. Based on the evaluation of the shot system
performance and the desired fill time and/or gate velocity
for the casting being considered, the nozzle diameter,
hence the sprue or the die inlet area, will be defined, as
was previously described in Sec. III.A. That area should
be used as the basis for the sizing of the gates. In addition,
the area of the ingate for each segment should be sized in
proportion to the volume or weight of metal in that
segment.

If the gate area calculations are made on a weight basis,
the weight of the casting and weight of casting metal in
each segment must be calculated first. Alternatively, if the
part to be produced already exists as a casting, it can be
weighed and the segment weight determined by drawing
lines on the casting, selling the casting into the segments
marked, and weighing the segments. The maximum
allowable gate area for each segment is then given by:

(9)Figure 20 (a) Segmenting die castings for gate design
calculations: Method of dividing water faucet casting into
segments. (b) Segmenting die castings for gate design
calculations: method of dividing mirror shell into segments.
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Equation (9) defines the largest gates that can be used for
the casting while at the same time keeping the gate small
enough to control the pattern of metal flow into the cavity.
Once gate location and length have been decided, the gate
thickness should be made such that the desired gate
velocity and cavity fill time are achieved. The limiting
factors for gate thickness are that it can neither be thicker
then the casting nor can it be too thick for efficient
trimming. The minimum practical gate thickness depends
on the accuracy of control of the die temperature and
other process variables. For example, higher die
temperatures allow thinner gates to be specified. In
practice, the minimum gate thickness is often determined
by manufacturing and tolerance considerations, but gates
as thin as 0.007 in. (0.18 mm) have been found to
satisfactorily work.

To determine desired metal flow velocities, gate
thicknesses in the range of 0.008–0.024 in. (0.2–0.6 mm)
are common and the length is in proportion to the volume
or weight of the casting, or segment of casting being fed
by that portion of the gate.

After the cross-sectional areas of the gates for each
segment are computed, the gate thickness is calculated by
dividing that area by the gate segment length. If making
the total gate area equal to the die inlet area results in
gates that are too thick for normal trimming, the die
designer should reevaluate the runner-gate configuration
to increase the gate length. This procedure will generally
reduce the gate thickness.

If the gate thickness cannot be reduced by a change in
the runner-gate configuration, then the thickest gate
sections should be reduced to the maximum thickness
considered practical for trimming, and all other gate and
runner areas should be proportionately reduced. For
example, if the maximum calculated gate thickness were a
segment or several segments was 0.050 in. (1.27 mm) and
the maximum gate thickness considered practical for
trimming was 0.025 in. (0.64 mm), then the thicknesses of
the gates for each segment should be reduced to one-half
of their calculated thicknesses. At this point, it may be
desirable to consider reducing the nozzle and sprue areas
to match more closely the gate area and thus minimize air
volume in the feed system. Alternatively, the designer could
gradually decrease the cross-sectional areas of the various
components of the feed system from the nozzle to gate
using the guidelines for a converging area system. These
guidelines will be described in a subsequent section. As a
general guideline, the total gate area should not be less
than 40% of the die inlet area, or in a hot chamber machine,
the nozzle exit, in a converging system.

Making the total ingate areas equal to the die inlet
area may produce gates that are too thin to be practical.
The die designer then has a choice of redesigning the
system to increase the component sizes in the die inlet
area, selecting another gating configuration to use a
shorter gate (usually not a desirable approach), or using
what some die casters have called a comb gate. A comb
gate is a series of short, moderately deep gates instead of
a long continuous thin gate. Figure 21 shows how a gate
of this type would be constructed. If comb gates are used,
the spacing between the gates should be equal to or less
than the length of the gate opening to minimize the effect
of the flow separation through the individual comb gates.
However, continuous gates as long as 0.007 in. (0.18
mm) have been successfully used, as previously noted.

Often, fan gates are used to distribute flow at the end
of a runner. Figure 22 provides guidelines for designing a
fan gate with the constant cross-sectional area. The design

Figure 21 Details of comb gates.
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of a fan gate with decreasing cross-sectional areas is
illustrated in Fig. 23. One of the advantages of the fan
gate design shown in Fig. 23 is that it is relatively simple
to machine. Also, the flow velocity is highest in the center
of the gate, which is useful to achieving certain types of fill
patterns. On the other hand, that design can lead to
turbulence if carelessly performed and it is not suitable
for wide fan gates.

F. Determining Gate Velocity

After the ingate areas have been determined, the nominal
velocity normal to the gate that will be achieved can be
calculated from Eq. (8) presented earlier.

Gate velocity will usually fall within the ranges
recommended by the North American Die Casting
Association which are 90–150 ft/sec (27–46 m/sec). If the
gate velocity exceeds the maximum value of that range,
die erosion or soldering problems may be encountered.
Hence the gate design or metal flow rate should be
modified to reduce the gate velocity to be within the
recommended range.

Figure 24 illustrates a typical converging feed system
with tapered tangential runners feeding the ingates and
the recommended metal velocities in each component of
that system. Those velocities are determined by selecting
the shot system configuration based on the P-Q2 diagram
that yields the desired velocity at the nozzle exit and then
by sizing the other components of the system in
accordance with the previously given guidelines.

The true gate velocity through the gates fed by tapered
tangential runners is higher than the value calculated from
Eq. (8). This is because of the variation in flow angle (that
is, the angle between the normal to the gate and the metal

Figure 22 Design of fan gate with constant cross-sectional
area.

Figure 23 Design of a fan gate with a decreasing cross-sectional area. W6 is normally 2 to 3 times T6 to provide better
fan feed shape at the expense of heat loss.
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flow direction) resulting from the dimensions of the
tapered tangential runners as shown in Fig. 25. The true
gate velocity can be approximated by the following
relationships:

(10)

where the runner velocity and gate velocity are calculated
from Eq. (8), or:

(11)

where the gate velocity is that calculated from Eq. (8) and
θ is the flow angle from the gate, shown in Fig. 24.

Should the feed system be designed to operate at
reduced injection pressures, the true gate velocities for all
reduced- and full-injection pressure should be calculated
and recorded. The true gate velocity that would result if

the machine were running at full injection pressure
should be noted on the instructions to machine
operators. If the value of the true gate velocity exceeds the
recommended range, under any injection pressures, the
operator should be warned that excessive gate velocities
might cause die erosion if design parameters are exceeded.

G. Calculating the Runner Dimensions

In fluid flow systems such as runners and die casting dies,
the flow efficiency, described by the discharge coefficient
Cd applies. The discharge coefficient, as it applies to flow
in the shot system of the die casting machine, was
discussed earlier.

The coefficient of discharge of the runner system is
influenced by the configuration of the system including
changes in cross-sectional area and changes in flow
direction and friction between the flowing metal and the
surfaces of the runner system. Sharp changes in flow
direction, abrupt (stepped) changes in cross-sectional
area, surface roughness, and flow distance all contribute
to reducing the flow efficiency or discharge coefficient.

Figure 24 Converging flow system, showing molten alloy velocity upper limits.
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Therefore the runners should be designed with constant
or gradually reducing cross-sectional areas, large radius
turns, short flow distances, and smooth (polished) surface
finishes. However, even when all of these guidelines are
followed, the flow in the runner system will not be 100%
efficient. Nevertheless, by following those general
guidelines, the flow efficiency will be considerably better
than that obtained in runner systems designed without
following those guidelines. Unfortunately, many runner
systems are still being cut in the dies with sharp turns,
abrupt changes in flow direction, and no consideration
for the cross-sectional area relative to those of the nozzle
and the sprue or the gates.

For a constant area metal feed system, the drawing in
Fig. 26 illustrates how the runner area calculations should
be made for a tangent runner that is continuously feeding
metal through the gate. As is shown, the runner cross-
sectional area at any point is merely the sum of the cross-
sectional areas of the segment gates being fed by that
runner. The figure also shows the location of the areas

used in the calculations. This summing procedure is used
for all runners back to the minimum die inlet area. Thus
the total gate area cannot exceed the minimum die inlet
area and the total cross-sectional area cannot exceed the
minimum inlet area. Furthermore, as seen in Fig. 26, the
use of this technique results in a natural taper in the tangent
runners, and those runners taper to zero cross-sectional
area at their ends. If correctly machined, the taper virtually
eliminates high transient metal velocity and resulting shock
during filling of the runner. Shock absorbers can also be
used to eliminate shock during runner fill. Design guidelines
for shock absorbers will be presented in a later section.

If the constant area runner system has long flow
distances and several changes in flow directions, flow
losses may occur such that the coefficient of discharge of
the runner is in the range of 0.6–0.8. In those cases, the
metal flow rate through the gate will be less than that
calculated based on the metal flow rate exiting the nozzle.
Thus the cavity fill time will be somewhat longer than the
value calculated and the gate velocity will be lower than
that calculated based on the flow rate exiting the nozzle.
These factors could result in lower casting quality than
anticipated.

Because of those possibilities, it may be preferable to
design the runner system with a converging (decreasing)
cross-sectional area. Figure 27 illustrates that type of
runner system and provides guidelines for the reduction
in cross-sectional area through the various sections of
the runner system. General guidelines for the reductions
in cross-sectional area for a converging system are as
follows:

1. Decrease cross-sectional area 10% in straight
sections such as along the sprue or along the main
runner.

2. Decrease cross-sectional area 20–30% through
turns, depending on the radius; the smaller the
radius, the larger the reduction in area.

3. Short runners in the sprue or short main runners
may be constant area.

4. The inlet area of the taper tangential runner should
be 1.2 times the area of the gate fed by that runner.
Depending on the desired flow angle into the cavity,
this area ratio can be altered. See Fig. 25 for flow
angle relationships.

Regarding the flow angle into the cavity, ratios of tangent
runner areas to gate area of 1.1–1.2 will provide a flow
angle into the cavity of 40–45° from the normal to the
gate. If larger runner inlet areas are used, the runner
velocity is decreased and the flow angle into the cavity will

Figure 25 Approximate flow angle variation with the
ratio of the runner inlet area to the gate area.
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be closer to normal to the gate. For example, with a runner
inlet area equal to twice the gate area, the flow angle will
be about 30°. However, using a heavier runner will result
in more metal to remelt after trimming.

Following the design guidelines for a converging cross-
sectional area runner system will result in gate areas that
typically are in the range of 40–60% of the nozzle area.
The runner system with a decreasing cross-sectional area
results in a greater latitude in achieving adequate die
performance with the die casting machine whose flow
efficiency discharge coefficient may be low or unknown.

There are two additional features that are typically
used with converging runner systems as shown in Fig.
27. Those features are the shock absorbers and the delta
region. The tangential runners typically terminate in 0.4
in. (10 mm) long sections with a 0.079 in. (2 mm) square
cross section that enters disk-shaped shock absorbers.
The use of shock absorbers is recommended to control
very high transient metal velocities that may be reached at

the small square ends of the runners, with consequent
high energy release (shock) through the extremities of the
gate. That high transient velocity may cause severe
erosion damage to the die. The shock absorbers also
protect the die when the gate does not completely fill, as
in a cold die during startup. The shock absorber should
be cut 0.079 in. (2 mm) deep and its top (circular) area
should be the same as the area at the entry to the tapered
runner. Figure 28 shows the design guidelines for shock
absorbers.

The delta region between the tangential runners shown
in Fig. 27 feeds the central portion of the castings. The
delta is often initially cut to the preselected gate depth.
The flow in that region is then assessed during the initial
casting trial. The delta region may then require
modification to achieve proper flow in that region. The
design guidelines for the delta region area are illustrated
in Fig. 29.

Figure 26 Method of calculating runner area in a constant cross-sectional area feed system.
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H. Determining Shape of Runners

After the runner areas have been calculated, runner
cross-sectional configurations are selected that:

1. will minimize heat loss from the runners;
2. will cool rapidly enough so that high production

rates can be obtained;
3. can be easily machined;
4. are easily designed;
5. have sufficient draft so that the casting can be easily

ejected.

When long runners (at least 200 mm or 8 in., or longer)
must be used, it is usually desirable to make the cross
section of the long portion of the runners round to

minimize heat losses. However, for practical reasons
(economy, machinability), a rectangular (actually
trapezoidal to allow draft for good ejection)
configuration with depth equal to width is usually
recommended. When short main runners are used, wide,
shallow, rectangular (trapezoidal) runner sections are
usually desirable to maximize the heat transfer from the
runner and to maximize the production rate. Sec. IV, on
die cooling systems and water line placement, gives
information on determining the production rate that can
be obtained with different size runners. At locations
where runners split, it is usually desirable to make a
rectangular (trapezoidal) runner section so as to minimize
machining difficulties. Figure 30 shows how these
features were employed in the design of one die and it

Figure 27 Converging flow system, showing single runner type sprue, main runner, tapered tangential runner, shock
absorbers, the gate to the die cavity, and the typical areas of the various components of the runner system. General
rules: (1) Decrease area 10% in straights (such as along sprue runner or main runner). (2) Decrease run 20–30%
around bends, depending on severity. (3) Short runners in sprue or main runner may be constant area. An=Nozzle
area; Ac=sprue area; Am=main runner area; At=tangent runner area; Ag=gate area; Ac=tangent runner end area.
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shows one method of designing a runner with variable
cross-section shapes.

Experience has shown that in most cases, the runners
should be defined and described (at least the details shown
in Fig. 31). In traditional practice, the runner system was
first modeled in wood or other suitable medium first and
then checked by the designer before the die was cut. This
minimized costly machining errors. Use of computer-
aided design techniques obviates the need for this
modeling; however, careful checking of compatibility
should be made before beginning die machining.

I. Selecting the Sprue Configuration

The constant or decreasing cross-sectional area rules
should be followed through these sprue base and sprue.
Standard sprue pin and bushing sets that have constant
cross-section area are commercially available.
Alternatively, a runner sprue can be designed and used to
maintain constant area through the sprue. The use of
runner sprues gives the designer added flexibility in that
the runner channels can be made to various
configurations, such as a round, half round, or
rectangular (trapezoidal). Figure 32 illustrates a
rectangular runner sprue and the cooling system normally
applied. The shape of the flow path is good, metal flow
characteristics are excellent, and the transitional curve
into the runner has a relatively large radius. It is a simple
design, but more expensive to make then a conventional
fully turned sprue.

Runner sprues can be easily cut with a modified keyway
(Woodruff) cutter, as shown in Fig. 33. To produce such a
rectangular shape in a runner sprue, one should turn the
cone shape of the sprue pin 0.010–0.020 in. (0.25–0.55
mm) less than the main cone of the sprue bushing. Channels
are then cut into the sprue pin by use of the Woodruff cutter
ground with appropriate draft angles on its sides. The
included angle of the cone in the sprue bushing should be a
minimum of 20°. Blank sprue pins in which the runners can
be cut are also commercially available. Cooling of the sprue
is carried out as with conventional sprues; however, cooling
of the bushing may not be required. If cooling is required, it
can usually be accomplished by a fountain under the runner
region in the sprue pin.

J. Overflow System Design and Vents

Should overflows be necessary, as is usually the situation
for parts where surface finish is critical, their locations
should be determined by examination of the flow patterns
that exist in the casting. Such overflows can serve four
important functions in the casting:

1. They are reservoirs that receive and hold gasses
flushed out of the cavity.

2. They are reservoirs for cold and oxidized metal
that initially flows through the cavity.

3. They provide additional heat input to the die,
therefore helping to maintain a satisfactory and
stable die temperature.

Figure 28 Design guidelines for runner shock absorber. The runner shock absorber prevents the “spurt” of metal
that would occur at the end of the runner just as it fills. Shock absorber diameter should be sized to give area of shock
absorber face (A’)=area of start of tangent runner (A)—see diagram. The area of entry into the shock absorber
should be 2×2 mm.
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Figure 29 Design guidelines for the delta region.
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4. They serve as locations for contact of ejector pins
when the ejector pin marks are not permitted on
any surface of the casting.

The first three functions help to eliminate blisters and
cold laps. Overflow gates and overflows have been found
to be very effective vents because large quantities of gasses
flowing ahead of and mixed with the initial metal flowing
into the cavity can be made to pass through the overflow
gates, which are generally thicker and shorter than vents.

Traditionally designed vents are usually thin clearances
with a long flow length cut between the die halves to
allow the gasses to escape from the die cavity. However,
as soon as a small amount of molten casting metal reaches

the small vent openings, it often solidifies and prevents
further flow through the vents. On the other hand, if the
vents do operate, they can be very effective in allowing
gasses to escape in front of the molten metal.

The use of constant area or converging area metal
feed systems, with correctly designed runners, promotes
the expulsion of air into the feed system ahead of the
molten metal and through the cavity to the air vents. To
promote expulsion of that air from the cavity, vents with
total areas of the 20% of the gate areas and with depths
up to 0.039 in. (1 mm), as shown in Fig. 34, may be
considered. Unfortunately, there has been very little
research directed at optimizing vent design.

Figure 30 Cross sections through different segments of the runner-and-gating system used with the TV-bezel dies.
Four runners were used to bring liquid metal into the diagonal corners of the die cavity.
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By proper design, the overflow gates and overflows
can be used effectively as vents, and most of the molten
metal that initially flows through the cavity and contains
most of the entrapped gasses can be forced into the
overflows. Experience has demonstrated that when the
proper runner, gating, and overflow designs are used,
blisters can be eliminated from die castings.

If the castings produced during the first trial run show
poor surface finish or blisters, the following should be
checked first:

1. Machine operation and performance.
2. Feed system design and dimensions.
3. Die temperature.

Figure 31 Dimensions of gates used with the modified TV-bezel die.

Copyright © 2004 by Marcel Dekker, Inc.



429Die Casting Process Design

This checking should indicate that both the machine and
die are operating according to the values of parameters
used in the design. If they are not, appropriate
modifications should be made to ensure that the design
values are being achieved.

The size of overflows will depend on the types of
defects in the casting and on the degree of die heating
required from the increased mass of molten metal. A
further consideration is the distance of the molten metal
travel through the feed system and cavity. Where long
flow distances are unavoidable, large overflows may be
necessary. Overflows may be necessary in the open center
of ring-shaped castings feed around portions of their
outer parameter from tapered tangential runners because
air vents may be difficult to provide in such areas.

Some analytical studies have been conducted to aid
the die caster in determining the size of overflows required
to produce cold shut free castings. These studies show
that if sufficient molten metal flows across the surface of
the die and into an overflow, the surface of the die is

heated and only molten metal remains in the cavity when
flow stops. Consequently, all the partly solidified metal
will be flushed from the cavity and cold lap (cold shut)
defects will be eliminated. As the casting thickness is
reduced, the tendency for cold lap defects increases
because less metal, and therefore less heat, is put into the
die. Also, for a given surface area of casting in the die at a
given temperature, the temperature of the metal in a
thinner casting will be reduced more rapidly because of
the shorter heat transfer path (reduced section thickness).
These problems can be overcome by use of higher die
temperatures, shorter cavity fill times, or the use of larger
overflows.

Guidelines for determining the size of overflows
required to produce cold lap free castings were an
outgrowth of those studies that were followed by further
laboratory and field studies. The first guideline that can be
used when redesigning an existing casting to reduce its
wall thickness is to take the volume or weight of the metal
that was eliminated by reducing the section thickness and

Figure 32 True runner type sprue, showing smooth flow path and large radius for transition into main runner. Area
chart shows converging flow path.
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place it in the overflows. For example, if a casting with a
wall thickness of 0.079 in. (2 mm) in weight of 2.2 lb (1 kg)
has been successfully produced using 1.1 lb (0.5 kg)
overflows, that casting can probably be successfully
produced with a wall thickness of 0.040 in. (1 mm) and a
weight of 1.1 lb (0.05 kg) by increasing the overflows to
2.2 lb (1 kg).

The general guideline was augmented by computer
studies to determine the size of overflows required with a
fixed set of die casting parameters. The casting
parameters and the assumed values were:

1. The capacity of the die casting machine, assumed
to be sufficient to pump 600 in.3 (9700 cm3) of
zinc per second.

2. The die material, assumed to be P-20 hot work
tool steel.

3. The runners, assumed to be four in number, round,
and 0.50 in. (12.7 mm) in diameter.

4. No coating of any type on the die surface.
5. A holding temperature of 800°F (427°C).

With these parameters fixed on the indicated values, the
cavity size, die temperature, runner length, and cavity fill
time, which were varied in the corresponding overflow
sizes, were calculated. Plots of the results show the
required overflow size as a function of cavity fill time for
a given die temperature. Two such plots are shown in
Figs. 35 and 36. One of the interesting observations from
these plots is that the runner length can be an important
parameter. Heat loss from long runners is appreciable
and is detrimental to casting quality. So the die caster
should make every effort to keep runner lengths short.

These studies also uncovered many instances of
inadequate and/or contradictory descriptions of the thermal
properties in the die casting system. Where this was the only
kind of information available, worst-case assumptions were
used. Therefore it is expected that by using the presented
design curves, the die caster will be able to produce cold lap
free castings with the overflow sizes calculated from these
design curves. Because of the conservative assumptions that
have been made, it may be practical to produce satisfactory
castings with smaller overflows that would be calculated by
using Figs. 35 and 36.

For example, a study conducted by investigators at
the Gulf and Western Company’s Natural Resources
Group showed that virtually cold lap free castings 0.030
in. (0.7 mm) thick could be produced with overflows in
zinc that were only 40% of the volume predicted when
the curves given in Fig. 35 were used.

Figure 33 Use of a woodruff cutter to cut the runner into
the sprue pin.

Figure 34 Flow system details with dimensions and areas.

Copyright © 2004 by Marcel Dekker, Inc.



431Die Casting Process Design

However, it is recommended that the die caster initially
either construct dies with the size of overflows calculated
according to these design curves, or at least allow room
for larger overflows although initially smaller overflows
(about one-half the size calculated) might be cut into the
die. Then, during the die development period, adequate
space will be available to enlarge the overflows to
eliminate cold lap defects, if this approach is found to be
necessary.

K. Discussion

Considerable attention has been devoted in this section
to provide general and specific guidelines for designing
feed systems for pressure die castings and a result was
specifically given for zinc. As noted, they require a number
of calculations to determine the dimension of the various
components in the feed system. Adherence to the
guidelines, and proper machining of the feed system in
the die, should result in first-shot success and high-quality
castings. Computer programs are now available from
several sources such as the North American Die Casting
Association that greatly simplify die design by eliminating
many of the manual calculations and use of the graphs
described in this chapter. However, they are based on the
same principles.

IV. DESIGN OF THE COOLING SYSTEM FOR
DIE CASTING DIES

A. Introduction

In addition to being a mold that produces a casting with
a desired shape, a die casting die is a cooling device that
extracts heat from the molten metal—the heat is then
liberated while the metal cools to the solidification
temperature; the latent heat of fusion is released during
solidification and the heat from the solid metal is then
cooled to the ejection temperature is released. Heat is
removed from the casting by conduction through the
steel die, either to coolant passages where the coolant
transports heat away, or to the external surfaces of the
die where heat is lost by radiation or convection, or
through connections to the die holder and die casting
machine that remove heat by conduction. The die
performs the function of a heat exchanger in this way,
and design considerations must be included in overall die
design if good quality castings are to be made.

The die must rapidly remove the heat introduced
during each shot so as to maintain an economical
production rate; thus the heat-removal capacity of the
die must balance the heat input to maintain the die
temperature at the level required to produce satisfactory
castings. The necessary cooling capacity, which may be

Figure 35 Calculated overflow size required to prevent
cold-shut defects with a die temperature of 260°C
(500°F). [Cavity fill time calculated from Eq. (7).]

Figure 36 Calculated overflow size required to prevent
cold-shut defects with a die temperature of 277°C
(530°F). [Cavity fill time calculated from Eq. (7).]
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different for various sections of the die, primarily depends
on the section thickness of the casting, the production
rate, and the type of surface finish required. When the
optimum die temperature or die temperature balance has
been achieved, it usually must be maintained within a
relatively narrow range. In the production of thinner
section castings with a high-quality surface finish, the
control of die temperature may even be more critical than
it is for castings with heavier sections.

To obtain the benefits inherent in automatic process
controls, adequate cooling capacity must be designed into
the die. To achieve that result, water line sizes and
locations should be selected to provide more cooling
capacity than will be required to cool the die when the die
is at its maximum production. The die temperature then
is maintained at the desired level by adjusting the flow of
the coolant through the die by means of a temperature
controller and solenoid operated valves.

In the die casting industry, the selection of the size and
locations of cooling water lines has traditionally been left
to the discretion of the die designer. In the majority of new
dies constructed, that selection is based on the experience
and judgment of the designer to provide proper cooling.
The dies are then built and trial runs are made. If
satisfactory castings cannot be made, water lines may then
be added or deleted to lower or raise the temperature in
selected portions of the die, or, in many cases, the machine
production rate is decreased to compensate for inadequate
cooling capacity of the dies. It is costly to conduct trial runs
with the die, to add or eliminate water lines to achieve
proper cooling, or to reduce the production rate because
of inadequate cooling capacity. Also, the addition or
elimination of water lines does not assure that optimum
cooling conditions are obtained.

The determination of water line locations and sizes is
a problem that can be solved through the use of computer
analysis to simulate steady state heat transfer conditions.
However, in many cases, the use of a sophisticated
computer analysis is not necessary for determination of
water line locations. High-quality die castings have been
successfully produced with guidelines given below that
ensure that adequate cooling capacity is available.

These guidelines depend on a steady state heat transfer
analysis that is used to develop design criteria for the sizing
and placement of cooling passages and dies. The
configuration of die casting can be complex and vary from
one type of casting to the next. Therefore rather than
develop a program that would handle complex shapes, two
simple casting sections were considered in development of
these recommendations. It was assumed that the casting
was made of section that can be approximated by flat plates

or strips. Even with those simplifications, the heat transfer
analyses were formidable and required specialized
computer programs. These programs used steady state
heat transfer models whose description is beyond the scope
of this chapter. The results of those computer calculations
were analyzed to determine relationships among the
imposed heating and cooling additions and resulting die
surface temperatures. Depending on the particular casting
and cooling configurations under consideration, the
results were used to provide an equation for calculating
the die surface temperature as a function of other
parameters and graphs that relate die surface temperature
and the other parameters [8].

Subsequently, to further simplify the effort required
to determine the location of waterlines and dies, computer
programs were written and are now widely available to
the die casting industry through the North American Die
Casting Association [9, 10]. However, because all users
of this chapter may not have access to these programs,
the equations and graphical solutions initially developed
from that work are presented in subsequent sections of
this chapter. Although the use of the equations and
graphs is more time consuming than the use of the
computer programs, it is more cost-effective to spend the
time to determine cooling passage locations before the
die is constructed than to modify the die after initial
production trials.

B. Heat Transfer Analysis

1. Casting and Cooling Passage Configurations
Studied

Computer programs were established to model steady
state heat transfer conditions in dies that produced
simple casting shapes. The casting shapes selected for
analysis were a plate with finite thickness (t) but infinite
width and length, and a strip with finite width (w) and
finite thickness (t) but infinite length. Four cases using
these simple shapes were analyzed:

• Infinite plate casting cooled by water lines.
• Infinite strip casting cooled by a single water line.
• Infinite plate casting cooled by fountains.
• Infinite strip casting cooled by fountains.

Schematic diagrams of the casting and the cooling line
configurations of these four cases are shown Figs. 37–40,
respectively. These casting sections and cooling passage
configurations can be used in various combinations and
arrangements to represent many casting and cooling
passage configurations employed in commercial dies. For
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Figure 37 Water-line configuration used in a die section that produces a casting section in the shape of an infinite plate
(case 1). Only one-half of the die assembly is shown.

Figure 38 Water-line configuration used in a die section that produces a casting in the shape of a strip of infinite length
(case 2). Only one-half of the die assembly is shown.
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Figure 39 Water fountain configuration used in a die section that produces a casting in the shape of an infinite plate
(case 3). Only one-half of the die assembly is shown.
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example, many sections and runners of frame and bezel
castings are similar to the cases illustrated.

In the analysis, the effects of the following variables on
the temperature distribution in the die were evaluated to
determine the cooling capacities required for the selected
casting sections:

1. The average die surface temperature (Ts) required
to produce castings with a good surface finish.

2. Heat input , which is affected by the production
rate, metal temperature, section size, latent heat of
fusion, etc.

3. Thermal conductivity of the die steel (k).
4. Inlet temperature of the cooling water (Tc).
5. Flow rate of cooling water (V).
6. Distance of the water line or fountain from the die

surface (L1).
7. Distance between adjacent water lines or fountains

(L2).
8. Diameter of the water lines or fountains (D).

The results of the computer calculations were analyzed to
determine relationships among the imposed heating and
cooling conditions and the resulting die surface
temperatures. Depending on the particular casting and
cooling configurations under consideration, the results were
correlated to provide equations (cases 1 and 2) for
determining the die surface temperature as a function of the

other parameters, or as a series of graphs or charts (cases 3
and 4) relating die surface temperature and the other
parameters.

C. Results

1. Equations for Cases 1 and 2, Infinite-Plate and
Infinite-Strip Castings Cooled by Water Lines

For case 1, the infinite state casting cooled by water lines,
illustrated in Fig. 37, the average die surface temperature
is expressed as:

(12)

where Ts=die cavity surface temperature, °F (°C); 
heat input at the die surface, Btu/in.2/hr (cal/cm2/hr) [see
Eqs. (15) and (16)]; D=diameter of the water line, in.
(cm); K=thermal conductivity of the die steel, Btu/ hr in.
°F (cal/hr cm °C) (see Table 3); φ=dimensionless heat
conduction parameter determined from a graph (Fig. 16);
β=dimensionless heat convection parameter determined
from a graph (Fig. 16); hc=heat transfer coefficient
between the surface of the waterline and the flowing water
(coolant). This value is determined from an equation that
expresses h as a function of the water properties of
viscosity, density, thermal conductivity, and specific heat

Figure 40 Water fountain configuration used in a die section that produces a casting section in the shape of a strip of
infinite length (case 4). Only one-half of the die assembly is shown.

Copyright © 2004 by Marcel Dekker, Inc.



Goodwin436

at the selected water temperature and pressure, and, also,
of the water velocity [see Eq. (18) and Figs. 56 and 57];
L2=space in between water lines, in./cm; Tc=temperature
of the water flowing through the water line, °F (°C).

For case 2, the infinite strip casting cooled by a single
water line, illustrated in Fig. 38, the average die surface
temperature can be calculated from the following
equation:

(13)

where Ts, q, D, k, hc, and Tc are defined as in Eq. (12);
L1=distance between the die cavity surface and the top of
the water line, in. (cm); w=width of the casting, inches
(cm); and t=thickness of the casting, in. (cm).

Equation (13) can be rearranged to solve for the
distance between the die surface and the top of the water
line, L1:

(14)

The mathematics involved in solving the equations for
locating water lines is somewhat complex and lengthy.
Thus the designer must spend a considerable amount of
time to solve them. Therefore to facilitate the use of this
information, computer programs have been written for
cases 1 and 2 [9, 10]. These programs are available from
the North American Die Casting Association to die
casters and die designers. With the use of these programs,
the water line placement calculations can be performed in
a matter of minutes.

Because all users of this manual may not have these
computer programs, Eqs. (12) and (13) were solved for a
number of conditions and the results were plotted to
provide die designers with guidelines in locating water lines
and dies. These graphs are presented in the next section.

2. Graphical Solutions of Eqs. (12) and (13)*

To aid the designer in using the results of the heat transfer
analysis for locating water lines in die casting dies, the
equations for cases 1 and 2 [Eqs. (12) and (13),

respectively] have been solved for various casting sizes
and various locations of water lines, and the results are
presented in graphical form.

3. Case 1: Infinite Plate Castings Cooled
by Water Lines

The results of the computer analyses for die that employ 7/
16 and 37/64 in. (11.1 and 14.7 mm) diameter cooling
lines (the most commonly used sizes in the United States)
to produce castings or casting sections can be
approximated by an infinite plate or plotted in Figs. 41
and 42, respectively. In those figures, the distance between
adjacent water lines (L2) is plotted as a function of the heat
input to the die cavity surface (q) for specific distances (L1)
of the water line below the cavity surface. The ends of each
line on the graph represent the range of distances between
the water lines that will result in a temperature difference
across the die cavity surface of less than 20°F (11°C). The
curves were determined for dies manufactured from P-20
steel. If a steel with a different thermal conductivity is used,
the cooling capacity of the die would be increased or
decreased by less than the percentage that the thermal
conductivity of that steel exceeds or is less than, respectively,
the thermal conductivity of the P-20 steel used in calculating
the curves. For example, the thermal conductivity of H-13
steel is about 14% lower than that of P-20 steel; however,
calculations using the value of k for H-13 steel showed
that the die surface temperature for a given heat input and
water line spacing is increased by 10% as compared with
the die surface temperature obtained with the P-20 steel.
Thus to use the graphs when a steel other than P-20 is
used, a conservative approach would be to assume that
the die surface temperature for each graph would be
increased or decreased by the percentage by which the k
value of the steel used in less than or greater than that of
the P-20 steel, respectively. Thus if H-13 steel were used,
the die surface temperature that would be maintained for
Fig. 41 would be 570°F (296°C) rather than 500°F
(260°C) because its k value is 14% lower then that of P-20
steel. Because the objective of the analysis is to insure that
the die has adequate cooling capacity, using that approach
will tend to assure that more than enough cooling capacity
is installed in the die. Then, the desired surface temperature
can be obtained and maintained by the use of commercially
available die temperature control systems.

The curves presented in Figs. 41 and 42 were
determined for cooling water temperature of 100°F
(37.8°C). If, in practice, the cooling water temperature is
different from that value, the average die surface

* In the graphs, the water line diameter D, casting thickness
and width (t and w), and water line spacings (L1 and L2) are
expressed in mm, whereas those parameters were expressed in
cm in Eqs. (12) and (13).

Copyright © 2004 by Marcel Dekker, Inc.



437Die Casting Process Design

Figure 41 Graphs for determining the locations of 11.1 mm (7/16 in.) diameter water lines to maintain the die-cavity
surface at the indicated temperatures for castings that can be approximated by a flat plate.

Figure 42 Graphs for determining the locations of 14.7 mm (37/64 in.) diameter water lines to maintain the die-cavity
surface at the indicated temperatures for castings that can be approximated by a flat plate.
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temperature that can be maintained will be higher or lower
than the value listed by approximately the amount that the
actual water temperature used exceeds or falls below 100°F
(37.8°C), except at very low coolant flow rates. For
example, if the temperature of the coolant water flowing
through the die is only 80°F (26.7°C), then the water line
configurations based on Fig. 41 would be capable of
maintaining the die surface temperature at 480°F (249°C)
rather than 500°F (260°C). The water flow rates
represented by these graphs is 2.4 gal/min (0.15 L/sec) for
the 7/16 in. (11.1 mm) diameter water lines and 4.1 gal/
min (0.26 L/sec) for the 37/64 in. (14.7 mm) diameter
water line. Higher flow rates will not significantly increase
the cooling capacity of the die. If the flow rate were to
become infinitely large, the increase in the cooling capacity

would be about 15%. However, lower water flow rates
will decreases the cooling capacity; for example, a flow rate
of 1 gal/min (0.06 L/sec) will reduce for most cases the
cooling capacity of the die with 7/16 in. (11.1 mm) lines by
about 15% or less than that indicated by the graphs. For
a die with 37/64 in. (14.7 mm) diameter water lines, the
same flow rate will reduce the cooling capacity by about
20% or less than that indicated by the graphs.

4. Case 2: Infinite Strip Casting Cooling by a
Single Water Line

The graphs for case 2, the infinite strip casting cooled by
a single water line, are plotted in Figs. 43–45. In these
graphs, the distance of the water line below the die cavity

Figure 43 Graphs for determining the location of 11.1 mm (7/16 in.) diameter water lines to maintain the die surface at
the indicated temperatures for a casting that can be approximated by a flat strip with a thickness of 6.4 mm (1/4 in.).
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surface is plotted as a function of the heat input to one
die half, q. Figure 43 is for a 0.24 in. (6.4 mm) thick strip.
Figure 44 is for 0.5 in. (12.7 mm) thick strip and Fig. 45
is for 0.75 in. (19 mm) thick strip. Each figure includes
curves for two specific die temperatures, 400°F (204°C)
and 350°F (177°C). The effects of variations in die
material, water temperature, and flow rate would be
essentially the same as for case 1 discussed earlier.

5. Infinite Plate and Infinite Strip Castings
Cooled by Fountains

The casting in the fountain configurations for cases 3
and 4 were illustrated in [Figs. 39 and 40], respectively.
The results of the heat transfer analysis of the infinite

plate (case 3) are given in Figs. 46 and 47 and those for
the infinite strip (Case 4) are given in Figs. 48–51. The
graphs were prepared for a single fountain diameter, 7/
16 in. (11.1 mm), and for a fixed value of the temperature
of the water flowing through the fountains, 100°F
(37.7°C). The data are plotted to show heat input, q, vs.
the spacing between fountain centerlines, L2. In Figs. 46
and 47, for the infinite plate, each cross-hatched area on
the graph represents a particular fountain depth below
the die/cavity surface. The graphs for the infinite strip
have separate areas for different die thicknesses, t, and
widths, w.

The cooling water flow rates were selected based on
calculations that employed a wide ranges of values for
the heat transfer coefficient between the water and

Figure 44 Graphs for determining the locations of 11.1 mm (7/16 in.) diameter water line to maintain the die surface at
the indicated temperatures for castings that can be approximated by a flat strip with a thickness of 12.7 mm (0.5 in.).
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fountain surfaces, including the use of values for the
fountain interior top surface different from those used
for the fountain side walls. The results for the various
flow combinations are presented in the graphs in terms
of flow rates that reliably provide the cooling necessary
to maintain die surface temperature, Ts, as either 500°F
(260°C) or 400°F (204°C). The band of cooling
conditions is bounded on the upper side by a maximum
or medium cooling water flow rate and on the lower side
by a minimum flow rate. The flow rate corresponding to
maximum cooling is 10 gal/min (0.63 L/sec), the medium
rate is 4 gal/min (0.25 L/sec), and the low rate is 1 gal/min
(0.063 L/sec). In practice, most cooling water flow rates
are expected to be near the low end of the range, 1–2 gal/
min (0.063–0.126 L/sec). On the graphs for the strip
casting with the fountains located 1 in. (25.4 mm) below
the cavity surface (Figs. 49 and 50), the case for the casting

0.25 in. (6.4 mm) thick by 1 in. (25.4 mm) wide is
represented by a single line for the low coolant flow rate.
For higher water flow rates with that strip cross section,
the temperature gradients on the die cavity surface
exceeded 50°F (27.8°C).

For a fixed fountain spacing, the 500°F (260°C) or
400°F (204°C) die surface temperature, Ts, can be
maintained by varying the coolant flow rate so that the
rate of heat extraction equals the heat input, q,
corresponding to a desired casting production rate and
casting thickness. The value of q must be between the
values corresponding to the two bounding coolant flow
rates. The basic procedure is one minor adjustment in
balancing the heat input (production rate for a particular
casting) and the cooling water flow rate within the baths
for a particular casting. The die designer is aided by the
use of these graphs in that he can select a fountain spacing

Figure 45 Graphs for determining the locations of 11.1 mm (7/16 in.) diameter water lines to maintain the die surface at
the indicated temperatures for castings that can be approximated by a flat strip with a thickness of 19 mm (0.75 in.).
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and know that he can maintain the required die surface
temperature for a given production rate—he need only
vary the cooling water flow rate, for example, by a
temperature controller, or vary the production rate over
a very small range.

6. General Procedures for Designing the Die
Cooling System

To use the equations, computer programs, and graphs
that had been developed, the designer must divide the
casting into segments with shapes that are equivalent to
flat plates or strips. For example, many frame and bezel
castings consist of combinations of flat plates and strips,
and the runners in most castings can be considered as a
strip. If the portion of the casting has a reinforcing lip or

rib that is somewhat thicker than the remainder of the
casting, then it is suggested that the average thickness of
the section be used in the calculations. If there is a large
boss present, a fountain may have to be placed
immediately below the boss to ensure adequate cooling
of that region. Possible cooling passage arrangements
for a large shallow boss and a large deep boss on thin
plate castings are illustrated in Figs. 52 and 53,
respectively. The important point is that adequate cooling
capacity must be designed into the die. Thus, for a given
case, one should assume the worse conditions when
considering the die cooling capacity required. With
sufficient cooling capacity, an automatic die temperature
controller will be capable of maintaining the proper die
temperature in the various regions of the die by regulating
the flow of coolant.

Figure 46 Graph for determining the locations of 11.1 mm (7/16 in.) diameter fountains to maintain the die-cavity
surface at 204°C (400°F), for castings that can be approximated by a flat plate.
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In addition, the die designer should obtain values or
reasonable estimates of the values for the various input
parameters that will be fixed or restricted to a narrow
range by other design or die construction considerations,
or by production conditions. For example, typical water
line diameters (tap drill sizes) used in the United States are
7/16 in. (11.1 mm) and 37/64 in. (14.7 mm). Also, the
temperature and velocity of the cooling water may be
restricted by the temperature of the supply and the water
system pressure. However, the values of these parameters
should be measured at the point where the water enters
the die. The flow rate can be determined by measuring the
volume of flow in 1 min. Usually, these flow rates are less
than 2.5 gal/min (0.16 L/sec).

Once the casting is divided into appropriate sections
that can be approximated by plates and strips, the die
designer must select values for the various parameters

and solve the equations for Ts or locate the proper
positions on the graphs. These parameters include the
production rate, P, the thickness, t, or the thickness and
width (t and w) of the casting section, the water line or
fountain diameter, D, the distance between the water lines
or fountains in the die cavity surface, L1, the spacing
between water lines or fountains, L2, the temperature of
the water in the cooling passage, Tc, and the flow rate of
the water through these passages.

The value of the heat input, q, can then be determined
from the casting geometry and the selected production
rate as is illustrated in Sec. V.A using Eqs. (16) and (17)
or Fig. 54.

With the value of q and the cooling passage
configuration, the designer can determine from the
appropriate graph the cooling passage spacing that will
maintain the die at the desired temperature. If the desired

Figure 47 Graph for determining the locations of 11.1 mm (7/16 in.) diameter fountains to maintain the die-cavity
surface at 260°C (500°F), for castings that can be approximated by a flat plate.
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value of Ts cannot be achieved with the initial values
selected for the parameters, the die designer can repeat
the procedure using different values for some of the
parameters until the desired value for Ts is achieved. This
procedure will allow the die designer to determine
appropriate combinations of cooling passage spacings
and diameters that will result in desired die surface
temperature for specific values of production rate, casting
section configuration, cooling water flow rate, and water
temperature.

7. Example Calculations Using the Information
Developed

To illustrate how the information developed can be
utilized, sample calculations have been prepared. Assume
that the die caster is producing a flat plate-type zinc die
casting 0.06 in. (1.52 mm) thick, and the casting is fed by
a runner 0.5 in. (12.7 mm) thick and 0.75 in. (19 mm)
wide. Assume that the water line or fountain

arrangements illustrated in Figs. 37–40 will be used to
cool the die. The production conditions for this
hypothetical casting are listed in Table 1.

8. Plate Casting Cooled by Water Lines

The assumed cooling system configuration shown in Fig.
37 and the assumed casting conditions (Figs. 41 and 42)
are used to determine the water line diameters and
spacings. Assume that the die designer elects to use 7.16
in. (11.1 mm) diameter water lines that are distance L1 of
1.75 in. (45 mm) beneath the die cavity surface and a
distance L2 of 3.5 in. (89 mm) apart. For t=0.06 in. (1.52
mm) and P=300 shots per hour, Fig. 16 shows that
q=5460 cal/cm2 hr. Using Fig. 41, the values of L1 and L2

for this case, and the heat input, it can be seen that the
selected water line configuration can maintain the die
surface at a temperature below 400°F (204°C). Thus the
water line size and location selected will provide more
than enough cooling capacity to hold the die surface

Figure 48 Graph for determining the spacing between 11.1 mm (7/16 in.) diameter fountains located 25.4 mm (1 in.)
below casting surface to maintain die-cavity surface temperature at 204°C (400°F), for castings that can be approximated
by a strip.
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temperature Ts at the desired temperature, 500°F
(260°C). In addition, because scale may build up in the
water lines and thus reduce heat transfer, the water line
configurations determined in this example provide an
extra margin of safety. The die temperature control
system will regulate the flow of coolant to maintain the
required die temperature.

Figure 38 illustrates the basic casting water line
configuration for the runner feeding this casting,
assuming that a single water line is used for cooling the
runner. For the geometry w/wt/(w+t)=0.3 in. (7.62 mm)
and the desired production rate P=300 shots per hour,
Fig. 16 shows that q=700 Btu/in2/hr (27,300 cal/ cm2/hr).
Should the die designer elect to place the water line 7/8 in.
(22 mm) below the runner cavity surface, a check of Fig.
44 would reveal that a portion of the die around the
runners does not have sufficient cooling capacity to bring
the die surface temperature in that region to the desired
value of 400°F (204°C). Thus the die designer could elect
to place the water line closer to the cavity or increase the
water line diameter. Alternatively, the production rate

would have to be lower to reduce the heat input at the die
cavity surface.

9. Plate Casting Cooled by Fountains

Under the assumed casting conditions, q=140 Btu/in2/ hr
(5460 cal/cm2/hr). Figure 47, the appropriate graph for
this condition, shows that fountains located 2 in. (51
mm) below the cavity surface (L1) and 4 in. (1.02 mm)
apart (L2) will maintain the die surface at 500°F (260°C).
To provide added cooling margin, because the cooling
efficiency will decrease as scale forms in the water line,
Fig. 46 can be used to determine the cooling line spacing
that will maintain the die surface at 400°F (204°C). From
Fig. 47, L1=2 in. (51 mm) and L2=2.85 in. (72 mm).

10. Strip Casting Cooled by Fountains

For the assumed geometry and casting conditions, q=
700 Btu/in.2/hr (27,300 cal/cm2/hr). As was previously

Figure 49 Graph for determining the spacing between 11.1 mm (7/16 in.) diameter fountains located 25.4 mm (1 in.)
below the die casting surface to maintain die-cavity surface temperature at 260°C (500°F), for castings that can be
approximated by a strip.
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indicated, the desired casting surface temperature for
the runner is 400°F (204°C). Inspection of Figs. 48 and
50, the appropriate graphs for maintaining the die
surface temperature at 400°F (204°C), shows that for
the cooling water flow rate available with the 7/16 in.
(11.1 mm) diameter fountains and within the limits of
the graph, fountains cannot be used to maintain the
desired die surface temperature and still maintain a
surface temperature variation of less than 50°F
(27.8°C). To maintain the die surface temperature at
400°F (204°C) in the runner area, the production rate
would have to be decreased so that the heat input q is
around 500 Btu/in2/hr (19,500 cal/cm2/hr); that value is
obtained from Fig. 48 using a 1 in. (25.4 mm) fountain
spacing beneath the die surface (L1), the minimum
spacing between fountains of 1 in. (25.4 mm), and
taking the lower boundary of the cooling water flow
rate for the strip size under consideration. Also, t=0.5
in. (12.7 mm) and w=3/4 in. (19 mm). For the assumed

configuration of the runner, wt/(w+t)=0.3 in. (7.62 mm),
the heat input value of 500 Btu/in.2/hr (19,500 cal/ cm2/
hr) corresponds to a production rate of P=200 shots
per hour (see Fig. 41).

11. Accuracy of the Procedure for Determining
the Cooling Capacity of Dies

The procedures developed were designed to provide the
die caster with a relatively quick and easy way to
determine the approximate location of water lines and
fountains in the dies that produce castings with
configurations that could be approximated by flat plates
or strips. In most cases, the procedures will provide
estimates that are conservative; that is, more cooling
capacity than is required will be installed in the dies.
Dies designed with excess cooling capacity can make
optimum use of automatic die temperature control
systems.

Figure 50 Graph for determining the spacing between 11.1 mm (7/16 in.) diameter fountains located 50.8 mm (2 in.)
below the die-cavity surface to maintain die-cavity surface temperature at 204°C (400°F), for castings that can be
approximated by a strip.
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V. DETERMINING INPUT VALUES FOR WATER
LINE PLACEMENT CALCULATIONS

A. Heat Input

The value of the heat input, , can be determined from
the casting configuration and the selected production rate
using the following equations.

For an infinite plate casting

(15)

And for an infinite strip casting

(16)

where Cp=specific heat of the alloy being cast, cal/cm3 °C
(Btu/in.3 °F); Ti=temperature of the metal at injection °C

Figure 52 Possible method for using fountains to provide
cooling for a large, shallow boss on a thin plate casting.

Figure 51 Graph for determining the spacing between 11.1 mm (7/16 in.) diameter fountains located 50.8 mm (2 in.)
below the die-cavity surface temperature at 260°C (500°F), for castings that can be approximated by a strip.
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(°F); Te=temperature of the casting at ejection °C (°F);
Hf=latent heat effusion for the alloy being cast, cal/cm3

(Btu/in.3); t=casting thickness cm (in.); w=casting width,
cm (in.); P=production rate, shots per hour.

Values of the specific heat Cp and latent heat effusion
Hf for zinc Alloy 3 are listed in Table 2.

In Eqs. (15) and (16), the casting thickness or the
width and thickness parameters are divided by 2 because
it was assumed in the calculations that half of the total
heat flux would be removed by each die half, i.e., the
cover and ejector die halves. The graph presented in Fig.
54 was prepared to simplify the calculation of . In this
graph, the value of is given for different combinations of
casting thicknesses (or casting thickness and width) and
production rate, assuming that the temperature
difference (Ti-Te) is 111°C (200°F). This graph can be
used for both of the casting shapes considered, the infinite
plate and the infinite strip, by using the proper geometry
factor, t or (w+t)/ wt, respectively.

B. Thermal Conductivity of Die Steel

The thermal conductivities, k, of P-20 and H-13 die steels
in the temperature range of 300–500°F (149–260°C)
are listed in Table 3. Single values of k are listed for the
temperature range because the data indicate relatively little
change in k over that temperature range.

C. Values for ϕ and βββββ [For Use in Eq. (12)]

The values for ϕ and β are determined from the graph
presented in Fig. 55. To determine ϕ, the designer locates
the value of L2/D on the ordinate. Using the left side of
the graph, a line, parallel to the abscissa, is drawn from
the L2/D value until it intersects a line that represents the
value of L1/D calculated by the designer. A line is drawn
from the intersection point on the L1/D line perpendicular
to the abscissa, and then the value of ϕ is read. The value
of β is determined in exactly the same manner, except the
right side of the graph presented in Fig. 55 is used. In Fig.
55, the short, horizontal lines drawn at the ends of the
L1/D curves indicate the upper and lower bounds of L2/D
for which the curves should be used and still maintain a
thermal gradient of 11°C (20°F) or less on the die surface
between the waterlines.

The values of hc can be determined from the following
general equation:

(17)

where hc=heat transfer coefficient between the surface of
the waterline and the flowing water (coolant) expressed
here as cal/hr/cm2 °C (Btu/hr/ft2 °F); C=a constant,
9.6×10-4 for metric units and 2.3×10-2 for English units;

=thermal conductivity of the water flowing through
the dies at an average temperature Tc, cal/hr/cm °C (Btu/
hr/ft °F); DH=the hydraulic diameter of the cooling
channel for a channel of circular cross section (tube or
pipe), DH is equal to the inside diameter of the channel, m
(ft); V=velocity of water through the cooling channel, m/
sec (ft/hr); = density of the flowing water taken at
some average temperature Tc, kg/m2 (lb/ft3); µTc=absolute
viscosity of water taken at some average temperature, kg/
m/sec. (lbs./ft./hr); Cp=specific heat of water at some
average temperature, Tc, cal/kg °C (Btu/lb °F).

The English unit of hc as calculated by Eq. (17) is Btu/
hr/ft2 °F. This value must be divided by 144 to convert it
to the proper units of hc for use in Eqs. (12) and (13), i.e.,

Figure 53 Possible fountain configuration for cooling a
large deep boss on a thin-plate casting. For this case, the
fountains should be treated as water lines cooling a strip
casting.
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Btu/hr/in.2 °F. The average water temperature Tc at which
the various physical properties of water are determined is
taken as the arithmetic mean of the inlet and exit water
temperatures of the dies. To simplify the determination
of hc, the graphs presented in Figs. 56 and 57 were
prepared for typical values of cooling line diameter, DH,
water velocity, V, and average temperature, Tc. In these
curves, all necessary conversion factors have been used

to provide the value of hc with the proper units for use
directly in Eqs. (12) and (13).

D. Value of Water Temperature Tc

As was previously indicated, Tc is the average of the inlet
and exit temperatures of the water flowing through the
water lines in the die. Based on information obtained

Figure 54 Graph for determining the heat input, q, for each die half assuming T1-Tθ=111°C (200°F). Graph is for
Zinc Alloy No. 3. P=shots per hour; T1=temperature of the zinc at injection=426°C(800°F); Te=temperature of the
casting at ejection= 316°C (600°F). The metric scale for casting thickness and the casting thickness and width
parameter is expressed in millimeters whereas those parameters were expressed in centimeters in Eqs. (15) and (16).
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Table 3 Thermal Conductivity (k) of Die Steels at Temperatures
Between 149°C and 260°C (300°F and 500°F)

Table 2 Thermal Properties of the No. 3 Zinc Alloy (SAE)
903 or ASTM Alloy AG40A, UNS Z33520

Table 1 Production Conditions for Hypothetical Casting
Considered in the Example Calculations

Figure 55 Graph for determining the value of φ and ß in Eq. (12). The horizontal lines at the ends of each L1/D curve
indicate the upper and lower bounds of L2/D for which the curves should be used and still maintain a thermal
gradient on the die surface between water lines of about 11°C (20°F) or less.

Copyright © 2004 by Marcel Dekker, Inc.



Goodwin450

Figure 56 Graph for determining hc at low water velocities and for a 11.1 mm (7/16 in.) diameter cooling line. DH=0.0365
ft of 0.0111 m. For this water-line size, a velocity of 1 m/sec (3.28 ft/sec) equals a flow rate of 0.097 L/sec (1.54 gpm).

Copyright © 2004 by Marcel Dekker, Inc.



451Die Casting Process Design

Figure 57 Graph for determining hc at low water velocities and for a 14.7 mm (37/64 in.) diameter cooling line
DH=0.0482 ft of 0.0147 m. For this water-line size, a velocity of 1 m/sec (3.28 ft/sec) equals a flow rate of 0.169 L/sec
(2.69 gpm).
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from field investigations, die casters typically run water
through their dies so that sufficiently high velocity that
usually there is a difference of less than 5°C (10°F)
between the inlet and outlet water temperatures. Thus
for practical purposes, Tc can be set equal to the inlet
water temperature.
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Heat treating is defined by the International Federation
for Heat Treating and Surface Engineering (IFHTSE) as:
“a process in which the entire object, or a portion thereof,
is intentionally submitted to thermal cycles and, if re-
quired, to chemical and additional physical actions, in or-
der to achieve desired (change in the) structures and prop-
erties” [1]. Krauss [2] has added the additional caveat that
“heat treatment for the sole purpose of hotworking is ex-
cluded from the meaning of this definition.” The thermal
cycles referred to in this definition are the various heat-
treatment steps, which include stress relieving,
austenitizing, normalizing, annealing, quenching, and tem-
pering. Steel is heat-treated to control microstructure for-
mation, to increase the strength and toughness, to release
residual stresses and prevent cracking, to control hardness
(and softness), to improve machinability, and to improve
mechanical properties including yield and tensile strength,
corrosion resistance, and creep structure. Each step of the
heat-treatment process is performed for a particular pur-
pose. Taken together, these heat-treatment steps are like
“links in a chain” [3]. The acceptability of the final prop-
erties is limited by the weakest link.

In this chapter, an overview of the metallurgy involved
in heat treatment will be provided which includes com-

mon microstructures and phase diagram interpretation.
The use of time-temperature transformation (TTT) and
cooling time transformation (CCT) curves relative to
microstructure formation during heat treatment will be
discussed. This will be followed by an overview of the
different heat-treatment steps including austenitizing,
stress relief, normalizing, annealing, quenching, and tem-
pering. When possible, quantitative equations for estimat-
ing appropriate heat-treatment temperatures and times will
be given.

I. GENERAL ASPECTS

The most part of steel applications are only possible after
heat treatment. So in a project of component, it is
necessary to consider the set steel+heat treatment.

There are many kinds of steels as summarized in Fig. 1.
Steels are usually standardized by the American Iron

and Steel Institute (AISI), Deutsches Institute für
Normung eV (DIN), the Society of Automotive
Engineers (SAE), and others (different countries). It is
useful to consult them to know specific properties
helping to choose proper steel to a special application.
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There is a commercial database of standard steels that
made this task easier where it is possible to find
equivalence among the standards as well. Equivalent
Steels (EQUIST) is one of which contains data of the
standard steels and cast irons of 20 countries, as well as
ISO and EN specifications [4].

Steel chemical composition has an important effect
on the final properties obtained after heat-treatment
process. Some effects of alloying elements are described
in the following [5, 6].

Manganese (Mn)—Increases strength and hardness;
forms carbide; increases hardenability (especially
in amounts greater than 0.8%); lowers the
transformation temperature range; when in
sufficient quantity, it produces austenitic steel;
always present in a steel to some extent because it
is used as deoxidizer.

Silicon (Si)—Strengthens ferrite and raises the
transformation temperatures; has a strong
graphitizing tendency; always present to some
extent because it is used with manganese as a
deoxidizer. It is relatively ineffective in low-carbon
steels, but is very effective in high-carbon steels.

Chromium (Cr)—Increases strength and hardness;
forms hard and stable carbides. It raises the
transformation temperature significantly when its
content exceeds 12%; increases hardenability;
amounts in excess of 12% render steel stainless;
good creep strength at high temperature.

Nickel (Ni)—Strengthens steel; lowers its
transformation temperature range; increases
hardenability and improves resistance to fatigue;
strong graphite-forming tendency; stabilizes
austenite when in sufficient quantity; creates fine
grains and gives good toughness.

Nickel (Ni) and chromium (Cr)—Used together for
austenitic stainless steels; each element counteracts
disadvantages of the other.

Tungsten (W)—Forms hard and stable carbides; raises
the transformation temperature range and

tempering temperatures. Hardened tungsten steels
resist tempering up to 600°C.

Boron (B)—Improves considerably hardenability, the
effect varying notably with the carbon content of
steel. The full effect of boron on hardenability is
obtained only in fully deoxidized (aluminum-
killed) steels.

Molybdenum (Mo)—Strong carbide-forming element
and also improves high-temperature creep
resistance; reduces temper brittleness in Ni–Cr
steels; improves corrosion resistance and temper
brittleness; is effective in improving hardenability.

Vanadium (V)—Strong carbide-forming element; has
a scavenging action and produces clean,
inclusionfree steels; can cause reheat cracking when
added to chrome molly steels.

Titanium (Ti)—Strong carbide-forming element; not
used on its own, but added as a carbide stabilizer
to some austenitic stainless steels.

Phosphorus (P)—Increases strength and hardenability;
reduces ductility and toughness; increases
machinability and corrosion resistance.

Sulfur (S)—Reduces toughness and strength and also
weldability. Sulfur inclusions, which are normally
present, are taken into solution near fusion
temperature of the weld. On cooling, sulfides and
remaining sulfur precipitate out and tend to
segregate to the grain boundaries as liquid films,
thus weakening them considerably. Such steel is
referred to as burned., Manganese breaks up these
films into globules of manganese sulfide;
manganese to sulfur ratio >20:1, higher carbon
and/or high heat input during welding >30:1, to
reduce extent of burning.

II. STEEL TRANSFORMATION

In the heat treatment of steels, time and temperature are
of critical importance on the formation of the
microconstituents on the steels, which determine proper-
ties such as hardness, strength, ductility, and toughness.
Carbon and alloy content besides grain size have an im-
portant effect on the properties as well.

The first step in the heat-treatment process is to un-
derstand the decomposition of austenite for a given ther-
mal history. Iron-Carbon (Fe–C) Phase Diagram and
Time-Temperature Transformation (TTT) Diagram allow
to verify, for each type of steel, which heating tempera-
ture is necessary to get austenite as well as which cooling
rate is appropriate to obtain the desirable properties
through the austenite transformation.

Figure 1 Summary of steel’s types.
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The most common transformation products that may
be formed in quench-hardenable steels from austenite are
in order of formation with decreasing cooling rate:
martensite, bainite, pearlite (which is a mixture of ferrite
and cementite), and ferrite (in same cooling rates, a mix-
ture of these constituents can be formed). Each of these
microstructures provides a unique combination of prop-
erties; especially, the relationship between ferrite and ce-
mentite in pearlite—depending on the carbon content and
the cooling velocity—very strongly influences the me-
chanical properties. The definitions of the phases and
microconstituents that can be found in steels are listed
below [7, 8].

Austenite—Designated by � (gamma) is the solid non-
magnetic phase. Face-centered cubic iron with elements
such as carbon and manganese dissolved to form a solid
solution. In most steels, not stable at low temperatures
(e.g., 25°C). Can dissolve up to about 2.0 wt. % C. Rela-
tively soft. It is the desired solid solution microstructure
produced prior to hardening. An austenite microstruc-
ture is illustrated in Fig. 2a (austenitic stainless steel).

Ferrite—Designated by � (alpha). Body-centered cubic
iron with elements such as manganese dissolved to form a
solid solution. The solubility of carbon in � is very low,
0.025 wt. % maximum. Relatively soft. Fully ferritic steels
are only obtained when the carbon content is very low.
Ferritic microstructure is illustrated in Fig. 2b.

Cementite (iron carbide)—A very hard and brittle
compound of iron and carbon corresponding to the em-
pirical formula of Fe3C and possesses an orthorhombic
lattice. Unstable phase, will decompose to iron and
graphite, but takes a relatively long time and thus is a
common phase in steels. In “plain carbon steels,” some
of the iron atoms in the cementite lattice are replaced by
manganese and in “alloy steels” by other elements such
as chromium and tungsten. Cementite will often appear
as distinct lamellae together with � or as spheroids or
globules of varying size in a ferritic matrix. The highest
cementite contents are observed in white cast irons [9].

Pearlite—A metastable microstructure formed from
austenite. The structure is an aggregate consisting of al-
ternate lamellae of ferrite and cementite formed on slow
cooling during the eutectoid reaction. In one alloy of
given composition, pearlite may be formed isothermally
at temperatures below the eutectoid temperature by
quenching austenite to a desired temperature (generally
above 550°C) and holding for a period of time necessary
for transformation to occur. The interlamellar spacing is
directly proportional to the transformation temperature;
that is, the higher the temperature, the greater the spac-

ing. An illustration of pearlitic microstructure is provided
in Fig. 2c.

Bainite—Two-phase mixture of ferrite and cement-
ite, which consists of fine roads of an iron carbide in
acicular ferrite. Exact morphology depends upon tem-
perature range of formation. This microstructure results
from the transformation of austenite at temperatures
between those that produce pearlite and martensite.
Ordinarily, these structures may be formed isothermally
at temperatures within the above range by quenching
austenite to the desired temperature and holding for a
specific period of time necessary for transformation to
occur. If the transformation temperature is just below
that at which the finest pearlite is formed, typically
350°C (660°F), the bainite (upper bainite) has a feath-
ery appearance (Fig. 2d). If the temperature is just above
that at which martensite is produced, the bainite (lower
bainite; Fig. 2e) is acicular, slightly resembling tempered
martensite and is formed below approximately 350°C
(660°F).

Martensite—A supersaturated solid solution of car-
bon in alpha iron (ferrite) having a body-centered tetrago-
nal lattice. It is a magnetic platelike construction formed
by a diffusionless shear type of transformation of
austenite below a certain temperature known as the Ms

temperature (martensite start temperature). It is produced
during quenching when the cooling rate of a steel, in the
austenitic condition, is such that the pearlite or bainite,
or both, transformation is suppressed. The amount of
transformation depends on martensitic temperature
range (Ms-Mf) attained since there is a distinct tempera-
ture where martensitic transformation begins (Ms) and
ends (Mf) [9]. Three microstructural forms of martensite
are lath (Fig. 2f), plate (Fig. 2g), and tempered (Fig. 2h)
martensite. Table 1 provides a summary of the structural
components of the iron-carbon system (adapted from
Ref. 10). Details of the terminology of the phases and
microconstituents of steels have been summarized by
Davis [9].

It is important to observe that the morphology of the
�-Fe3C mixture is determined by heat treatment. Besides
pearlite, there is spheroidite that consists of roughly
spherical particles of Fe3C dispersed in � (Fig. 2i) which
exhibits improved machinability and formability.

III. IRON-CARBON (Fe–C) PHASE DIAGRAM

The fundamental elements of heat-treatment design are
derived from the equilibrium phase diagram for the steel
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Figure 2 Illustrations of microstructural transformation products. (a) Equiaxed austenite grains and annealing twins
in an austenitic stainless steel. (b) Electrical iron (<0.02% C) etched with 2% nital revealing a ferrite grain structure.
(c) Coarse pearlitic structure isothermally annealed (780°C, 1 hr). SAE 1080 steel etched with 4% picral. Original at
1000×. (d) Upper bainite. (e) Lower bainite (dark plates). (f) Lath (low-carbon) martensite in SAE 8620 alloy steel
(Fe-0.2% C-0.8% Mn-0.55% Ni-0.50% Cr-0.2% Mo) after heat treatment (954°C, 1 hr, water-quenched). Etched
with 2% nital. (g) Microstructure of plate martensite obtained after improperly carburized surface. The white regions
are retained austenite, but there are also white massive cementite particles present, as indicated by the arrows.
Original at 1000×. (h) Microstructure of tempered martensite in alloy steel (Fe-0.33% C-0.48% Mn-2.46% Ni-
0.64% Cr) after heat treatment (850°C, 1 hr, oil-quenched, tempered at 400°C). Etched with 2% nital. (i) Spheroidize-
annealed SAE 52100 alloy steel for bearing. Etched with 4% picral revealing coarse spheroids of cementite in a
ferritic matrix. Original at 1000×.
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Figure 2 Continued.
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of interest since the science of heat treatment is depend-
ent on the formation by transformation of the desired
phases and microstructures from austenite. For this dis-
cussion, the iron-carbon (Fe–C) phase diagram shown
in Fig. 3 will be considered [10]. Although commonly
used, the term iron-carbon phase diagram is fundamen-
tally incorrect since the phase shown at the extreme
right of the diagram is cementite. Therefore this dia-
gram should be more properly designated as the iron-

cementite (Fe–Cm) equilibrium diagram. The term iron-
carbon diagram arises from the fact that cementite is
not stable and degrades to iron and carbon over very
long periods of time, typically much longer times than
those encountered in heat treat processing. The solid
lines in Fig. 3 show the equilibrium between Fe3C and
different phases of iron. Dashed lines show the equilib-
rium between iron and graphite, but graphitization
rarely occurs in steel [2].

The phase diagram, such as the Fe–C diagram, shows
the compositional limits of the different
transformational phases formed by a steel alloy as a
function of temperature that may exist during heating
or cooling. If the compositional limits shown are in
thermodynamic equilibrium, then this is an equilibrium
phase diagram. Alternatively, this diagram may
illustrate metastable conditions or phases. (The term
“metastable” means that the material or phase is not
actually stable with respect to transition but is stabilized
by rapid cooling [9].)

In pure iron, there are four critical temperatures asso-
ciated with phase changes, and the addition of carbon

Table 1 Components of an Iron-Carbon System

Source: Ref. 10.

Figure 3 Iron-carbon equilibrium diagram up to 6.61 wt. % carbon. Solid lines indicate Fe–Fe3C diagram; dashed
lines indicate Fe-graphite diagram.
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will affect these temperatures. From Fig. 3, it can be seen
that carbon additions lower the melting point to a mini-
mum of about 1133°C at about 4.3% C increasing for
greater percentages. Line ABCD is the liquidus tempera-
ture (crystallization begins during cooling). It is related
with the solubility limit of iron in the iron-carbon liquid.
Line IECF is related with the final of solidification. GSE
boundary represents the solubility limit of carbon in the
� phase with the maximum at about 2 wt. % of carbon.
For greater values of carbon, formation of iron carbide
in the austenite occurs and the alloy is classified as cast
iron. So steels are alloys containing approximately 2 wt.
% of carbon; most often, the total carbon content is less
than 1 wt.%. Figure 4 (adapted from Ref. 11) shows part
of the Iron–C Phase Diagram simplified corresponding
to steel transformations.

The Fe–C phase diagram simplified depicted in Fig. 4
illustrates an important characteristic in the steel com-
position range which is called the “eutectic point” which
refers to the composition of a solid phase which, upon
cooling, undergoes a univariant transformation into two
or more other solid phases [8]. For the carbon steel, the
eutectic point occurs at about 0.77 wt.% carbon (0.8%
C in Fig. 4). This is the basis of steel classification into
hypoeutectoid, eutectoid, and hypereutectoid steels.

Hypoeutectoid steels are those steels with<0.80
wt.% carbon. Hypoeutectoid steels can, upon cooling,
exist in two different phases, ferrite and austenite, each
with different carbon contents. Upon further cooling, the
microstructure of these steels typically exhibits ferrite
grains in pearlite islands as shown in Fig. 4.

Eutectoid steels contain 0.77 wt.% carbon. (Practi-
cally, steels with 0.75–0.85 wt. % carbon are classified
as eutectoid steels.) These steels exist as a solid solution
at any temperature in the austenite range and all carbon
is dissolved in the austenite. At the critical temperature
(A1) of the iron-cementite system (1340°F, 723°C), there
is a transformation from austenite to cementite platelets
in ferrite (pearlite, Fig. 4).

Hypereutectoid steels contain 0.8–2.0 wt. % of car-
bon. Upon cooling to Acm (E �–S line) (Fig. 4), cementite
separates from austenite. Below (A1) 1340°F (723°C),
austenite transforms to pearlite. At room temperature,
the microstructure is pearlite areas in cementite.

The presence of carbon stabilizes austenite and ex-
pands the temperature ranged within which it is stable.
Carbon is much more stable in austenite (2.11 wt.%)
where it is in equilibrium with cementite at 1148°C than
in ferrite (0.0218 wt.%) where it is in equilibrium with
cementite at 723°C [12].

The austenite phase field shown in the phase diagram,
such as Fig. 4, is the basis for selecting hot working and
heat-treating temperature limits for carbon steels. An-
nealing, normalization, and austenitization processes are
conducted in this region to facilitate the dissolution of
carbon in iron. For example, Fig. 4 shows that if the steel
is cooled slowly, the structure will change from austenite
to ferrite and cementite. With faster cooling, martensite
is formed. Austenite is only stable at elevated tempera-
tures.

This temperature range is designated as the “critical
temperature range” or “transformation range” which is
defined as “those ranges of temperature within which
austenite forms during heating and transforms during
cooling” [9]. These two ranges may overlap but never
coincide and are dependent on the alloy composition and
the heating rate. Table 2 provides the recommended
maximum hot working temperatures for various steels
[13]. Table 3 shows the correlation of surface colors and
approximate temperatures.

The transformation temperature indicates the limit-
ing temperature of a transformation range. For irons and
steels, the following standard terms are applied [9]:

Acm—The temperature at which the transformation
from austenite to cementite is complete in a
hypereutectoid steel.

Ac1 (A1)—The temperature at which austenite begins
to form during heating.

Ac3 (A3)—The temperature at which the transforma-
tion of ferrite to austenite is completed during heat-
ing.

Ac4—The temperature at which austenite transforms
to delta ferrite during heating.

Arcm—The temperature at which the precipitation of
cementite starts during cooling.

Ar1—The temperature at which transformation of
austenite to ferrite or to ferrite and cementite is
completed during cooling for hypereutectoid steels.

Ar3—The temperature at which austenite begins to
transform to austenite during cooling.

Ar4—The temperature at which delta ferrite trans-
forms to austenite during cooling.

Ar �—The temperature at which transformation from
austenite to pearlite begins during cooling.

A�—The temperature at which transformation from
austenite to martensite begins during cooling.

A summary of Ac1, Ac3, Ar1, and Ar3 values for different
steels is provided in Table 4 [13].
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Figure 4 Simplified portion of Fe–C diagram.
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The Ms temperatures of many steels have been deter-
mined experimentally and have been approximated using
several empirical formulas as shown in the following:

Ms(°F)=1000–650x% C-70x% Mn-35x% Ni-70x%
Cr-50x% Mo [14]

Ms(°C)=539–432x% C-30.4x% Mn-17.7x% Ni-
12.1x% Cr-7.5x% Mo [15]

All elemental concentrations are expressed in weight
percent and considering all the carbides dissolved in the
austenite.

IV. STEEL TIME AND TEMPERATURE
TRANSFORMATION DIAGRAMS

Microstructures that are formed upon cooling and the
proportions of each are dependent on the austenitization
time (because of increasing solution of elements in
austenite with increasing time), the time and tempera-
ture, cooling history of the particular alloy, and the com-
position of the alloy. The transformation products
formed are typically illustrated with the use of transfor-
mation diagrams, which show the temperature-time de-
pendence of the microstructure formation process for the
alloy being studied.

Two of the most commonly used transformation dia-
grams are time-temperature transformation (TTT),
which is also referred to as an isothermal transformation

Table 2 Recommended Maximum Hot Working
Temperatures for Various Steels

Source: Ref. 13.

Table 3 Correlation of Hot Steel Temperature with Color

Source: Ref. 13.
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(IT), and continuous cooling transformation (CCT) dia-
grams. When properly selected, either of these types of
diagrams can be used to predict a steel microstructure
and hardness after heat treatment, or they may be used
to design a heat-treatment process when the desired
microstructure and hardness are known.

A. Time-Temperature Transformation
Diagrams

TTT diagrams are generated by heating small samples of
steel to the desired austenitizing temperature and then
rapidly cooling to a temperature intermediate between
the austenitizing and the Ms temperature, and then hold-
ing for a fixed period of time until the transformation is
complete at which point the transformation products are

Table 4 Approximate Critical Temperatures and Ms/Mf

Points for Carbon and Alloy Steels

aWhen two temperatures are given for Ar1, the higher tempera-
ture represents the pearlitic reaction and the lower temperature
represents the bainitic reaction.
b Represents the case of 4600 grades of carburizing steels.
c Represents the case of 8600 and 9300 grades of carburizing
steels, respectively.

Table 4 Continued
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Figure 5 Time-Temperature Transformation (TTT)
diagram of an unalloyed steel (AISI 1035 steel).

Figure 6 Isothermal processes for which only TTT diagrams may be used: (a) isothermal annealing, (b) austempering,
and (c) martempering.

Figure 7 Dilatometer typical data showing the volume
changes during continuous cooling upon the formation
of decomposition products from austenite.
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determined. This is done repeatedly until a TTT diagram
is constructed such as that shown for an unalloyed steel
(AISI 1035) in Fig. 5 (adapted from Ref. 15). TTT dia-
grams can only be read along the isotherms.

The fraction transformed to ferrite, pearlite, and
bainite in isothermal processes can be calculated from
[16]:

 

where M is the fraction of the phase transformed, t is the
time in sec, b=2×10-9, and n=3. By convention, the begin-
ning of the transformation is defined as 1% of phase
transformed and the ending is defined as 99% of phase
transformed.

Only martensite formation occurs without diffusion.
The Hougardy equation may be used to predict the
amount of martensite formation for structural steels
[16, 17]:

 

where M=amount of martensite, Ms is the martensite start
temperature, and T is the temperature below the Ms tem-
perature.

The accuracy of TTT diagrams with respect to the
isothermal positions on the diagram is typically accepted
to be ± 10°C (±20°F) or ± 10% with respect to time.

Examples of heat treat processes where it is only ap-
propriate to use a TTT diagram are isothermal annealing,
austempering, and martempering. These processes are il-
lustrated schematically in Fig. 6a–c, respectively [17].

B. Continuous Cooling Transformation
Diagrams

CCT curves correlate the temperatures for each phase
transformation, the amount of transformation product
obtained for a given cooling rate with time, and the
cooling rate necessary to obtain martensite. These
correlations are obtained from CCT diagrams by using
the different cooling rate curves.

Figure 8 CCT diagram obtained from dilatometer data. High alloy steel (0.85% C-0.40% Mn-0.90% Si-8.5% Cr-
2.0% Mo-0.60% V-0.15% Nb). (Courtesy of AcosVillares, Brazil.)
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Figure 9 CCT diagram and Jominy curve for AISI 3140.
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The “critical cooling rate” is the time required to
avoid the formation of pearlite for the particular steel
being quenched. As a general rule, a quenchant must pro-
duce a cooling rate equivalent to, or faster than, that rate
indicated by the “nose” of the pearlite transformation
curve to maximize the formation of martensite.

If the temperature-time cooling curves for the
quenchant and the CCT curves of the steel are plotted on
the same scale, then they may be superimposed to select
the steel grade which will provide the desired microstruc-
ture and hardness for a given cooling condition [17]. This
assumption is limited to bars up to 100 mm quenched in
oil and bars up to 150 mm quenched into water.

CCT diagrams may be constructed in various forms.
Steel may also be continuously cooled at different speci-
fied rates using a dilatometer and the proportion of trans-
formation products formed after cooling to various tem-

peratures intermediate between the austenitizing tempera-
ture and the Ms temperature and these data are used to
construct a CCT diagram. In these processes, the length of
the sample is recorded as a function of time at the trans-
formation temperature. Typical data are shown in Fig. 7
(adapted from Ref. 7). This method of determining the
CCT curves relies on detecting the volume expansion when
the close-packed face-centered cubic austenite decomposes
to the less dense products. These data are put together
producing the CCT curves, as illustrated in Fig. 8. ASTM
E228 standardizes procedures for these tests.

CCT diagrams can also be constructed as shown in
Fig. 9 [17]. Figure 10 is a CCT diagram for an un-alloyed
carbon steel (AISI 1040) which provides curves for the
beginning and the ending of the different phase transfor-
mations [18, 19]. Figure 11, which was generated for a
DIN 50CrV4 (AISI 6145) steel, provides considerably

Figure 10 CCT diagram for an unalloyed steel (AISI 1040).
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more information [17, 20]. In this figure, the fraction of
the transformation product formed by a cooling curve is
shown in the diagram and the resulting hardness is shown
on the isotherm at the bottom of the diagram.

An alternative form of a CCT diagram is shown by
Fig. 12 [17, 20]. This curve was not generated using a
dilatometer, but instead, cooling curves were measured
at different distances from the end of a Jominy test bar.
The corresponding Jominy curve is shown along with a
diagram for a particular quenchant and agitation

condition which permits the prediction of cross-sectional
hardness for a round bar [17, 21].

Another form of CCT diagram, originally developed
by Atkins [22], is illustrated in Fig. 13. This CCT diagram
was generated by determining the cooling curves of round
bars of the alloy represented in different quenchant media
and then determining the corresponding transformation
temperatures, microstructures, and hardnesses [17]. The
data represented by these curves refer only to the center
of the bar being quenched. A scale of cooling rates is

Figure 11 CCT diagram of a DIN 50CrV4 (AISI 6145) steel.
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provided at the bottom of the diagram. These diagrams
are read along vertical lines with respect to different
cooling rates. This diagram is especially useful to quickly
see the relative hardenability of different steels.

There are a number of heat-treatment processes where
only the use of a CCT diagram is appropriate. These in-
clude continuous slow-cooling processes such as normal-

izing annealing by cooling in air, direct quenching to ob-
tain a fully martensitic structure, and continuous cooling
processes resulting in mixed microstructures as illustrated
in Fig. 14 [17].

The Rose-Strassburg cooling law can be used to
predict cooling times and temperatures for steels
whose cross-section sizes are not excessively large and

Figure 12 Experimentally determined CCT diagram (solid lines) for a DIN 42CrMo4 steel. TTT diagram is also shown.
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Figure 13 CCT diagram for rolled steel austenitized at 860°C.
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therefore their cooling is modeled by this relation-
ship [20]:

 

where TO=austenitizing temperature, α=heat transfer co-
efficient, and t=time.

A number of points should be noted:

• The CCT diagram is only valid for the steel composi-
tion for which it was determined.

• It is not correct to assume that the area of intersection
of a cooling curve with the transformation product is
equivalent to the amount of that product that is
formed.

• Scheil [23] has shown that transformation begins later
in time for a continuous cooling process than for an
isothermal process. This is consistent with TTT and
CCT curve comparison.

• Since increasing the austenitizing temperature will shift
the curves to longer transformation times, it is neces-
sary to use CCT diagrams generated at the desired
austenitizing temperature.

Caution: Although it is becoming increasingly common
to see cooling curves (temperature-time profiles) for
different cooling media (quenchants) such as oil, water,
air, and others, superimposed on either TTT or CCT
diagrams, this is not a rigorously correct practice and
various errors are introduced into such analysis due to
the inherently different kinetics of cooling used to obtain

the TTT or CCT diagrams vs. the quenchants being
represented. A continuous cooling curve can be
superimposed on a CCT, but not on a TTT diagram.

V. HARDENABILITY

Hardenability has been defined as the ability of a ferrous
material to develop hardness to a given depth after being
austenitized and quenched. This general definition com-
prises two subdefinitions; the first of which is the ability
to achieve a certain hardness [24]. The ability to achieve
a certain hardness level is associated with the highest at-
tainable hardness which depends on the carbon content
of the steel and, more specifically, on the amount of car-
bon dissolved in the austenite after austenitizing.

This is illustrated by considering the problem of
hardening of high-strength, high-carbon steels. The
higher the concentration of dissolved carbon in the
austenitic phase, the greater the increase in mechanical
strength after rapid cooling, and transformation of the
austenite in the metastable martensite phase steels
typically exhibits increasing hardness and strength with
increasing carbon content, as shown in Fig. 15 [25], but
they also exhibit relatively low ductility. However, with
increasing carbon concentration, martensitic
transformation from austenite becomes more difficult

Figure 14 Heat-treatment processes where only CCT
diagrams may be used. (A) Furnace cooling to obtain
coarse ferrite-perlite microstructure. (B) Slow cooling to
obtain ferrite-pearlite microstructure. (C) Continuous
cooling for a mixed microstructure. (D), (E) Direct
quenching to obtain fully martensitic microstructure.

Figure 15 Influence of the carbon content in steel on the
yield strength (σ0.6) after quench hardening. The yield
strength values were obtained from compression tests;
the additional variation of nickel content causes a
negligible solid solution hardening and was selected to
obtain a constant Ms temperature for the start of
martensitic transformation.
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resulting in a greater tendency for retained austenite and
correspondingly lower strength.

The second subdefinition of hardenability refers to
the hardness distribution within a cross section from the
surface to the core under specified quenching conditions.
It depends on the carbon content which is interstitially
dissolved in austenite and the amount of alloying ele-
ments substitutionally dissolved in the austenite during
austenitization. Therefore, as Fig. 15 shows, carbon con-
centrations in excess of 0.6% do not yield correspond-
ingly greater strength [25]. Also, increasing the carbon
content influences the Mf temperature relative to Ms dur-
ing rapid cooling as shown in Fig. 16 [26]. In this figure,
it is evident that for steels with carbon content above
0.6%, the transformation of austenite to martensite will
be incomplete if the cooling process is stopped at 0°C or
higher.

The depth of hardening depends on the following
factors:

• Size and shape of the cross section
• Hardenability of the material
• Quenching conditions

The cross-section shape exhibits a significant influence
on heat extraction during quenching and therefore on
the hardening depth. Heat extraction is dependent on
the surface area exposed to the quenchant. Bars of rec-
tangular shape achieve less depth of hardening than
round bars of the same cross-section size. Figure 17 can
be used to convert square and rectangular cross sections
to equivalent circular cross-section sizes [27].

Hardenability of a steel is also dependent of the steel
composition (carbon and alloy content) at the
austenitizing temperature and the austenite grain size at
the moment of quenching. In some instances, mainly in
high-carbon and alloy carburizing steels, the chemical
composition of the austenite may not be the same as that
determined by chemical analysis because some carbide
may be undissolved at the austenitizing temperature and
so neither their carbon nor alloy content can contribute
to hardenability. In fact, by nucleating transformation
products, undissolved carbides can actively decrease
hardenability. Consequently, such factors as austenitizing
temperature, time at temperature, and prior microstruc-
ture are sometimes very important variables when deter-
mining the basic hardenability of a specific steel compo-
sition.

The effect of steel composition on hardenability may
be calculated in terms of the “ideal critical diameter” or
DI which is defined as the largest bar diameter that can
be quenched to produce 50% martensite at the center
after quenching in an “ideal” quench, i.e., under
“infinite” quenching severity. The ideal quench is one
that reduces surface temperature of an austenitized steel
to the bath temperature instantaneously. Under these
conditions, the cooling rate at the center of the bar
depends only on the thermal diffusivity of the steel.

Figure 16 Influence of the carbon content in steels on the
temperature of the start of martensite formation (Ms) and
the end of martensite formation (Mf).

Figure 17 Correlation between rectangular cross sections
and their equivalent round bar and plate sections.
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The ideal critical diameter may be calculated from:

 

where fX is a multiplicative factor for the particular
substitutionally dissolved alloying element. The base DI

Base value and one set of alloying factors are provided in
Table 5 [28] (note: this is not an exhaustive listing of
alloying factors, but these are commonly encountered
and they permit calculations to illustrate the effect of steel
chemistry variation on hardenability). DI values for a
range of steels with differing hardenabilities are provided
in Table 6 [27].

Grain size refers to the dimensions of grains or crystals
in a polycrystalline metal exclusive of twinned regions
and subgrains when present. Grain size is usually
estimated or measured on the cross section of an
aggregate of grains. Common units are (1) average
diameter, (2) average area, (3) number of grains per linear
unit, (4) number of grains per unit area, and (5) number
of grains per unit volume. Grain size has an important
influence on hardenability as shown in Fig. 18 [29].

Grain size may be determined according to ASTM
Test Method E 112 [30]. The procedures in Test Method
E 112 describe the measurement of average grain size

and include the comparison procedure, the planimetric
(or Jeffries) procedure, and the intercept procedures.
Standard comparison charts are provided. These test
methods apply chiefly to single phase grain structures,
but they can be applied to determine the average size of a
particular type of grain structure in a multiphase or
multiconstituent specimen.

In addition, the test methods provided in ASTM E
112 are used to determine the average grain size of
specimens with a unimodal distribution of grain areas,
diameters, or intercept lengths. These distributions are
approximately lognormal. These test methods do not
cover methods to characterize the nature of these
distributions. Characterization of grain size in specimens
with duplex grain size distributions is described in Test
Methods E 1181. Measurement of individual, very coarse
grains in a fine-grained matrix is described in Test
Methods E 930. These test methods deal only with the
determination of planar grain size, that is,
characterization of the two-dimensional grain sections
revealed by the sectioning plane. Determination of spatial
grain size, that is, measurement of the size of the three-
dimensional grains in the specimen volume, is beyond
the scope of these test methods.

These test methods described in E 112 are techniques
performed manually using either a standard series of

Table 5 Hardenability Factors for Carbon Content, Grain Size, and Selected Alloying Elements in Steel
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graded chart images for the comparison method or sim-
ple templates for the manual counting methods. Utiliza-
tion of semiautomatic digitizing tablets or automatic
image analyzers to measure grain size is described in Test
Methods E 1382 [31].

The ASTM grain size number (G), referred to in Table
5, is a grain size designation bearing a relationship to
average intercept distance at 100 diameters magnification
according to the equation:

 

where L=the average intercept distance at 100 diameters
magnification. The smaller the ASTM grain size, the
larger the diameter of the grains.

The effect of quenching conditions on the depth of
hardening is not only dependent on the quenchant being
used and its physical and chemical properties, but also
on the process parameters such as bath temperature and
agitation.

A. Hardenability Measurement

There are numerous methods to estimate steel
hardenability. However, two of the most common are

Jominy curve determination and Grossmann
hardenability which will be discussed here.

1. Jominy Bar End-Quench Test

The most familiar and commonly used procedure for
measuring steel hardenability is the Jominy bar end-
quench test. This test has been standardized and is de-
scribed in ASTM A 255, SAE J406, DIN 50191, and ISO
642. For this test, a 100-mm-long (4 in.) by 25-mm di-
ameter (1 in.) round bar is austenitized to the proper tem-
perature, dropped into a fixture, and one end rapidly
quenched with 24°C (75°F) water from a 13-mm (0.5
in.) orifice under specified conditions as illustrated in Fig.
19 [24]. The austenitizing temperature is selected accord-
ing to the specific steel alloy being studied; however, most
steels are heated in the range of 870–900°C (1600–
1650°F).

In the Jominy end-quench test, a cylindrical specimen
is heated to the desired austenitizing temperature and
well-defined time, which is material composition-depend-
ent, and then it is quenched on one end with water. The
cooling velocity decreases with increasing distance from
the quenched end. After quenching, parallel flats are

Table 6 Ideal Diameter (DI) Values for Various Steels
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ground on opposite sides of the bar and hardness meas-
urements made at 1/16 in. (1.6 mm) intervals along the
bar as illustrated in Fig. 20 [24]. The hardness, as a func-
tion of distance from the quenched end, is measured and
plotted, and, together with the measurement of the rela-
tive areas of the martensite, bainite, and pearlite that is
formed, it is possible to compare the hardenability of

different steels using Jominy curves. As the slope of the
Jominy curve increases, the ability to harden the steel
(hardenability) decreases. Conversely, decreasing slopes
(or increasing flatness) of the Jominy curve indicates in-
creasing hardenability (ease of hardening).

The Jominy end-quench is used to define the
hardenability of carbon steels with different alloying ele-
ments like chromium (Cr), manganese (Mn), and molyb-
denum (Mo) and having different critical cooling veloci-
ties. Jominy curves for different alloy steels are provided
in Fig. 21 [13]. These curves illustrate that the unalloyed,
0.4% carbon steel exhibits a relatively small distance for
martensite (high hardness) formation. The 1% Cr and
0.2% Mn steel, however, can be hardened up to a dis-
tance of 40 mm. Figure 21 illustrates that steel
hardenability is dependent on the steel chemistry,
unalloyed steels exhibit poor hardenability, and that
Jominy curves provide an excellent indicator of relative
steel hardenability.

The Jominy test provides valid data for steels having
an ideal diameter from about 25 to 150 mm (1 to 6 in.).
This test can be used for DI values less than 25 mm

Figure 18 Influence of grain size (ASTM number) in the
hardenability (DI).

Figure 19 Schematic illustration of the Jominy end-quench
test and microstructural variation with increasing distance
from the quenched end.

Figure 20 Measuring hardness on the Jominy test
specimen and plotting hardenability curves.
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(1 in.), but Vickers or microhardness tests must be used
to obtain readings that are closer to the quenched end of
the bar and closer together than generally possible using
the standard Rockwell “C” hardness test method [24].

The austenitizing time (shown in Fig. 22; Ref. 32) and
temperature, extent of special carbide solution in the
austenite and extent of oxidation or surface decarburi-
zation during austenitizing, care and consistency of sur-
face flat preparation, and bar positioning prior to mak-
ing hardness measurements are important factors that
influence test results. Therefore all tests should be con-
ducted in compliance with the standard being followed
[24].

Because of the differences in chemical composition
between different heats of the same grade of steel, the
socalled hardenability bands have been developed us-
ing the Jominy end-quench test. According to Ameri-
can designation, the hardenability band for each steel
grade is marked by the letter H following the composi-
tion code. Hardenability band for 1340 H steel can be
seen in Fig. 23 [7, 24]. The upper curve of the band
represents the maximum hardness values, correspond-
ing to the upper composition limits of the main ele-
ments, while the lower curve represents the minimum
hardness values, corresponding to the lower limit of the
composition ranges.

Using the composition of the steel, it is possible to
calculate the Jominy end-quench curve for a wide range
of steels with excellent correlation to experimental re-
sults. In many cases, calculation is preferred over experi-
mental determination.

2. Grossmann Hardenability

The Grossmann method of measuring hardenability uti-
lizes a number of cylindrical steel bars with different di-
ameters, each hardened in a given quenching medium
[17]. After sectioning each bar at mid-length and exam-
ining it metallographically, the bar that has 50%
martensite at its center is selected, and the diameter of
this bar is designated as the critical diameter Dcrit. Other
bars with diameters smaller than Dcrit will have more
martensite and correspondingly higher hardness values,
and bars with diameters larger than Dcrit will attain 50%
martensite only up to a certain depth as shown in Fig. 24
[24]. The Dcrit value is valid only for the quenching me-
dium and conditions used to determine this value.

To determine the hardenability of a steel independ-
ently of the quenching medium, Grossmann introduced
the term ideal critical diameter (DI). DI, defined above,
is the diameter of a given steel bar that would produce
50% martensite at the center when quenched in a bath
of quenching intensity H= α. Here H= α indicates a hy-
pothetical quenching intensity that reduces the tem-
perature of heated steel to the bath temperature in zero
time. Alternatively, excellent correlations with re-
ported H-values are potentially achievable using cool-
ing rates obtained by cooling curve analysis with 0.5,
1.0, 1.5, and 2.0 inches type 304 stainless steel probes
[33]. Ideal diameters for various steels are provided in
Table 6 [27].

Figure 21 Jominy curve comparison of the hardenability
of one unalloyed and a number of other different alloy
steels. All alloy concentrations are in wt. %.

Figure 22 Influence of the austenitizing time in the
hardenability of a lean steel.
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To identify a quenching medium and its condition,
Grossmann introduced the quenching intensity (severity)
factor H. Table 7 provides a summary of Grossmann H
factors for different quench media and different quench-
ing conditions [34]. Although these data have been pub-
lished in numerous reference texts for many years, it is of
relatively limited quantitative value. One of the most
obvious reasons is that quenchant agitation is not ad-
equately defined with respect to mass flow rate,
directionality, and turbulence and is often unknown, yet
it exhibits enormous effects on quench severity during
quenching.

The Grossmann value H is based on the Biot (Bi)
number which interrelates the interfacial heat transfer

coefficient (α), thermal conductivity (λ), and the radius
(R) of the round bar being hardened:

Since the Biot number is dimensionless, this expression
means that the Grossmann value, H, is inversely propor-
tional to the bar diameter. This method of numerically
analyzing the quenching process presumes that heat
transfer is a steady-state, linear (Newtonian) cooling
process. However, this is seldom the case and almost
never the case in vaporizable quenchants such as oil,
water, and aqueous polymers, Therefore a significant er-
ror exists in the basic assumption of the method.

Figure 23 Hardenability band for SAE 1340 H.

Figure 24 Determination of critical diameter Dcrit

according to Grossmann.

Table 7 Effect of Agitation on Quench Severity as Indicated
by Grossmann Quench Severity Factors (H-Factors)
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 Another difficulty is the determination of the H-value
for a cross-section size other than one experimentally
measured. In fact, H-values depend on cross-section size.
Values of H do not account for specific quenching char-
acteristics such as composition, oil viscosity, or tempera-
ture of the quenching bath. Tables of H-values do not
specify the agitation rate of the quenchant either uni-
formly or precisely (see Table 7). Therefore although H-
values are commonly used, more current and improved
procedures ought to be used when possible. For exam-
ple, cooling curve analyses and the various methods of
cooling curve interpretation that have been reported [33,
34] are all significant improvements over the use of
Grossmann hardenability factors.

VI. AUSTENITIZATION

As indicated in the discussion thus far, the austenitization
process refers to the formation of austenite by heating
the steel above the critical temperature for austenite for-
mation. It is important to note that the term

austenitization means to completely transform the steel
to austenite [2]. However, there are a number of criti-
cally important variables in the austenitization process,
two of which are heat rate and holding (soaking) time.

The heating rate is critical. There is a specific heating
rate that cannot be exceeded without causing warpage
or cracking since steel typically possesses insufficient
plasticity to accommodate increased thermal stresses in
the temperature range of 250–600°C. Therefore this is a
particularly critical temperature range especially when
the component has both thick and thin cross sections.
The heating rate is dependent on [17]:

• Size and shape of the component
• Initial microstructure
• Steel composition

For this reason, steel is often heated to the final
austenitizing temperature in steps of 95–200°C/hr.

Shapes with corners and sharp edges are also
susceptible to cracking, also known as the “corner
effect.” If heating rates are excessive or nonuniform, the

Table 8 SAE AMS 2759/1 C Recommended Annealing, Normalizing, Austenitizing Temperatures, and
Quenchants for Various Steels

SAE AMS 2759/1C should be consulted for detailed description of the overall heat-treating requirements for these alloys.
a The cooling rate is not to exceed 111°C/hr to below 538°C except for 4330V, 4335V, and 4340 to below 427°C and
4640 to below 399°C.
b o=oil, w=water, and p=an aqueous polymer quenchant.
c 1095 parts should be spheroidize-annealed before hardening.
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Figure 25 Aronov load characterization diagram for soaking time calculation.
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resulting thermal stresses may be sufficient to cause
cracking.

The propensity for steel to crack is dependent on com-
position. For example, increasing carbon content in-
creases the potential for cracking. The effect of composi-
tion on the potential for cracking can be modeled by cal-
culating the carbon equivalent (Ceq):

where the elements shown represent wt. % concentra-
tions in the steel. The limits of this equation are C≤0.9%,
Mn≤1.1%, Cr≤1.8%, Mo≤0.5%, Ni≤5.0%, V≤0.5%,
Si≤1.8%, Ti≤0.5%, W≤2.0%, and Al≤2.0%. Crack sen-

sitivity increases with the Ceq value. The following gen-
eral rules were reported by Liscic [17]:

Ceq≤0.4 Steel not sensitive to cracking; may be heated
quickly

Ceq
=0.4–0.7 Moderate sensitivity to cracking

Ceq≥0.7 Steel is very sensitive to cracking and should
be preheated to a temperature close to Ac1
and held until the temperature was uniform
throughout to minimize thermal stresses
when austenitizing.

In addition to these effects, steel with high hardness and
a nonuniform microstructure should be heated more

Figure 26 Aronov soaking times for: (A) packed load, (B) spaced load, (C) vertical load, and (D) disks.
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slowly due to its crack sensitivity than a steel with low
hardness and uniform microstructure.

The austenitization temperature for a given steel al-
loy is typically specified such as those values shown in
Table 8. These values were selected to provide optimum
hardness and grain size. As the austenitization tempera-
ture increases, the grain size increases. This is important
because the grain size affects heat treatment and subse-
quent performance under various working conditions.
For example, increasing grain size increases the impact
transition temperature and increases propensity for brit-
tle fracture. Fine grain steels have greater fatigue strength
and coarse grain steels. However, coarse grain steels have
better machinability than fine grain steels. The Hall-Petch
equation predicts the effect of grain size on yield stress
(σy) [35]:

 

Increasing the austenitizing temperature also [17]:

• Increases hardenability due to increased carbide solu-
bilization and increased grain size

• Decreases the Ms temperature
• Increases the (incubation) time for isothermal trans-

formation to pearlite or bainite to begin.
• Increases the amount of retained austenite

For unalloyed steels, the optimum austenitization tem-
perature are 30–50°C above the Ac3 temperature for
hypoeutectoid steels and 30–50°C above the Ac1 for
hypereutectoid steels. The alloying elements in alloy steels
may shift the A1 temperature either higher or lower, and
therefore appropriate references such as national stand-
ards must be consulted.

The well-known rule of thumb is often used to
estimate the appropriate soaking time during
austenitization. Another rule of thumb that is used is:

 

where T is the soaking time in min and D is the maxi-
mum diameter of the component in mm. However, these
rules of thumb are imprecise. Soaking times are depend-
ent on geometrical factors related to the furnace and the
load, type of load, type of steel, thermal properties of the
load, load and furnace emissivities, initial furnace and
load temperatures, characteristic fan curves, and com-
position of the atmosphere.

Aronov et al. [36] developed a method for predicting
furnace soaking times for batch loads based on “load char-
acterization.” Load characterization diagrams are pro-

vided in Fig. 25 and these models are based on the gener-
alized characterization equation for soaking time (TS):

 

where TSb is the baseline soak temperature condition
taken from Fig. 26 and K is the correction factor for each
type of steel (K=1 for low-alloy steel and 0.85 for high
alloy steel).

VII. ANNEALING

The primary purpose of the annealing is to soften the
steel to enhance its workability and machinability. How-
ever, annealing may also be performed for [35]:

• Relief of internal stresses arising from prior process-
ing including casting, forging, rolling, machining, and
welding

• Improvement or restoration of ductility and toughness
• Improvement in machinability
• Grain refinement
• Improvement of the uniformity of the dispersion of

alloying elements
• Achieving a specific microstructure
• Reduction of gaseous content within the steel

Annealing may be an intermediary step in an overall
process or it may be the final process in the heat treatment
of a component. Table 8 provides a summary of
annealing temperatures recommended for some common
steel alloys.

Annealing processes may be classified as full anneal-
ing, process (subcritical) annealing, isothermal anneal-
ing, recrystallization annealing, spheroidizing, and nor-
malizing. Partial (intercritical) annealing is a subclass of
full annealing. Figure 27 provides an illustrative sum-
mary of these annealing processes [35].

A. Full Annealing

Full annealing of steel involves heating the steel 30–50°C
above the upper critical temperature (A c3) for
hypoeutectoid steels then furnace cooled through the
critical temperature range at a specified cooling rate
which is selected based on the final microstructure and
hardness required [37]. The full annealing process breaks
up the continuous carbide network microstructure of
high-carbon steels into separated, spherical carbide par-
ticles (ferrite and cementite) with a larger grain size. This
process is typically used for steels with carbon contents
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of 0.30–0.60% carbon to improve machinability. Unless
otherwise noted, the term “annealing” usually refers to
full annealing [38].

B. Partial (Intercritical) Annealing

Partial annealing is conducted by heating the steel to a
point within the critical temperature range (Ac1-Ac3)
followed by slow furnace cooling as illustrated in Fig.
28 [35]. Partial annealing, also known as “intercritical
annealing,” may be performed on hypereutectoid steels
to obtain a microstructure of fine pearlite and cement-
ite instead of coarse pearlite and a network of cement-
ite at the grain boundaries as observed in the case of
full annealing. For hypereutectoid steels, this results
in grain refinement which usually occurs at 10–30°C
above Ac1. Partial annealing is performed to improve
machinability. However, steels with a Widmanstäten
or coarse ferrite/pearlite structure are unsuitable for
this process. Krauss [2] has noted that the term “par-
tial annealing” is an imprecise term, and, to be mean-
ingful, the type of material, time-temperature of the
process, and the degree of cold working must be speci-
fied.

C. Process (Subcritical) Annealing

Process annealing is performed to improve the
coldworking properties of low-carbon steels (up to
0.25% carbon) or to soften high-carbon and alloy steels
to facilitate shearing, turning, or straightening processes
[38, 39]. Process annealing involves heating the steel to a
temperature below (typically 10–20°C below) the lower
critical temperature (Ac1) and is often called “subcritical”
annealing. After heating, the steel is cooled to room tem-
perature in still air. The process-annealing temperatures
for plain carbon and low-alloy steels are typically lim-
ited to about 700°C to prevent partial reaustenitization
and, in some cases, to about 680°C for steel composi-
tions, such as high nickel-containing steels where the
nickel further reduces the Ac1 temperature [39].

This process can be used to temper martensitic and
bainitic microstructures to produce a softened micro-
structure containing spheroidal carbides in ferrite [39].
Fine pearlite is also relatively easily softened by process
annealing, while coarse pearlite is too stable to be sof-
tened by this process.

D. Recrystallization Annealing

Prior to cold working, steel microstructure is
spheroidized or ferritic and is highly ductile. When steel
is cold-worked, it becomes work-hardened and the prior
microstructure becomes deformed due to imperfections

Figure 27 Temperature/carbon content correlations for
different annealing processes.

Figure 28 Schematic of a heat-treatment cycle for
isothermal annealing of (a) hypoeutectoid steel and (b) a
eutectoid steel.
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within the grains which introduce high strain energy.
The high strain energy in the deformed ferritic
microstructure resulting from the cold-working process
is reduced due to a recrystallization process which
produces strain-free grv spheroidized microstructure
[2]. Nearly all steels, which are heavily cold-worked,
undergo recrystallization annealing which reduces
hardness and increases ductility [35].

Recrystallization annealing is performed by heating
the steel for 30 min-1 hr at a temperature above the
recrystallization temperature shown in Fig. 29 [40].
When heating is complete, the steel is cooled. As opposed
to other annealing processes where the processing tem-
perature is fixed, the recrystallization annealing tempera-
ture is composition-dependent, depends on prior defor-
mation, grain size, and holding time, and therefore is not
fixed [35]. Liscic [17] reported a correlation between
recrystallization temperature (TR) and the melting tem-
perature (Tm) of the steel:

 

E. Isothermal Annealing

Isothermal annealing is conducted by heating the steel
within the austenite transformation region (above Ac3)
for a time sufficient to complete the solution process
yielding a completely austenitic microstructure. At this
time, the steel is cooled rapidly at a specified rate with-

in the pearlite transformation range indicated by the TTT
diagram for the steel (less that Ac1, typically between
600°C and 700°C) until that the complete transforma-
tion into ferrite plus pearlite (lamellar pearlite) occurs at
which time the steel is cooled rapidly to room tempera-
ture [1, 35]. Caution: it should be noted that it is not
rigorously correct to use TTT diagrams which are devel-
oped for hardening temperatures which are substantially
greater than those used for annealing [40].

Isothermal annealing is used to achieve a more homo-
geneous microstructure within the steel and is faster and
less expensive than full annealing. It is typically per-
formed on hypoeutectoid steels, and, usually, it is not
performed on hypereutectoid steels [35, 41]. When iso-
thermal annealing is used in continuous production lines
for small parts or for parts with thin cross sections, it is
called “cycle annealing.”

F. Spheroidizing (Soft Annealing)

Spheroidizing involves the prolonged heating of steel at
a temperature near the lower critical temperature (Ac1)
as illustrated in Fig. 29 [1]. Eutectoid steels are heated
20–30°C above Ac1, and hypereutectoid steels are heated
30–50°C above Ac1. The Ac1 temperature can be deter-
mined from Table 4, obtained from the appropriate TTT
diagram or calculated from [17]:

 

(Hypereutectoid alloy steels may need to be heated at a
higher temperature.)

Medium carbon steels may be spheroidized by heat-
ing just above or just below the Ac1 temperature. Heating
is followed by either furnace cooling to a temperature
just above Ar1 to produce a microstructure containing
globular-shaped carbides which are uniformly distributed
in a ferrite matrix (cementite of lamellar pearlite) and
free cementite for hypoeutectoid and eutectoid steels, and
in the case of hypereutectoid steels, the free cementite
coalesces into small spheroids. The cooling rate is calcu-
lated from [17]:

1. For plain carbon and low-alloy steels up to 650°C
(1200°F)—cooling rate=20–25 K/hr (furnace cooling)

2. For medium alloy steels up to 630°C (1166°F)—cool-
ing rate=15–20 K/hr (furnace cooling)

3. For high alloy steels up to 600°C (1112°F)—cooling
rate=10–15 K/hr (furnace cooling)

Figure 29 Correlation of typical temperatures ranges used
for spheroidizing, process annealing, recrystallization, and
stress relief with the iron-iron carbide phase diagram.
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For alloy steels, the spheroidizing temperature (T) may
be calculated from [42]:

 

High-carbon and alloy steels are spheroidized to enhance
their machinability and ductility. This process is desir-
able for cold-formed low-carbon and medium-carbon
steels and for high-carbon steels that are machined prior
to final machining.

G. Diusion (Homogenizing) Annealing

Diffusion annealing (homogenizing) is performed on steel
ingots and castings to minimize chemical segregation.
Chemical segregation defects occur as dendrites, columnar
grains, and chemical occlusions. The presence of these de-
fects produces increased brittleness and reduced ductility
and toughness. The homogenization process, illustrated in
Fig. 30 [35], is conducted by heating the steel rapidly to
1100–1200°C for 8–16 hr. The steel is then furnace-cooled
to 800–850°C, and then cooled to room temperature in still
air [38]. The defects are eliminated by chemical diffusion.

VIII. NORMALIZING

Some alloy steels produce martensitic microstructure
even with air cooling. Therefore slower cooling rates are
required to provide a uniform microstructure of ferrite
plus pearlite (the same microstructure produced by an-
nealing but in a smaller grains and finer lamellae).
Hypoeutectoid steels are heated to a higher temperature
(40–50°C above the Ac3) than that used for annealing.
Hypereutectoid steels are heated above the Acm tempera-
ture as illustrated in Fig. 30. The holding time depends
on the size of the part, and when the heating step is com-
pleted and the part is completely austenitized, the part is
cooled in still air [1, 27, 39]. However, the minimum
time is 15 min at temperature with longer times for larger
parts. Plain carbon and low-alloy steels should always
be normalized [27]. Table 8 provides normalization tem-
peratures for various commonly encountered steels.

Normalizing is conducted to [39]:

• Provide the desired microstructure, mechanical
properties. For a given steel composition, normalized
structures will be harder and stronger with lower
ductility than if fully annealed.

• Improve hardening response by grain refinement and
improved homogenization.

• Improve machining characteristics, particularly for
0.15–0.40% carbon steels.

• Eliminate carbide networks in hypereutectoid steels.

There are various equations that may be used to calculate
the hardness of normalized steel. One method is by using
the Bofors equation [40]. The first step in this calculation
is to determine the sum of the “carbon potentials”—Cp:

 

where C is the carbon concentration in %. The ultimate
tensile strength (kp/mm2) after normalization is:

 

For steels which may be used in subzero conditions, a
double normalizing treatment may be specified [40]. In
these cases, the steel is first heated to 50–100°C above

Figure 30 Illustration of typical temperature ranges for
full annealing, normalizing, hot working, and
homogenization on the relevant portion of the iron-iron
carbide phase diagram.
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the normalizing temperature. This will produce greater
dissolution of the alloying elements. The second normali-
zation step is conducted near the lower limit of the nor-
malization temperature range for the purpose of produc-
ing a finer grain structure.

IX. STRESS RELIEVING

Stress relieving is typically used to remove residual
stresses which have accumulated from prior manufac-
turing processes. Stress relief is performed by heating to
a temperature below Ac1 (for ferritic steels) and holding
at that temperature for the required time to achieve the
desired reduction in residual stresses, and then the steel
is cooled at a rate sufficiently slow to avoid the forma-
tion of excessive thermal stresses. No microstructural
changes occur during stress-relief processing. Nayar [38]
recommends heating to:

• 550–650°C for unalloyed and low-alloy steels
• 600–700°C for hot-work and high-speed tool steels

These temperatures are above the recrystallization
temperatures of these types of steels. Little or no stress
relief occurs at temperatures <260°C, and
approximately 90% of the stress is relieved at 540°C.

The maximum temperature for stress relief is limited to
30°C below the tempering temperature used after
quenching [43].

The results of the stress-relieving process are depend-
ent on the temperature and the time which are correlated
through Holloman’s parameter (P) [10]:

 

where T is the temperature in K, t is the time (hr), and C
is the Holloman-Jaffe constant which is calculated from:

 

P is a measure of the “thermal effect” of the process, and
those processes with the same Holloman’s parameter
exhibit the same effect. Another similar, commonly used
expression used in evaluating the stress relief of spring
steels is the Larson-Miller equation [17]:

 

Stress relieving results in a significant reduction of yield
strength in addition to reducing the residual stresses to
some “safe” value. Typically, heating and cooling during
stress relieving are performed in the furnace, particularly
with distortion and crack-sensitive materials. Below
300°C, faster cooling rates can be used.

Figure 31 Correlation of bar diameter, steel hardenability (Jominy distance), and quench severity (H-value) where:
5.0=brine quench with violent agitation, 2.0=brine quench with no agitation, 1.0=water quench at room temperature
and no agitation, 0.7=oil quench with strong agitation, 0.5=oil quench with good agitation, 0.35=oil quench with
moderate agitation, and 0.20=oil quench with no agitation.
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X. QUENCHING

A. Quenchant Selection and Severity

Quench severity, as expressed by the Grossmann H-value,
is the ability of a quenching medium to extract heat from
a hot steel workpiece, expressed in terms of the
Grossmann number (H). A typical range of Grossmann
H-values (numbers) for commonly used quench media is
provided in Table 7, and Fig. 31 provides a correlation
between the H-value and the ability to harden steel as
indicated by the Jominy distance (J distance) [28]. Al-
though Table 7 is useful to obtain a relative measure of
the quench severity offered by different quench media, it
is difficult to apply in practice because the actual flow
rates for “moderate,” “good,” “strong,” and “violent”
agitation are unknown.

Alternatively, the measurement of actual cooling rates
or heat fluxes provided by a specific quenching medium
does provide a quantitative meaning to the quench sever-
ity provided. Some illustrative values are provided in
Table 9 [17, 44]. Typically, the greater the quench sever-
ity, the greater the propensity of a given quenching me-
dium to cause increased distortion or cracking. This usu-
ally is the result of increased thermal stress and not trans-
formational stresses. Specific recommendations for
quench media selection for use with various steel alloys
are provided by standards such as AMS 2779. Some ad-
ditional general comments regarding quenchant selection
include the following [45, 46].

• Most machined parts made from alloy steels are oil-
quenched to minimize distortion.

• Most small parts or finish-ground larger parts are free-
quenched.

• Larger gears, typically those over 8 in., are fixture
(die)-quenched to control distortion.

• Smaller gears and parts such as bushings are typically
plug-quenched on a splined plug typically constructed
from carburized 8620 steel.

• Although a reduction of quench severity leads to re-
duced distortion, it may also be accompanied by un-
desirable microstructures such as the formation of
upper bainite (quenched pearlite) with carburized
parts.

• Quench speed may be reduced by quenching in hot
(300–400°F) oil. When hot oil quenching is used for
carburized steels, lower bainite, which exhibits prop-
erties similar to martensite, is formed.

• Excellent distortion control is typically obtained with
austempering, quenching into a medium just above
the Ms temperature.

• Aqueous polymer quenchants may often be used to
replace quench oils, but quench severity is still of pri-
mary importance.

• Gas or air quenching will provide the least distortion
and may be used if the steel has sufficient hardenability
to provide the desired properties.

• Low-hardenability steels are quenched in brine or vig-
orously agitated oil. However, even with a severe
quench, undesirable microstructures such as ferrite,
pearlite, or bainite can form.

It is well known that cracking propensity increases with
carbon content. Therefore the carbon content of the steel
is one of the determining factors for quenchant selection.
Table 10 summarizes some steel mean carbon content
concentration limits for water, brine, or caustic quench-
ing [41, 44].

Table 9 Comparison of Typical Heat Transfer Rates

Table 10 Suggested Carbon Content Limits for Water,
Brine, and Caustic Quenching
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B. Component Support and Loading

Many parts, such as ring gears, may sag and creep under
their own weight when heat-treated which is an impor-
tant cause of distortion. Proper support when heating is
required to minimize out-of-flatness and ovality problems
may result in long grinding times, excessive stock removal
high scrap losses, and loss of case depth [47]. To achieve
adequate distortion control, custom supports or press
quenching may be required. Pinion shafts are also suscep-
tible to bending along their length if they are improperly
loaded into the furnace. When this occurs, they must then
be straightened which will add to the production cost.

C. Surface Condition

Quench cracking may be due to various steel-related
problems that are only observable after the quench, but
the root cause is not the quenching process itself. Exam-
ples include prior steel structure, stress risers from prior
machining, laps and seams, alloy inclusion defects, grind-
ing cracks, chemical segregation (bonding), and alloy
depletion [48]. In this section, three surface condition-
related problems that may contribute to poor distortion
control and cracking will be discussed: “tight” scale for-
mation, decarburization, and the formation of surface
seams or “nonmetallic stringers.”

Tight scale problems are encountered with forgings
hardened from direct-fired gas furnaces with high-pres-
sure burners [41, 46]. The effect of tight scale on the
quenching properties of two steels, 1095 carbon steel and
18–8 stainless steel, is illustrated in Fig. 32 [34]. These
cooling curves were obtained by still quenching into fast
oil. A scale of not more than 0.08 mm (0.003 in.) in-
creases the rate of cooling of 1095 steel as compared to
the rate obtained on a specimen without scale. However,
a deep heavy scale (0.13 mm, 0.005 in.) retards the cool-
ing rate. A very light scale, 0.013 mm (0.0005 in.) deep,
also increased the cooling rate of the 18–8 steel over that
obtained with the specimen without scale.

In practice, the formation of tight scale will vary in
depth over the surface of the part resulting in thermal
gradients due to differences in cooling rates. This prob-
lem may yield soft spots and uncontrolled distortion and
is particularly a problem with nickel-containing steels.
Surface oxide formation can be minimized by the use of
an appropriate protective atmosphere.

Another surface-related condition is decarburization
which may lead to increased distortion or cracking [49].
At a given depth within the decarburized layer, the part

does not harden as completely as it would at the same
point below the surface if there was no decarburization.
This leads to nonuniform hardness which may contrib-
ute to increased distortion and cracking because the
decarburized surface transforms at a higher temperature
than the core (the Ms temperature decreases with carbon

Figure 32 Cooling curves illustrating the effect of scale
on cylindrical steel bars (13 mm diameter×64 mm, 0.5
in. diameter×2.5 in.) when quenched into an accelerated
oil without agitation: (A) AISI 1095 steel—oil
temperature=50°C (125°F); (B) 18–8 stainless steel—oil
temperature=25°C (75°F).
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content) [46]. This will lead to high residual tensile
stresses at the decarburized surface or a condition of un-
balanced stresses and distortion. Since the surface is
decarburized, it will exhibit lower hardenability than the
core. This will cause the upper transformation products
to form early nucleating additional undesirable products
in the core. The decarburized side will be softer than the
side that did not undergo decarburizing which is harder.
The greater amount of martensite leads to distortion. The
solution to this problem is to restore carbon into the fur-
nace atmosphere or machine off the decarburized layer.

Surface seams or nonmetallic inclusions, which may
occur in hot-rolled or cold-finished material, are defects
that prevent the hot steel from welding to itself during
the forging process. These defects act as stress risers. To
prevent this problem with hot-rolled bars, stock should
be removed before heat treatment. Recommendations
made earlier by Kern [41] are provided in Table 11.

D. Heating and Atmosphere Control

An important source of steel distortion and cracking dur-
ing heat treating is nonuniform heating without the ap-
propriate protective atmosphere. For example, if steel is
heated in a direct gas-fired furnace with high moisture
content, the load being heated may adsorb hydrogen
leading to hydrogen embrittlement and subsequent crack-
ing which would not normally occur with a dry atmos-
phere [9, 51].

Localized overheating is a problem for inductively
heated parts [45, 51]. Subsequent quenching of the part
leads to quench cracks at sharp corners and areas with
sudden changes in cross-sectional area (stress risers).
Cracking is due to increases of residual stresses at the
stress risers during the quenching process. The solution

to the problem is to increase the heating speed by in-
creasing the power density of the inductor. The tempera-
ture difference across the heated zone is decreased by
continuous heating or scanning of several pistons to-
gether on a single bar [51].

For heat-treating problems related to furnace design
and operation, it is usually suggested that [50]:

1. The vestibules of atmosphere-hardening furnaces
should be loaded and unloaded with purging. Load
transfer for belt and shaker hearth furnaces should
only occur with thorough purging to minimize atmos-
phere contamination.

2. Hardening furnaces typically contain excessive loads
prior to quenching. If the steel at quenching tempera-
ture is greater than 20% of the distance from discharge
to charge door, it is too much. Either the production
rate can be increased or some of the burners can be
turned off.

E. Retained Austenite

Dimensional changes may occur slowly or fast which are
due to the volume composition of the transformation
products formed upon quenching. One of the most
important, with respect to residual stress variation,
distortion and cracking is the formation and
transformation of retained austenite. For example, the data
in Table 12 [44] illustrates the slow conversion of retained
austenite to martensite which was still occurring days after
the original quenching process for the two steels shown
[52, 53]. This is particularly a problem since dimensional
control and stability are the primary goals of heat
treatment. Therefore microstructural determination is an
essential component of any distortion control process.

F. Quenchant Uniformity

Quench nonuniformity is perhaps the greatest
contributor to quench cracking. Quench nonuniformity
can arise from nonuniform flow fields around the part
surface during the quench or nonuniform wetting of the
surface [44]. Both lead to nonuniform heat transfer
during quenching. Nonuniform quenching creates large
thermal gradients between the core and the surface of
the part. These two contributing factors, agitation and
surface wetting, will be discussed here.

Poor agitation design is a major source of quench
nonuniformity. The purpose of the agitation system is
not only to take hot fluid away from the surface and to
the heat exchanger, but also to provide uniform heat

Table 11 Minimum Recommended Material Removal from
Hot-Rolled Steel Products to Prevent Surface Seam and
Nonmetallic Stringer Problems During Heat Treatment

a Based on bars purchased to special straightness, i.e.,
0.13 in. in 5-ft maximum.
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removal over the entire cooling surface of all of the parts
throughout the load being quenched. Although agitation
is a critically important contributor to the performance
of industrial quenching practice, relatively little is known
about the quality and the quantity of fluid flow encoun-
tered by the parts being quenched. Recently, agitation in
various commercial quenching tanks has been studied by
computational fluid dynamics (CFD) and in no case was
optimal and uniform flow present without subsequent
modification of the tank [54]. Thus identifying sources
of nonuniform fluid flow during quenching continues to
be an important tool for optimizing distortion control
and minimizing quench cracking.

The second source of nonuniform thermal gradients
during quenching is related to interfacial wetting kinemat-
ics which is of particular interest with vaporizable liquid
quenchants including, water, oil, and aqueous polymer
solutions. Most liquid vaporizable quenchants exhibit
boiling temperatures between 100°C and 300°C at atmos-
pheric pressure. When parts are quenched in these fluids,

surface wetting is usually time-dependent which influences
the uniformity of the cooling process and the achievable
hardness and potential formation of soft spots. This is a
problem with oil-contaminated aqueous polymer
quenchants, sludge-contaminated oils, and foaming.

XI. TEMPERING

When steel is hardened, the as-quenched martensite is
not only very hard, but is also brittle. Tempering, also
known as “drawing,” is the thermal treatment of
hardened and normalized steels to obtain the desired
mechanical properties which include improved toughness
and ductility, lower hardness, and improved dimensional
stability. During tempering, as-quenched martensite is
transformed into tempered martensite which is composed
of highly dispersed spheroids of cementite (carbides)
dispersed in a soft matrix of ferrite resulting in reduced
hardness and increased toughness. The objective is to

Table 12 Dimensional Variation in Hardened High-Carbon Steel with Time at Ambient Temperature

Table 13 Metallurgical Reactions Occurring at Various Temperature Ranges and Related Physical Changes of Steel
During Tempering

Copyright © 2004 by Marcel Dekker, Inc.



Heat-Treating Process Design 489

allow hardness to decrease to the desired level and then
to stop the carbide decomposition by cooling. The extent
of the tempering effect is determined by the temperature
and the time of the process.

The tempering process involves heating hardened steel
to some temperature below the eutectoid temperature for
the purposes of decreasing hardness and increasing
toughness. (Tempering is performed as soon as possible
after it has cooled to between 50–75°C and room tem-
perature to reduce the potential of cracking. If a tool steel
cannot be tempered immediately after quenching, it is
recommended that it should be held at 50–100°C in an
oven until it can be tempered [40]). In general, the tem-
pering process is divided into four stages, which are sum-
marized in Table 13 [55]. These include:

1. Tempering of martensite structure
2. Transformation of retained austenite to martensite
3. Tempering of the decomposition products of

martensite and at temperatures >900°F
4. Decomposition of retained austenite to martensite [56]

Figure 33 illustrates the effect of microstructural varia-
tion during tempering on the volume changes occurring
during the tempering of hardened steel [55].

The tempering process may be conducted at any tem-
perature up to the lower critical temperature (Ac1). Fig-
ure 34 illustrates the effect of carbon content and tem-
pering temperature on the hardness of carbon steels [55].
The specific tempering conditions that are selected are
dependent on the desired strength and toughness.

Nayar [38] has recommended the following tempering
conditions:

• Heat the parts to 150–200°C to reduce internal stresses
and increase toughness without a significant loss in
hardness. This is often done with surface-hardened
parts.

• To obtain the highest attainable elastic limit and suf-
ficient toughness, temper at 350–500°C.

• For optimum strength and toughness, heat to 500–
700°C. (Note: When tempering at high temperatures,
675–705°C, precautions must be taken not to exceed
the Ac1 temperature, above which undesirable
austenite may be formed which upon cooling would
transform to pearlite. This is a particular concern for
nickel-containing steels since nickel depresses the Ac1
temperature [56].)

When steel is tempered in air, the heated oxide film on
the surface of the steel exhibits a color, known as

Figure 33 Effect of microstructural variation during
tempering on the volume changes occurring during the
tempering of hardened steel.

Figure 34 Correlation of carbon content of martensite
and hardness of different Fe–C alloys at different
tempering temperatures.
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“tempering colors,” which is a characteristic of the sur-
face temperature. Table 14 provides a summary of char-
acteristic surface temperatures for tempering and their
colors [35].

Retained austenite is usually present after quenching
steel, and the amount is dependent on the carbon con-
tent of the austenite, as illustrated in Fig. 35 [57]. Then
in addition to the four steps shown, there is another step
referred to as “refrigeration” or “subzero” treatment.
Subzero treatment is performed on steels to transform
retained austenite to as-quenched martensite. Conversion
of retained austenite in this way results in improved hard-
ness, wear resistance, and dimensional stability. Subzero
treatment is performed using dry-ice or liquid nitrogen
and involves cooling the steel to a temperature less than
the Mf temperature of the steels which is typically be-
tween -30°C and -70°C. (Tool steels will grow between
about 0.0005 and 0.002 in. per inch of original length
during heat treatment [3].) An immediate tempering step
is required to remove residual stresses imparted to the
steel by this process. Subzero treatments are not effective
on steels that have been held at room temperature for
several hours, and therefore it is typically performed im-
mediately after hardening [35]. Although the general rule
is to allow 1 hr/in. of the thickest cross section, tool steels
should be held at temperature for a minimum of 2 hr for
each temper [3].

Martensitic stainless steels and alloy steels that con-
tain >0.4% carbon and which exhibit Ms temperatures
of about 300°C are particularly susceptible to cracking,
especially if they are through-hardened [40]. In such
cases, cooling may be interrupted at about 80°C followed
by an immediate temper at about 170°C to stop the for-
mation of martensite. However, significant amounts of
untempered martensite remain after the steel is cooled to
room temperature. Therefore the steel must be tempered
a second time at the same temperature to transform the

hard and brittle as-quenched martensite to a softer and
more ductile-tempered martensite. This is one form of
“double-tempering” process.

Another form of double tempering occurs for high-
alloy chrome steels and high-speed tool steels where sig-
nificant amounts of retained austenite are transformed
to martensite after tempering at about 500°C. Such steels
should be retempered to obtain a tougher martensite
structure. Generally, this second tempering step is per-
formed at about 10–30°C below the original tempering
temperature [40].

Steels that exhibit a high Ms temperature, ≥400°C,
typically those that contain <0.3% carbon, form
martensite which may be tempered during the remaining
cooling (quenching) process. This is called “self-temper-
ing” or “autotempering,” and such steels are typically
not crack-sensitive, particularly if the Mf temperature is
≥100°C [40].

Typically, tempering times are a minimum of approxi-
mately 1 hr. Thelning [40] has reported a “rule of thumb”
of 1–2 hr/in. of section thickness after the load has
reached a preset temperature. After heating, the steel is
cooled to room temperature in still air.

The recommended tempering conditions, in addition
to recommended heat-treating cycles, for a wide range of
carbon and alloy steels are provided in SAE AMS 2759.

Tempering times and temperatures may also be calcu-
lated by various methods. One of the more common meth-
ods is to use the Larsen-Miller equation discussed above.
The Larsen-Miller equation, although originally developed

Table 14 Temper Colors of Steel

Figure 35 The amount of retained austenite upon
quenching to 25°C as a function of carbon content of the
austenite. Ms temperature is also shown.
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for the prediction of creep data, has been used successfully
for predicting the tempering effect of medium/high-alloy
steels [39]. Bofors [3] reported that a Holloman-Jaffe con-
stant (C=20) was appropriate for all steels, but Grange
and Baughman reported that C=18 should be used [1].

Sinha [1] showed in Fig. 36 that the Holloman-Jaffe
constant varies with carbon content and desired hard-
ness. The incremental contribution to hardness of each
alloying element of a steel may be determined from Ta-
ble 15 [1]. The hardness (DPH) is calculated by multi-
plying the concentration of each of the alloying elements
(within the range shown) times the factor for that ele-
ment at a given constant (C), and then all of these values

are added together to provide the hardness (DPH). The
interrelationship between tempering time and the
Holloman-Jaffe parameter (P) at different tempering tem-
peratures is shown in Fig. 37 [1].

The interrelationship between tempering tempera-
ture, time, and steel chemistry has been reported by
Spies [17, 58]:

where HB is the Brinell hardness after hardening and tem-
pering, Hh is the Rockwell (HRc) hardness after harden-
ing, and Tt is the tempering temperature in °C. This equa-
tion was developed for the following conditions: Hh=20–
65HRc, C=0.20–0.54%, Si=0.17–1.40%, Mn=0.50–
1.90%, Cr=0.03–1.20%, and Tt=500–650°C (932–
1202°F).

The German DIN 17021 standard provides a rela-
tionship between as-quenched hardness (Hh) and as-tem-
pered hardness (Ht) [17]:

 

where Tt=tempering temperature in °C.
Tempering embrittlement may occur with some steels

if they are tempered below 595°C which is observable
by a reduction in notch toughness as illustrated in Fig.
38 for AISI 43200 (Ni–Cr–Mo steel) which was tem-
pered at 260–370°C [43]. However, temper
embrittlement may be avoided by tempering at higher
temperatures with subsequent quenching to minimize

Figure 36 Variation of the Holloman parameter (P) at
different hardness levels.

Table 15 Factors for Predicting the Hardness of Tempered Martensite

a The Boron factor is 0.
b If 0.5–1.2% Cr is present, use this factor.
c May not apply if vanadium is the only carbide formerly present.
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the time the steel will spend in the intermediate tem-
perature range [43, 56].

Tempering may be performed in convection furnaces,
salt baths, or even by immersion in molten metal. Induc-
tion tempering and flame heating are also used but will
not be discussed further here. Table 16 provides a com-
parative summary of the different heating media [59].
Of the different tempering systems shown, convection
furnaces are the most common, and it is important that
they should be equipped with fans and/or blowers to pro-
vide for uniform heat transfer when heating the load.
Typically, convection-tempering furnaces are designed for
use with a 150–750°C range.

Salt baths may also be used for various heating proc-
esses over the temperature range 150–1320°C [1], and
they provide relatively rapid heat transfer compared to
convection furnaces, although the actual use tempera-

ture is dependent on the composition of the salt bath. A
comparison of heating rates for different steel cross sec-
tions is provided in Table 17 [40].

Sinha [1] has classified salt baths into three groups:

• Low-temperature salt baths may be used from 150°C
to 620°C. These baths are of two types: a binary mix-
ture of equal parts of potassium nitrate and sodium
nitrite, which may be used for heating to 150–500°C,
and a binary mixture of potassium nitrate and sodium
nitrate, which may be used for heating in the range of
260–620°C. In addition to tempering, these baths may
also be used for cooling. It is essential, however, that
the baths are not contaminated with cyanides, organic
compounds, or water.

• Medium-temperature neutral baths are suitable for
use over the range of 650–1000°C. These baths are
binary or ternary mixtures of the following salts: po-
tassium chloride, sodium chloride, barium chloride,
or calcium chloride. Two examples of typical binary
compositions and working temperatures include
NaCl (45%)/KCl (55%), which is suitable for use at
675–900°C, and NaCl (20%)/ BaCl2 (80%), which
is suitable for use at 675–1060°C. BaCl2, if used at
100%, has a relatively narrow use range of 1025–
1325°C [40]. An advantage of these baths is that
when they are freshly prepared, the steel surface will

Figure 37 Time-temperature vs. Holloman parameter
chart for C=18.

Figure 38 Loss in room-temperature toughness due to
temper embrittlement of oil-quenched wrought Ni–Cr–
Mo (AISI 4130) steel; section size=13 mm (0.5 in.).
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be clean without surface carburization or
decarburization.

• High-temperature salt baths are used in the range of
1000–1300°C, and they typically contain mixtures of
barium chloride, sodium tetraborate (borax), sodium
fluoride, and silicates [1]. Since these baths may
decarburize, steels as oxides build up after use.

Molten metal, most typically lead, has been used in the
past, but due to its toxicity, its use is now limited to
various heating operations where its outstanding heat
transfer properties are demanded. Lead baths are used
from 327°C, which is the melting point of lead, up to
900°C [1].

Fluidized beds are formed by passing a gas through
solid particles such as aluminum oxide and silica sand
which causes the particles to behave like a bubbling liq-
uid. The particles are generally inert and do not react
with metal parts but act to facilitate heat transfer be-
tween the fluidizing gas and the part being processed.

A broad range of heat transfer rates is possible over
operating temperatures which may range from 100°C to
1050°C (212–1920°F) with fluidized bed furnaces for
tempering operations typically ranging from 100°C to
750°C (212–1380°F) (see Table 15). Fluidized bed fur-
naces are not only more energy-efficient than convection
furnaces, but also they exhibit heat transfer efficiency
similar to salt baths and lead pots without the health and
environmental safety hazards commonly associated with
these systems.

Figure 39 provides a comparison of the relative heat-
ing rates that can be achieved with these different heat-
ing media [60].

XII. AUSTEMPERING

Austempering requires that the cooling process be fast
enough to avoid the formation of pearlite as illustrated
by the cooling curve for an austempering process which
is superimposed onto a TTT diagram of a steel in Fig. 40
[40]. The steel is cooled below the nose of the pearlite
transformation curve for the steel being quenched and
just above the Ms temperature in a molten salt bath. The
steel is held at this temperature until the transformation
from austenite to bainite is complete. Upper or lower
bainite may be formed depending on the molten salt tem-
perature. Austempering eliminates the volumetric expan-
sion due to martensite which helps to eliminate cracking
and provides greater toughness and ductility at a par-
ticular hardness.

Table 16 Tempering Temperature Ranges Achievable with Different Tempering Equipment

Table 17 Heat-Up Times for Different Cross Sections to
950–1000°C
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In practice, austempering is performed by heating the
steel to 790–870°C and then quenched into a molten salt
bath at a temperature just above the Ms temperature
(260–400°C). The steel is kept at the molten salt bath
until the transformation is complete at which time it is
cooled to room temperature in air [38].

Steels that are suitable for austempering depend
on [61]:

• The location of the nose of the TTT curve and the
ability to cool the steel sufficiently fast to avoid pearlite
formation

• The time required for complete transformation from
austenite to bainite at the austempering temperature

• The Ms temperature of the steel

Figure 41 shows same examples of TTT curves with dif-
ferent characteristics.

The formation of retained austenite is a significant
problem with austempering processes. Retained austenite
is most pronounced where Mn and Ni are the major
components. The best steels for austempering are plain
carbon, Cr, and Mb alloy steels [45].

XIII. MARTEMPERING

Martempering (also known as marquenching) is a cool-
ing process used to minimize distortion and cracking and
to reduce the amount of residual stress formation of a
part upon cooling. Typically, martempering involves
austenitizing steel at a temperature above Ac1 (815–
870°C) and then quenching it into hot oil (marquenching
oil) or molten salt at a temperature just above the Ms

temperature (usually at a temperature ranging from
260°C to 400°C), and then holding the steel at this tem-
perature until the entire steel piece is at the same tem-
perature, at which time the steel is cooled to room tem-
perature at a rate sufficiently fast to achieve a fully
martensitic structure. Note that if the part is held at the
martempering temperature too long, undesirable forma-
tion of bainite may occur [43]. Usually, the quenching
step is performed in air which minimizes thermal gradi-
ents and related residual stresses throughout the part
while cooling. This process is illustrated in Fig. 42 [40].
After quenching, the part is tempered as specified.

A variation of this process is to cool the part to a tem-
perature intermediate between the Ms and Mf temperaure
until the temperature at the surface and core have com-
pletely equilibrated at which time the steel is removed from
the bath and air-cooled or placed directly in the tempering
furnace. Table 18 provides a summary of Ms and Mf tem-
peratures for a variety of common steel alloys [43].

Either martempering (hot quenching) oils or mol-
ten salt baths may be used for martempering. Molten
salts were reviewed briefly above. Martempering oils
will be discussed briefly here. Martempering oils are

Figure 39 Recommended heating times for various heating
media and shapes.

Figure 40 Illustration of austempering process.
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used at temperatures between 95°C and 230°C. Mol-
ten salts are used for martempering operations per-
formed at 204–400°C [61]. They are usually formu-
lated with solvent-refined petroleum oils with a very
high paraffinic fraction to maximize oxidative and
thermal stability which is also enhanced by the addi-
tion of antioxidants. Accelerated and nonaccelerated
martempering oils are available. Typical temperature
ranges for commercially available martempering oils
are summarized in Table 19 [62]. Because

martempering oils are used at relatively high tempera-
tures, a protective, nonoxidizing atmosphere is often
used which allows the use of temperatures to be much
closer to the flash point than is generally recommended
for open-air conditions.

More-hardenable alloy steels are martempered more
often than less-hardenable plain carbon steels. Steels that
are most often martempered to full hardness include AISI
1090, 4130, 4140, 4150, 4340, 4640, 5140, 6150, 8630,
8640, 8740, and 8745. Carburized steels from AISI 3312,

Figure 41 Examples of TTT diagrams where austempering process can be performed or not. a) Difficult, b) Impossible,
c) Ideal, d) Not recommended (long time to get the bainitic transformation).
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4620, 5120, 8620, and 9310 may also be martempered.
Plain carbon steels AISI 1008 through 1040 are
insufficiently hardenable to be martempered. Thin
sections of some steels of borderline hardenability such
as AISI 1541 can be martempered [61].

XIV. DIRECT HEAT TREATMENT
TECHNOLOGY

Heat-treatment technology is currently facing various
challenges such as environmental impact, energy conser-
vation, and the more stringent market.

Processes as direct heat treatment that eliminate the
hardening and tempering processes traditionally per-
formed on forge or role-formed products contribute to
the production efficiency, energy conservation, environ-
mental issue, and improvement of components’ perform-
ance [62].

There are a few types of direct treatment processes.
They are the following:

Forge quench method (FQ or DQ): Forge components
are directly quenched into oil or water after the
forging operation [63, 64].

Forge and/or heat treatment (DC): Forged or
mildrolled products are directly air-cooled or con-
trol-cooled to attain the strength same to the ordi-
nary quench and temper process [63].

Figure 42 Martempering process.

Figure 43 Trends of increasing FQ and DHT use.

Table 18 Temperature Range of Martensite Formation of Several Carbon and Low-Alloy Steels
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Forge and roll and direct annealing (FA): Forged or
mild-rolled products are directly annealed under
the designed condition to give nearly the same
formability same to ordinary normalizing or an-
nealing processes [63].

These processes are enabling to give satisfactory strength
and microstructure without reheat, quench, and temper
processes by the use of thermal energy contained by
forged products. However, to achieve the goals, it is
necessary to have a good steel alloy design and to do an
optimization of deformation rate in forging and roll
condition for grain size refinement as well as the
optimization of cooling condition. Usually, grain size
refinement is performed by control of forging and rolling
condition and the effective use of carbonitrides of Al, Ti,
Nb, and also by the control of finely dispersed inclusions
such as MnS and oxides [63].

The Forge Quench Method (FQ) has been applied at
the automobile industry in Japan [63, 64]. Several
components in the automotive industry are undergone
to direct heat treatment (DHT) process like FQ. They
are crankshafts, front axle beams, knuckle arms, front
lower arms, rack gear shafts, rear axle shafts, and others.
DHT crankshafts have less distortion and machinability
problems than traditional quenched and tempered one
due to the elimination of quenching operation. Usually,
properties of steel directly quenched after forging and
then tempered are superiorly improved compared to steel
air cooled after forging and then quenched and tempered.

DHT processes expanded widely since early 1970s
and nearly 40% of the ordinary quenched and tempered
components were converted to the FQ process, and more
than 130 components are directly quenched after forging
in the early 1980s. Figure 43 shows the tendency to use
DHT steel products [62, 63].

The fundamental concept of direct cooling methods
as oil or water quenching just after the end of forging
operation is expandable to other cooling methods to
control microstructures of the treated parts, and various
cooling methods are selected to get the desired strength
and toughness. Quench oils have traditionally been the
most commonly used quenchant media for the direct
forge quenching of hot-forged parts. However, to obtain
the desired mechanical properties and to obtain uniform
product quality, recent works have suggested the use of
certain aqueous polymer quenchants. These replacements
have been made in conjunction with immersion time
quenching system (ITQS) [62, 65, 66].

ITQS permit the continuous variation of agitation
throughout the quenching processes using maximum
agitation rate during the initial stages of the quench
followed by minimizing the agitation rate as the M

stemperature is approached [67].
Track links made by AISI 15B37 were produced from

the direct forge condition using ITQS process. In this
case, an aqueous poly(alkylene glycol) quenchant at 10–
12% was used. Schematic illustration of FQ process can
be seen in Fig. 44. Excellent hardness uniformity as
shown in Fig. 45 was achieved as well as reduced

Table 19 Typical Use Temperatures for Martempering Oils

Figure 44 Scheme of a FQ process.
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cracking, more uniform microstructure, and substantial
cost reduction [65, 67].

Similar results were obtained in engine valves and
front wheel hubs, connecting rods produced by a direct
forging process [65–67].

The use of DHT processes enables the improvement
of manufacturing flexibility by reduced production steps
and time which results in expressive cost reduction con-
tributing to energy conservation as well.

XV. HEAT-TREATING PROCESS MODELING
AND SIMULATION

Metal manufacturing companies continually waste time
and resources dealing with the anticipated effects of heat
treatment, particularly distortion. This waste would be
reduced significantly if component response to heat treat-

ment would be predicted, in particular, the resulting ma-
terial hardness and the distortion of the piece. Compari-
sons of different quenchants in heat processes of steels
are greatly useful in order to control residual stresses,
cracking, and distortion. The mathematical modeling of
these processes is, nowadays, an indispensable tool for
that purpose [68].

Researches have developed several computational mod-
els in order to predict component response of heat treat-
ment. There are commercial computer software such as
HEARTS [69, 70], calc MAG [71], TRAST [72], MetalCore
[73], INC. PHATRAN [74], INDUCTOR-B [75],
OPTIBANC [76], ABAQUS/Standard [77], and others.

Figure 45 Hardness variation of track link after FQ and
tempering at 450°C.

Figure 46 (a) Temperature variation on the surface and on
the center. Quenchant: aqueous polymer solution (25%).
Diameter of the probe: 20.5 mm. (b) Residual stress
variations in the same previous sample: 1-�� and 2-�z.
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Inverse conduction coupled with phase transforma-
tion (INC-PHATRAN) is a program that can be em-
ployed to simulate a wide variety of heat-treatment proc-
esses, having plane geometry as well as axisymmetrical
ones. The model is based on a numerical optimization
algorithm, which includes a module responsible for cal-
culating on time and space the temperature distribution
and it is coupled to microstructural evolution. Whereas
the temperature distribution in a twodimensional domain
with axial symmetry is calculated using finite element
approximation, the time variation is approached using a
Crank-Nicholson finite difference scheme. The tempera-
ture evolution, as measured by thermocouples at differ-
ent positions in the component, is used as input for the
program to calculate the time variation of the heat trans-
fer coefficients together with the temperature and distri-
bution of phases [78].

ABAQUS/Standard is a general program of finite ele-
ment used to simulate the distortion and the residual
stresses produced in samples as a consequence of the heat-
treatment process [78, 79].

A comparative study of residual stresses and distor-
tion in steel cylindrical samples quenched at different
bath temperatures using oil and aqueous polymer solu-
tions can be found in Ref. 80. In this work, 12 AISI
cylindrical samples of 20.5 and 13.5 mm in diameter
were thermically treated in two different quenchants.
Cooling curves kept in numerical files (obtained by ther-

mocouples placed at the center of each sample) were
the input to get the heat transfer coefficients as depend-
ent of the temperature by means of the INC-PHA-
TRAN. The simulations performed with this code used
a finite element mesh containing nodes along the radial
and longitudinal directions. The election of both the
initial values for heat transfer coefficient and the quan-
tity and length of the time intervals depended on each
sample. In this step, the heat transfer coefficients were
obtained for each sample in a range of temperature
(200°C to 800°C) and used as input for ABAQUS/
Standard in order to calculate the thermal field again as
well as the corresponding distribution of thermal
stresses depending on time during the heat-treating
process. After the thermal field is known for each sam-
ple, ABAQUS/Standard solves the corresponding
thermoelastic-plastic problem as well. In this case, cal-
culations showed that such stresses were not high
enough to generate residual stresses. Figure 46a [80]
shows an example (for one of the samples) of the curve
Temperature×Time in the surface and in the center of
the sample. Figure 46b [80] shows the evolution of the
longitudinal and hoop stress at the center and at the
surface of the same previous sample. In this simulation,
it was possible to conclude that there is no effect of the
quenchants used in promoting residual stresses after
heat treatment of the cylindrical probes of AISI 5160H
spring steel with the diameters studied.

Figure 47 Comparison between measured and calculated hardness profiles for SAE 1040 steel bar with different
chemical compositions.
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Another example of residual stress simulation can be
found in Ref. 81. In this study, the residual stress profile
in a hardened layer of steel was measured and then com-
pared with a finite element prediction. The residual hoop
stress variation was measured using the crack compli-
ance method and also using x-ray diffraction. Simula-

tion was made using DANTE (a heat-treatment simula-
tion software package) interfacing with the finite element
code ABAQUS.

Commercial software like DEFORM™-HT has the
ability to simulate a wide range of heat-treatment cycles,
including hardening, carburizing, tempering, aging

Figure 48 Block diagram of the Minitech Computerized Alloy Steel Information System.
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annealing, and solution treating. It is possible to predict
the microstructure, grain size, residual stresses, distor-
tion, and fracture resulting during these complex proc-
esses. Case depth can be predicted during carburizing and
induction heating [82].

OPTBANC is a computer model developed to predict
the number of cooling stands and their water flux rates,
which are necessary to obtain specified properties in the
final product during hot rolling processes [83].

INDUCTER-B is used to simulate induction heat-
treating processes. It applies the same methodology as
INC-PHATRAN and allows calculating the time and spa-

tial variation on the temperature and distribution of
phases, as well as the hardness distribution throughout
the steel bar. Workpieces with axisymmetrical geometry,
coil moving at constant speed, and cooling with a water
spray are hypotheses adopted in the model [84]. The pro-
gram calculates, for a given set of process parameters,
the hardness distribution in the workpiece, taking into
account the influence of the chemical composition on the
material hardenability. Examples of applications can be
found in Sánches Sarmiento et al. [84, 85].

Simulation of the heating of a bar by an induction
coil moving upwards in the axial direction was made in
order to verify the accuracy of the computer model. A set
of numerical hardness profiles corresponding to samples
of the same steel grade, but with different compositions,
was compared to measured profiles. Figure 47 shows this
comparison for 1040 steel bar [86].

MINITECH is another computational model that
presents a set of related programs and subroutines, as
illustrated in Fig. 48, which generate key phase dia-
gram parameters, isothermal transformation diagrams
(IT), and continuous cooling transformation diagrams
(CCT) for multicomponent steels. The computers can
be done for multicomponent steels with C, Mn, Ni,
Cr, Mo, Cu, and V as alloying elements. Boron grades
can also be accommodated. Eighteen different mod-
ules can be accessed, including Jominy Curve, Predict
SAE H-Band, Normalized Properties, Quench and
Temper Properties, Carburized Properties, TTT Dia-
gram, and CCT Diagrams. For each module, different
inputs are requested [87].

Using CCT Diagram module, the inputs are the steel
grade, the chemical composition, the austenite grain size,
and the austenitizing temperature. User must inform if
the steel is a nonboron or boron steel and selects the cool-
ing regime [87].

Figure 49 Calculated diagrams for Fe-0.37C-0.25Si-
1.45Mn steel using JMatPro software. (a) TTT Diagram;
(b) CCT Diagram.

Figure 50 Heat transfer calculation procedure.
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Module of normalized mechanical properties uses sec-
tion size units and shape, chemical composition, and
normalizing temperature as inputs. The outputs are
Hardness (HRC, HB, and HV), Ultimate Tensile Strength
(ksi and MPa), Yield Strength (ksi and MPa), % Elonga-
tion, and % Reduction [87].

Models to predict TTT and CCT diagrams are avail-
able in software package on the Internet as well [88–90].
Typical TTT and CCT diagrams calculated with JMatPro
software are shown in Fig. 49a and b, respectively.

The improvement of computational fluid dynamics
(CFD) computer programs has made possible to simulate
the flow of fluid in a quench tank and to use these as tools
to design better tanks and agitation system. This is impor-
tant because achieving minimal distortion of hot metal parts
immersed in a quench tank requires understanding the flow
patterns that exist in the tank. Agitation of the working
fluid that creates large uniformities in the quenchant flow
can lead to thermal gradients across the immersed pieces,
which results in a distortion of the parts. Usually, codes like
NASTD and FLUENT are used to simulate the tank condi-
tions. These programs are based on the solution of the com-
pressible Navier-Stokes equations with a variety of turbu-
lence models. To get confident results, the load to be
quenched may be included in the calculations with an added
complexity to the analysis. Simulations of this type can be
used as a tool in production quench tank design in order to
achieve regions of desired flow speed and direction [91, 92].

Caterpillar has developed a reliable procedure which
computes the heat extraction rate of production quenches
by combining a numerical simulation program with experi-
mental data obtained from quench characterization bars
[93]. QSIM is a numerical heat treat simulation code that
has been successfully applied to verify the interaction of the
variables that affect the outcome of heat treating a part. In
this program, a finite element model for thermal, micro-
structural, and structural analyses interacts with an ex-
tended database to characterize the steel behavior during
heat treatment. Chuzhoy et al. [94] have done simulation
studies using QSIM to verify the influence of quench char-
acterization on simulation results. This paper shows a good
application example of numerical methods helping to un-
derstand the heat treat process [94]. First, a numerical model
is combined with a genetic algorithm to back calculate the
heat transfer coefficient between the workpiece and
quenchant. An interactive procedure is used to solve this
inverse heat transfer problem, which requires obtaining
boundary conditions based on a known response. In this
study, a response is micro structure and hardness profile
after quenching from a bar with a known chemistry and

hardenability. The genetic algorithm uses the heat transfer
coefficient (that leads to the best match between the calcu-
lated and measured hardness) as a starting point for the
next generation of the heat transfer coefficient set, as shown
in Fig. 50. After the heat transfer coefficient is determined,
QSIM is used to compute microstructure, distortion, and
residual stresses in a particular component and quench [94].

Procedures like that provide a quality-control tool in
the heat-treating process, predicting component response
and optimizing costs to the manufacturer and then to the
customer.
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I. INTRODUCTION

Various surface modification technologies, also known
as surface engineering and case hardening [1], are used
to improve the properties of mechanical components.
These include thermochemical, electrochemical, and
mechanical processes. Thermochemical processes are
characterized by diffusion of carbon and/or nitrogen,
oxygen, or boron into the material surface, after which
the parts are thermally treated to form a hardened case.
Thermochemical processes include carburizing,
carbonitriding, nitriding, ferritic nitrocarburizing, and
boronizing. The typical process conditions for these
methodologies are compared in Fig. 1 [1]. In this chapter,
the design principles of two thermochemical processes,
carburizing and carbonitriding, will be discussed. The
primary focus will be on carburizing because it is more
widely used in the heat treating industry.

II. CARBURIZING

A. Thermodynamics of Carburizing
Processes

The gaseous atmosphere capable of carburizing steel ob-
jects when maintained in a carbon-rich-rich-rich atmos-
phere, at an appropriate process temperature, is known as
a controlled carburizing atmosphere. For the creation of a
carbon-rich-rich diffusion zone diffusion, the indispensable
carbon will react in the following manner [2]:

(1)
using the following equilibrium constant of:

(2)

When using methane as the process enrichment gas, the
following reaction/dissociation will occur:

(3)
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Using the equilibrium constant:

(4)

As well as a reaction of exchange gas:

(5)

of equilibrium constant:

(6)

where KB, KM, and KW are the equilibrium constant with
graphite; acg is the carbon activity in gas medium; and
pCO, pH2

, and pH2O are the partial pressures of component
atmosphere.

The furnace atmosphere composition during
carburizing depends on the chemical composition of the
gas. Table 1 shows the composition of various common

atmospheres employed for carburizing [3]. The furnace
atmosphere is a result of the decomposition of the gas
during carburizing, which is similar to thermal
decomposition, except that the reactivity of the gas
during carburization is dependent on the adsorption
character of the gas and subsequent diffusion into the
steel, which governs the partial pressure of the gaseous
components. The thermal decomposition of a gas is
related to the adsorption and diffusion of the gas itself.
The difference between the two processes was studied by
Okumura and Iwase, who found that the dissociation
processes of ethane and propane were similar. However,
there was a significant difference between the thermal
decomposition and carburizing processes for acetylene.
This is illustrated in Fig. 2 [4].

The level of chemical absorption rate of gases exhibits
the following order on reactivity:

The affinity of the gaseous component with steel or
adsorption affects, dissociation rate, and subsequent
diffusion govern the efficiency of the carburizing
process [5].

Figure 3 shows the equilibrium curves for different
furnace gas ratios (% CO2/% CO and % H2O/% H2) as
a function of furnace atmosphere temperature for iron,
carbon, and steel. One method of measuring furnace gas
concentration is to measure the water concentration by
“dew point.” The relationship between dew point and
% CO2 and % carbon at different furnace atmosphere
temperatures for “endo gas” is shown in Figs. 4 and 5,
respectively. Alternatively, an “oxygen probe” may be
used to determine the furnace atmosphere composition
[6]. Figure 6 illustrates the relationship between the

Figure 1 Comparison of common thermochemical diffusion process methods.

Table 1 Composition of Various Atmospheres Used for
Carburizing

a FC35/NTG (Natural Town Gas)=CO2+CH4.
b FC35/C4H10=CO2+C4H10.
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composition of the gas, % CO2, and the carbon poten-
tial as measured by a properly calibrated oxygen probe.
The “carbon potential” is defined as: “the measure of
the ability of an environment containing active carbon
to alter or maintain, under prescribed conditions, the
carbon level of a steel. In any particular environment,
the carbon level attained will depend on such factors as
temperature, time, and steel composition” [7].

Recently, work has been conducted to establish in situ
control measures of the dissociation process for vacuum
carburizing processes [6, 8–11]. Quadra-pole mass-
spectro-analyzer methods were shown to be effective in
following the gas reaction connected with sooting and
loss of carbon potential [8].

The most advanced carburizing processes consume
only one-tenth of the gas volume compared with more
conventional carburizing methods, and the carburizing
reaction is very different from the old carrier gas
method. However, it is more difficult to achieve a strong
control of the atmosphere composition. Figure 7
illustrates the relationship between the carbon potential
and the gas composition of such an advanced
atmosphere (F35) [3, 12].

The proportion of specific components within the se-
lected atmosphere is selected in relation to the gas phase
and the carbon activity, acg. Conversely, carbon transfer
to austenite may occur in the atmosphere within the fur-
nace. Depending on the carbon concentration within the
atmosphere (if it is at a high potential), the carbon can be
present in the form of soot (graphite). The soot/graphite
will precipitate out of the atmosphere and begin to con-
centrate on the work piece, walls of the furnace, and the
mechanical parts within the furnace, such as rails, hearth,
rollers, burner tubes, and elements.

Individual equilibrium reactions of the carburizing
process occurring in the solid state are expressed under
isobaric conditions:

(7)

(8)

(9)

The mechanism of transfer of carbon from a gaseous at-
mosphere into a solid solution within the steel being proc-
essed will occur during the activity of carbon in the gas-
eous stage when the steel is in the austenite phase at the

Figure 2 Equilibrium curves for furnace gases on iron, carbon, and steel. (Source: Surface Combustion Inc., Maumee,
OH.)
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Figure 3 Dissociation character of carburizing gases: ethylene (C2H4), propylene (C3H8), and acetylene (C2H2).
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Figure 4 Equilibrium chart for % CO vs. dew point for
RX (endothermic gas) 20% CO and 40% H2. (Source:
Surface Combustion Inc., Maumee, OH.)

Figure 5 Equilibrium chart for dew point vs. % carbon
in austenite for RX (endothermic gas). (Source: Surface
Combustion Inc., Maumee, OH.)

Figure 6 Relationship between % CO, CO2, and O2 with
oxygen probe sensor mv reading and carbon potential.

Figure 7 Relationship between O2 and CO gas
concentration and carbon potential of FC35 atmosphere.
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surface of the steel. The activity of carbon in austenite is
a function of carbon potential within the atmosphere as
well as the steel temperature, and the value is always
smaller than unity.

We now come to the question of the carburizing
phenomena within the gas phase, or at the interface
between the steel surface and the gas phase, as well as
within the steel. At the steel/gas phase interface, the
carburization reaction will be dependent on the difference
between the carbon potential (carbon concentration) of
the atmosphere and the steel surface.

Carbon will diffuse from the atmosphere to the steel
surface when the carbon activity in the atmosphere is higher
than the carbon activity in austenite, which is depndent on
furnace temperatures and carbon concentration.

The diffusion rate (number of carbon atoms that
penetrate surface area (S) per unit time) is dependent on
the difference in carbon activity in gas medium, αcg, and
carbon activity on surface steel, αcp:

(10)

If carbon concentration is substituted for activity, then:

(11)

where M is the carbon mass in grams; F is the surface area
penetrated by carbon mass (M), dt is the time of carbon
penetration; CA is the carbon potential of the atmosphere;
CP is the surface carbon content; and � is the surface reac-
tion rate constant (carbon transport coefficient).

The carbon transfer coefficient (carbon potential) is
defined in European norm EN10052:1993 [13] as: “the
transfer of a carbon mass from the carburizing medium
to the steel surface, through individual carbon molecules
to the steel surface by the difference of potentials between
carbon potential of medium, and the steel carbon
potential at the surface at any given moment. The mass
transfer stream of carbon from atmosphere to steel is
quantifiable in the following formula”:

(12)

where ßC is the carbon transfer coefficient [cm/sec]; CP is
the carbon potential of atmosphere [g/cm3]; CS is the
carbon content by surface steel [g/cm3] (carbon potential);
and F is the surface diffusion [cm2].

Fick’s first law of diffusion defines carbon diffusion
into steel:

(13)

where DC is the carbon diffusion coefficient [cm2/sec],
and dC/dx is the carbon concentration gradient [g/cm].

To determine the continuity of carbon mass flow from
atmosphere to steel, and then into the steel surface, it is
possible to use the following mass transfer formula [2]:

(14)

The value of carbon transfer coefficient ß depends on the
source and the carbon potential of the medium used for
carburizing, and is therefore dependent on the chemical
reactions occurring at the steel atmosphere interface. The
smallest carbon transfer coefficient � is 0.54×10-7 for the
mixture CO–CO2. A somewhat larger value of 1.79×10-7

has been reported for the mixture CH4–H2–H2O. Mix-
tures of CO–CO2–CH4–H2–H2O exhibit higher ß trans-
fer coefficients: 3.1×10-5 50% CO–CO2 and 50% CH4–
H2–H2O. An industrial endothermic atmosphere com-
posed of fuel gases exhibits a carbon transfer coefficient
ß of 1.2×10-5. Typically, ß values vary between [14, 15]

ß=1.25×10-3cm/sec for atmospheres generated from
endothermic gases; and

ß=2.5×10-5 cm/sec for atmospheres generated from
thermally cracked alcohols.

ß-Values may be easily calculated for various
atmospheres using the equation [16]:

 

where D is the diffusion coefficient of carbon in austenite
(cm2/sec); Cg is the carbon concentration of the gas
corresponding to the carbon activity of the gas (g/cm3);
CS is the carbon concentration at the steel surface (g/ cm3);
and ∂c/∂x is the carbon concentration gradient tangent
of the concentration gradient of the surface.

During the carburizing process, the dissociated/
decomposed carbon to material transports from the
atmosphere to the steel surface. The proportional content
of carbon in the atmosphere is referred to as “carbon
potential.” Increasing ß transfer coefficients indicates
increasing carburizing potential.

B. Kinetics of Carburizing Processes

Fick’s first law of diffusion defines the driving force for
diffusion, change in concentration/change in time of a
dilute solution of atoms in a stream J(∂c/∂t), which, in a
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function of gradient concentration in one dimension (par-
allel to the x axis) ∂c/ ∂x, has the form [2]

(15)

where J is the rate of diffusion in atoms/area/unit time
(flux), D is the coefficient of diffusion (diffusivity)
expressed in cm2/sec or m2/sec, c is the concentration,
and x is the distance (case depth). In Fick’s second law,
the value J relates the time rate of change of the
concentration c at any point to the gradient of the
concentration gradient. It should be noted that D and J
are a function of temperature.

The use of Fick’s first law for describing the diffusion
coefficients of J is limited by the difficulty of quantifying
J relative to a constant gradient concentration, because it
is assumed that there is no change in the concentration
gradient. However, in practice, there is a variation in the
concentration gradient with respect to time and position.
Therefore, Fick’s second law of diffusion is used to
determine the value of an “effective diffusion coefficient”
D from a concentration change in the diffusion rate ∂c/ ∂τ
as a function of the concentration gradient if D is
independent of concentration.

(16)

Calibration of the carbon potential value is possible by
correlating the carbon concentration (%) and electrical
resistance, or chemical analysis of foils, or coils in the
furnace atmosphere. The effect of carbon potential

on the “effective” diffusion constant is illustrated in
Fig. 8 [2].

The effect of temperature on the effective diffusion
coefficient (D) is calculated using the Arrhenius equation:

(17)

where D0 is the element-dependent diffusion constant, Q
is the energy of diffusion activation (kJ/mol), R is the
ideal gas constant, and T is the absolute temperature.

A common expression that illustrates the dependence
of the diffusion constant (D) on temperature is [14]:

 

where T is the carburizing temperature in K, and D is the
carburizing diffusion coefficient in γ iron in cm2/sec.

Diffusion rates increase as the temperature rises, as
illustrated by Table 2 [17]. Using these values and Harris’s
equation [18]:

 

where t is the time (in hours) at temperature, and D is
the coefficient of diffusion. It is evident that increasing
the carburizing temperature will greatly reduce the
carburizing time (t), but because of the higher
temperature, the operating cost of the furnace is
increased (Fig 9). Under actual operating conditions,
a balance must be established between the rate at
which parts are needed, maintenance costs of the
furnace, etc. The carburized case depth, as a function

Figure 8 Correlation between carbon potential and the
effective diffusion constant (K). Diffusion rate calculated
relative to effective case depth having 0.4% carbon.

Table 2 Effect of Temperature on the Diffusion Constant
(D)
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of furnace temperature, and time at temperature is
shown in Fig. 9 [1].

The case depth (x) can also be calculated from:

 

where x is the case depth (cm), D is the carbon diffusion
coefficient in austenite (cm2/sec), t is the carburizing time
(sec), Cx,t=carbon content at case depth x after carburizing
for time t, C0 is the initial carbon content in the steel, Cs is
the carbon content on the surface of the steel during
carburization, ß is the carbon transport coefficient from
the atmosphere to the steel surface (cm/sec).

Accurate carbon potential measurements are important
in establishing effective processing conditions to yield
optimum surface carbon concentration and to minimize
carburizing times, as shown in Fig. 10 [3, 19, 20]. The
interrelationship between diffusion time, carbon potential,
and carburizing time is shown in Fig. 11 [3, 19].

The amount of carbon that will dissolve in austenite
is dependent on the composition of the steel. The
influence of alloying elements on carbon solubility may
be estimated from [9, 10]:

 

where CC is the carbon content equivalent to the binary
Fe–C system, and C is the carbon content in the complex
Fe–C–Mn–Si–etc. system.

Values of CC/C for common carburizing steels are
provided in Table 3 [9]. Typically, if the ratio of CC/C is
less than 1, the steel is easily carburized.

Carbon solubility in austenite may be calculated
from [14]:

 

Figure 9 General carburizing curves for various times at temperatures. (Source: Surface Combustion Inc., Maumee, OH.)
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where aC is the carbon activity in austenite for the binary
Fe–C system, CC is the carbon content in the binary Fe–
C system, and T is carburizing temperature in K.

Typically, a value of aC=0.9 is used because a reducing
factor of 10% is often used in practice, where it is
assumed that carbon activity refers to graphite and that
carbon is in the form of cementite in steel. Thus the
equation to calculate the maximum solubility of carbon
in steel is [14]:

 

Carburizing temperature and strength of carburizing gas
influence carbon diffusion. Generally, it is believed that
the vacuum or partial pressure carburizing processes is
superior to traditional gas carburizing [3]. However, their
capability should be equally compared in the same
condition. Figure 12 illustrates the relationship between
carburizing temperature and the effective diffusion

constant [3]. The base line, which was investigated by
Harris [21], was determined up to up to 970°C, and the
results reported by Sugiyama et al. [8] are on the same
line showing the equivalency of the diffusion rate of the
“old” pack carburizing process and more current vacuum
carburizing methods. The relationship of the effective
case depth, shown for 0.3% or 0.4% C, indicates that
partial pressure carburizing is comparable with that of
gas carburizing at selected carbon potential atmosphere.

When the carbon potential of gas carburizing atmos-
phere at 920°C is 1.1–1.2% C, which is almost the Acm

carbon concentration, where time is the same for partial
pressure carburizing by acetylene that forms cementite
at the steel surface. A high carbon potential in the early
stage of the process can reduce carburizing treating time

Figure 10 Relationship between carburizing potential and
carburizing time.

Figure 11 Correlation between carburizing potential and
diffusion depth to 0.4% carbon.

Table 3 Cc/C Ratios for Common Carburizing Steels
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by increasing the carbon diffusion mass [19, 20]. Toyota
Motor has been using the boost and diffuse carburizing
method since 1960 and has been successfully performing
good carburizing work.

These results show that, to develop more effective
carburizing methods and case hardening, steels cannot
depend on traditional approaches without additional
metallurgical mechanisms because the carburizing time
cannot be reduced further without increasing the effective
diffusion rate in iron and steels. One future possibility is
the use of rare-earth metal alloying, and another is the
development of new alloyed steels [22–25].

C. Classification of Carburizing Processes

The most common processes that are encountered
industrially are as follows.

(1) Pack Carburizing. The pack carburizing process is
typically conducted by surrounding the steel in a pit
furnace or steel box furnace with granules of charcoal
or charcoal plus coke. An “activator” for the
charcoal, such as barium borate (BaBO3), is added
to facilitate the release of CO2, which then reacts
with excess CO2 to form CO, which in turn reacts
with the low-carbon steel surface to form carbon,

which then diffuses into the steel. Pack carburizing
is typically conducted at 920–940°C for 2–36 hr.

(2) Liquid Carburizing. Liquid carburizing is typically
conducted in internally or externally heated molten
salt pots containing a cyanide salt, such as sodium
cyanide (NaCN). There are generally two types of
liquid carburizing processes. One type is a low-
temperature process (840–900°C), which is
conducted when low case depths (0.003–0.03 in.)
are required. The second liquid carburizing process
is conducted at a high temperature (900–950°C)
when case depths of 0.03–0.12 in. are desired. In
either case, process times may be 1–4 hr.

(3) Gas Carburizing. Currently, the most common
carburizing process is gas carburizing, which may
be potentially performed with any carbonaceous gas
such as methane, ethane, propane, and natural gas.
Carburizing times of 4–10 hr are typical. The
carburizing temperature is higher than the upper
critical temperature (in the austenite transformation
region, >954°C). Case depths are typically less than
0.05 in. Conventional gas-carburizing process allows
operators to measure the gaseous carbon activity
within the furnace process chamber by using the shim
test method, dew point test method, CO/ CO2 test
method, and oxygen probe.

(4) Vacuum Carburizing. Vacuum carburizing is a clean
method used to introduce carbon into the surface of
the steel, and also prevents grain boundary oxidation.
Vacuum or low-pressure carburizing is carried out
in a vacuum furnace at pressures below that of
normal atmospheric pressure. The principle of
carburizing is exactly the same as that of the gas
carburizing process, the main difference being the
use of subatmospheric pressure.

(5) Ion Carburizing. As discussed above, carbonaceous
gases such as methane have been used for vacuum
carburizing because of their widespread availability
and current use in gas carburizing. Although methane
is reactive and controllable when used with
endothermic atmospheres, methane alone is
extremely stable, even at elevated temperatures.
Therefore, when methane is used in vacuum
carburizing, relatively high pressures of 250–400
Torr are required. Furthermore, carburizing
processes conducted at these relatively high pressures
produce significant amounts of carbon sooting.
However, these deficiencies may be overcome by
using an ion process. Methane ionization is produced
with a high voltage (approximately 1000 V) at a

Figure 12 Correlation of effective diffusion constant with
different carburizing methods.
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relatively low pressure of 10 Torr. When methane
ionizes through this “ion carburizing” process, a
reactive gas blanket is formed in close proximity to
the workpiece without concurrent soot formation.
Other hydrocarbons can be similarly used.

(6) Fluidized Bed Carburizing. Steel carburizing
processes may also be conducted in fluidized bed
furnaces. Various atmospheres may be used including
conventional endo gas/hydrocarbon mixtures or
nitrogen/methanol/hydrocarbon mixtures.
Depending on the carburizing atmosphere, fluidized
bed temperatures of 850–975°C for 30 min-3 hr may
be used. Case depths of up to 0.7 mm are typical.

Table 4 provides a comparative summary of the relative
advantages and disadvantages of these processes.

D. Steel Grades Used for Carburizing

Construction alloy steels that can successfully be carbu-
rized are many and varied. When selecting a steel for
carburizing, it is important to consider such factors as
machinability, resistance to overheating, susceptibility to
deformations during thermal processing, hardenability
relative to the cross-section size, and geometrical features
in addition to mechanical strength; not only in the case
but also in the core.

Typically, steels selected for carburizing contain
<0.25% carbon. The alloy composition is selected to pro-
vide case and core hardenability. Plain carbon steels may
be carburized, but the carburizing response is limited
due to the lack of alloying elements. This is illustrated
by the selected listing of carburizing steels provided in
Table 5 [26].

Case depths of 0.003–0.250 in. with surface hardness
of RC=58–62 are usually specified. An “effective case
depth” is typically specified which may be determined in
various ways. One method is to measure the case depth
on a metallographic sample of the part or of a test bar by
determining the microhardness at various depths from
the surface. The desired case depth is determined by the
application, such as those shown in Table 6 [27]. The
Common International Carburizing Grades of Steel are
presented in Table 7.

E. Heat Treatment After Carburizing

After carburizing, austenitization is necessary. If the
workpiece is quenched directly after carburizing
temperature, retained austenite will form, along with a
course grain size (depending on the carburizing time at

temperature). Postheat treatment is necessary to provide
high surface hardness that will resist abrasion and wear.
Depending on the requirements of the carburized part,
the postheat treatment temperatures are selected to
provide not only the high surface hardness, but the
appropriate core strength. The method of heat treatment
after carburizing is shown in Fig. 13.

The hardening methods summarized in Fig. 13 are
the most commonly used. However, the following
procedures are also used, although less commonly:

• Hardening after pearlitic transformation will provide
greater energy efficiency and will assure grain
reduction.

• Hardening after initially normalizing the structure of
the outer layer and core; the method is similar to
double hardening, except that the steel is cooled slowly
after carburizing. The core posses a normalized
structure with less strength but more ductility.

Depending on the steel alloy and component shape, the
carburized steel may be quenched in water, oil, or water
polymer solution. Specific recommendations are provided
in the Engineering Society for Advancing Mobility on
Land, Sea and Space (SAE) Standard Aerospace Materials
Specification (AMS) 2759. Because of the various
limitations of oils or water, there is continuing research
into alternative quench media in the heat treating industry.
For example, there has been a long search for quenchants
that would exhibit faster cooling rates than those exhibited
by many quench oils to avoid the pearlitic microstructure
formation of many steels. This has led to the development
and use of aqueous polymer quenchants as an alternative
to many quench oils.

Water quenching of gas carburized parts will provide
cooling rates in excess of the critical velocity of
martensitic structure formation. However, water
quenching is likely to cause hardening cracks. A new
quenching procedure has been developed, using water as
the medium and it is known as Intensive Quenching.

Quenching in oil, on the other hand, reduces the risk
of cracking, but it is not often possible to achieve the
desired martensitic microstructure throughout the entire
carburized case. Only water-soluble polymer quenchant
solutions provide cooling rates ranging between those
attainable with water and those attainable with oil. The
Grossman H-factor obtained for polymer solutions may
vary from 0.2 to 1.2. (Water typically exhibits an H-
factor of 0.9–2, and the H-factors for oil may vary from
0.25 to 0.8.) Therefore, the use of an aqueous polymer
quenchant will provide a relatively “mild” quench
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Table 4 Comparison of Carburizing Methods
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severity sufficient to provide the desired martensitic
transformation for both case and core [28–33].

After hardening the carburized case by quenching, it
is necessary to temper the steel by selecting a low
tempering temperature in the region of 180–275°C to
reduce the residual stress caused by the phase
transformation from austenite to martensite. Reducing
quantity of retained austenite may be achieved by

cryogenic treatment before tempering, especially after
hardening variants “2” and “4” with Fig. 13 in the case
of alloy steels.

Steels that are hardened after vacuum or iron
carburizing are often quenched in a high-pressure gas.
The high-pressure gas may also be a blended (helium/
nitrogen) to achieve the desired cooling rates for the alloy
being quenched and geometry of the part. The heat
transfer coefficient of gas quenching medium depends
on the gas type, delivery pressure, velocity, turbulence,
and directionality. In addition to producing clean parts,
a major advantage of gas quenching is that is does not
harm the environment.

F. Relationships Among Structure and
Properties

Despite the progress and application range of carburizing
technology, the influence of case structure on properties
continues to be controversial. One of the most significant
issues is the influence of retained austenite and carbides
in the structure of case-hardened layers and carbon
concentration in the surface zone of those layers on
properties. For example, an improvement in bending
resistance has been observed for 10–30% retained
austenite. However, others have reported an unfavorable
influence without specifying the percentage values
[34–41]. Peyre and Tournier [34] state that fatigue
strength increases as the amount of retained austenite
increases, and recommends that the minimum retained
austenite content should be about 25%. Other works
[36–41] reported a detrimental influence without stating
the bending resistance limit.

The differences of opinion on the influence of retained
austenite are attributable to a lack of under-standing of
conditions and mechanisms involved in microstructure

Table 5 Selected List of Steel Commonly Used for
Carburizing and Their Features

Table 6 Required Case Depths of Selected Applications
for Carburized Parts

Figure 13 Diagram of heat treatment after carburizing.
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formation as a function of the properties of case-hard-
ened layers. Variable process methodologies that have
been utilized also contribute to the different results ob-
tained. The problem is related to the ways retained
austenite forms in the surface zone of carburized layers,
which does not account for the influence of changes of
other layer parameters on properties of case-hardened
steels including carbon content in hardened structures,
chemical composition of the matrix, size of former
austenite grain, martensite morphology, internal stresses
state, etc.

There have been reports that carbide participation
does not unfavorably influence properties [34–36, 37–
39]. However, others have reported detrimental effects.
These reports should be regarded with great caution
because lower properties than expected may also be due
to an overabundance of carbon or tensile stress in the
surface zone of the layer related to it, or the manner in
which the carburized part is loaded. The occurrence of
carbides in the structure of carburized cases, with
appropriate hardness, machine parts, and tools, will have
high abrasive wear and bending resistance. The carbide
form and fraction in the case structure will depend on
the carburizing process conducted, especially on the
carbon potentials of the atmosphere, as well as the
temperature and time of the process (see Table 8).

One of the factors that exhibit a great influence on
the properties of machined parts and tools is grain size.
Austenite grain formation in the diffusion layer and in
the core is related to the morphology of martensite being
formed [34, 38, 40, 42]. Austenite grain formation is also
related to the plastic properties of the carburized steel.
Grain size variation during carburization influences the
increase in bending fatigue [43], or the intensity factor,
KLC [44]. The small effect of austenite grain size in the
case or in the core can be examined by controlling the
formation of carbides or chemical composition of the
steel, or through process control.

According to Refs. 45 and 46, austenitizing from a
two-phase austenite-cementite region lowers the
phenomenon of plate martensite microcracking.
Austenitizing in the temperature range where the diphase
structure austenite-carbide is formed, leads to the
appearance of cracking of the martensite. Austenitizing
at this temperature is favored for small austenite grain
material. The favorable influence of austenite
temperatures less than Acm have been reported [47, 48].
The influence of austenization temperature on properties
exhibited by the carburized case has also been addressed
[35, 49–51] (see Table 8). In addition, the effect of
mechanical loading on the properties and structure of

the diffusion layer has been addressed as well [38] (see
Table 8).

A low martensite (Ms) temperature results in a reduc-
tion of the temperature range for which self-tempering
of martensite may occur, which favorably affects many
properties. In other words, a low Ms temperature leads
to significant inhibition of self-tempering processes oc-
curring during hardening, and, therefore, to high carbon
content in solid solution (martensite), which will increase
strength and hardness. A minimum Ms value corresponds
with the highest compressive stresses (Fig. 14).

Carbides do not reduce hardness. Carbides are them-
selves hard. Carbide microhardness in carburized car-
bon steel has been measured at 1000 HV, and in 2%
Ni–Cr steel ~880 HV [52]. Therefore, carburized and
hardened surfaces containing 25–50% of dispersed car-
bides should exhibit higher hardness than carburized
surface without carbides: 65–67 HRC (830–900 HV)
[53].

The occurrence of carbides in the case also exerts an
indirect influence over occurring internal stresses. The
extent of carbide’s influence on the matrix depends on
the quenching method. Slow cooling results in
microinfluence of carbides on matrix, while fast cooling
results in macroinfluence. (Microinfluence is the
influence on chemical composition, and macroinfluence
is the influence on all structure elements. The micro- and
macroinfluence are important, and yes, self-important.)
If the matrix of a case containing carbides transforms
into martensite, macrostresses will probably be
compressive. Their magnitude depends on the amount of
retained austenite and on martensite type (plate or lath)
(see Table 8). Slow formation of large carbides will
produce eutectoidal carbon content in the matrix, which,
for high-alloy steels, is a relatively low content. The
formation of a higher amounts of plate martensite in the
matrix during quenching is favored, which results in
higher matrix toughness and compressive macrostresses.

It has also been shown [54] that surfaces containing
large amounts of carbides result in the formation of lower
compressive stresses (-60 MPa) than a surface without
carbides (-500 MPa). Another work [55] has shown how
various carbides influence surface internal stresses (see
Table 8). In that case, carbides led to lower compressive
stresses, what is good and bad in depending on the
operating conditions of hardening carburizing element.

Contact fatigue life for four different carburized
surfaces is presented in Ref. 26, based on the results of
sliding and rolling tests on carburized and tempered 2%
Cr–Mn steel (see Table 8). The tests showed that coarse
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Table 7 Summary of Common International Carburizing Grades of Steel
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carbides can also (such as coarse-grain martensite)
influence contact fatigue (see Table 8).

Carbides are hard. Therefore, it is expected that
sufficient amounts will guarantee that surfaces containing
them will have abrasive wear resistance (because of their
hardness) and adhesive wear resistance. It can be
generally concluded that increasing the surface carbide
content will increase the abrasive wear resistance. This
relationship is true when spheroidized carbides appear
in a nonmartensitic matrix. When the structure of the
matrix consists of martensite and retained austenite in
various amounts, the amount of carbides present does
not significantly influence wear resistance [75]. A
microstructure that produces best contact fatigue
resistance also increases abrasive wear resistance [76], It
should be further noted that contact fatigue and abrasive
wear resistance are also influenced by the quality and
condition of the system lubrication.

Network continuity, carbide coarseness, and
penetration depth reduce fatigue resistance. High
manganese fraction in low-alloy steel may be the cause
of carbide networks that occur in carburized cases. The
form and amount of carbides are influenced not only by
the diffusion process temperature and time, but also by
temperature and time of subsequent processes (e.g.,
annealing, hardening) (see Table 8).

Table 8 presents some relation between factors of
structural and working properties for carburized
structures [34].

G. Influence of Residual Stress on Fatigue
Strength

Carburizing is the most favored process to improve
fatigue strength and wear resistance of automobile gears,
as well many other machine components. Surface
hardness, case depth, and residual stress are the primary
factors that influence the strength and durability of
carburized and hardened steels. Case depth and core
hardness vary extensively because of the variability of
chemical composition, steel hardenability, carburizing
conditions, and quenching methods even if the parts are
of the same quality. Moreover, those values vary widely,
depending on the hardenability of selected steels, even
when the same type of steel is treated at the same
temperature [77–80].

1. Charpy Impact Strength

Charpy impact test were conducted with electrically
assisted analysis of energy absorbing curve to analyze
impact fracture mechanism. The Charpy impact value
decreases remarkably as the case depth increases. This
trend roughly shows negligibly small influence of core
hardness. However, results of analysis in energy
absorbing curve and observation of microfractographs
indicated minor influence of core hardness with the total
deformation of the test piece during fracturing [78, 82].
The tendency of total absorbed energy and the peak load
to initiate fracture are different when total energy is
directly related with the amount of deformation with
respect to case depth and core hardness. The peak load
value seems to be influenced by the strength of core, and
higher core hardness tend to result in higher fracture load
even though the total energy decreases, as observed in
Fig. 15 [82].

2. Impact Bending Fatigue Life

The life of impact bending test measured at 1.5×104 and
5×104 are influenced by carburizing time and case depth.
If the test pieces have no hardened case, core hardness
exhibits a profound influence on their impact fatigue life,
but when test pieces have a hardened case, strengths are
affected by case depth. In this impact fatigue test samples,
which have 5 R notch, strength exhibits a peak at very
thin case zone, such as those exhibited by the samples
with less than 1-hr carburizing time, as observed in Fig.
16 [82]. However, when the impact load is decreased and
as life time increases, the influence of case depth becomes
different and reveals two peaks.

Figure 14 Influence of carbon content on the Ms
temperature of steel.
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3. Rotating Beam Fatigue Strength

Fatigue test results using the rotating beam shows the
important influence of case depth. At first, fatigue
strength increases as case depth increases but after the
peak value, it decreases as case depth increases, as shown
in Fig. 16 [82]. The influence of core hardness is
somewhat different and not simple when carburizing
time is between 5 and 8 hr. Fatigue strength remains high
without much influence of the core hardness. This trend
seems to relate with residual stress and influence of
intergranular oxidation, as discussed in a later section.
The influence of case depth and core hardness on fatigue
strength is different when the test piece possesses stress
concentrators such as grooves or notches.

The endurance limit of rotating beam bending fatigue
test is influenced by case depth which exhibits a peak at
about 1 mm case depth, as shown in Fig. 17 [82]. The
endurance limit of the rotating beam test changes with
core hardness, as observed in Fig. 18 [82]. In particular,
when the carburizing time is short (2.5 hr) and very long
(20 hr), the influence of core hardness is evident and the
peak is around core strength of 140–150 kg/mm.

4. Intergranular Oxidation

When the carburizing process uses endothermic gas
containing CO in its atmosphere, it will influence
intergranular oxidation at the carburized surface. The
depth of intergranular oxidation increases as the
carburizing time increases. The secondary influence of
inter granular oxidation is that it results in the decrease
of case hardenability and causes the formation of

Figure 15 Influence of case depth on core hardness and
Charpy impact strength. Figure 16 Effect of case depth on impact fatigue strength.

Figure 17 Effect of case depth on fatigue limit of rotating
beam test.
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nonmartensitic transformation phases, which decrease
hardness and residual compressive stress. In Fig. 19, the
influence of oxidation is observed in two ways—as a
nonetched state and underetched by 5% natal solution
[82]. As plotted in Fig. 19 [82], the influence depth
increases as carburizing time increases. The depth is
always thinner under nonetched condition. This
difference is caused by the amount of nonmartensitic
phase, such as upper or lower bainite microstructure
[78, 83].

However, contrary to the general opinion, this influ-
ence on fatigue strength or life is easily eliminated by
postshot blasting or peening, as observed in Fig. 20 [82].
The postquenching and tempering process, such as steel
shot blasting, is used to remove colored contamination
or soot. The shot-blasting process is more effective than
postelectrochemical etching, which removes surface lay-
ers of nonmartensitic phase. Recent peening processes
with small harder shots and with higher speed can easily
eliminate the influence of oxidation and resultant
nonmartensitic surface layer. However, care should be
taken to minimize the formation of nonmartensitic sur-
face layer by optimum atmosphere carbon potential con-
trol, and to prevent the delay of quench operation by the
quench operation system and selection of the optimum
quench media.

5. Tooth Bending Fatigue Testing of Gears

Spur gears of m=m, illustrated in Fig. 21 [82], are used
for a gear tooth bending fatigue test for evaluating and

correlating those results to understand and develop a
design recommendation for automotive gears [83]. Tooth
bending fatigue test is conducted by hydraulic pulsating
load on the weakest contact position of gear teeth. Case
depth influences the endurance limit and lifetime; when
the endurance limit exhibits double peaks, the lifetime
will exhibit only one peak at very short carburizing times,
as observed in Fig. 22 [82]. Similar to impact fatigue test
results, the fatigue life of gear tooth show difference

Figure 18 Influence of core hardness on fatigue strength
of a carburized test specimen.

Figure 19 Effect of carburizing time on intergranular
oxidation.

Figure 20 Influence of postfinishing methods on rotating
beam bending fatigue life.
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tendency. The limited time fatigue life decreases as the
carburizing time increases, but the endurance limit
exhibits a difference trend having double peaks. The
highest peak is in the thin case zone and second peak in
thicker case, which is similar to the peak of rotating beam
fatigue test. Compared with the influence of case depth,
that of core hardness is smaller but shows similar
tendencies.

Fatigue test of gears are also tested by four gears tester
with a normal tooth contact condition. The fatigue test
results shown in Fig. 23 exhibits a similar tendency as
single gear tooth bending fatigue tests [82]. The fatigue
life decreases as case depth increases. However, fatigue
life and endurance limit show no clear double peaks,
which is clearer with a single teeth bending tests. The
difference between Figs. 21 and 22 seems to be caused
by the lack in the number of test gears and case depth
levels. Another difference of test condition is in the
loading condition. Single-teeth bending test is under
highest loading stress condition at the foot of a teeth,
while the load of the four gear tests are normal contact
condition and all of the gear tooth are loaded in rotating
condition, where the accuracy of gear tooth pitch error
and mounting shaft stiffness have considerable influence
on fatigue behavior.

6. Residual Stress of Carburized Steels

The carburizing process enables the formation of a hard
case, which is necessary for wear resistance and high
fatigue strength. Because of the martensite
transformation of high carbon case during the end of
quenching, the case area results in high compressive
residual stress if carburized surface have enough case
hardenability and the quenching operation is adequate.
If the quench operation is not adequately controlled, the
case will not achieve a sufficiently high compressive
stress, as observed in Fig. 24, and sometimes, it becomes

Figure 21 Design of test gears used for the tooth bending fatigue test.

Figure 22 Relationship between effective case depth and
tooth bending strength as determined using the hydraulic
pulsating testing machine described in Ref. 83.
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a tensile residual stress and reduces the fatigue strength
[23].

The influence of carburizing and hardening methods
on residual stress is not simple. Carburizing elements such
as carbon potential of atmosphere, carburizing time,
resulting surface carbon, and their distribution have a
profound influence on the level and distribution of
residual stress of carburized and hardened steels.
Intergranular oxidation has significant influences on
residual stress and sometimes the excessive formation of
nonmartensitic phase could result in residual tension
stress at the surface. Figure 24 shows the variation of
surface residual stress in relation to the effective case
depth, which are heat-treated by different methods.
Influence of core hardness and case depth on surface
residual stress depends both on transformation timing,
and balance or core strength and case depth. Generally,
the peak position of residual stress against case depth is
nearly at the same area as observed in Fig. 24 even with
different core hardness.

Residual stresses formed in case-hardened steels
exhibit a profound influence and contribute to the
improvement of fatigue strength [84–86]. Although the

distribution of residual stress varies during the fatigue
process, it does not disappear even after the fatigue
fracture. Figure 25 shows some examples of their
variation during the fatigue process [82].

7. Influence of Shot Blasting and Peening

Shot blasting or peening after carburizing is an effective
means to eliminate the influence of intergranular
oxidation by increasing compressive residual stress.
However, the influence on the surface mechanical
properties is not only caused by intergranular oxidation,
but also is largely affected by surface carbon
concentration and quench condition. When the thickness
of the nonmartensitic layer is large, this leads to low
surface hardness, and the residual stress seriously
damages surface mechanical strength [87–91]. Recently,
new peening technologies made a great advancement to
fulfill the need of improving surface properties to meet
increasing engine power and demands for weight
reduction of the power train.

Residual compressive stress at near surface and its
distribution varies by shot and peening conditions,
namely, shot materials and their hardness, shape, and
mass, and the speed to hit the surface during peening. As
the hardness, weight or mass of shot, and shot speed
increase, the resulting residual stress increases. Small shot

Figure 23 Relationship between effective case depth and
gear tooth fatigue life determined using the four-gear
testing machine described in Ref. 84.

Figure 24 Correlation of case depth with surface residual
stress.
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sizes cause the residual stress peak to move to near sur-
face [88–90]. Combing the influence of those factors, a
double peening process is favored to improve fatigue
strength of transmission gears. Figure 26 shows the in-
fluence of the shot peening media and methods and dif-
ference of residual stress peak at near the surface of car-
burized hardened steels [82].

8. Influence of Residual Stress and Intergranular
Oxidation on Fatigue Strength

The depth and their influence of intergranular oxidation
increases as the elongation of carburizing time. The
existence of carburized hard case deteriorates the static,
impact, and limited time fatigue strength [83]. However,
the residual stress possesses an independent tendency that
attains its highest value when a certain case depth is
reached at the surface layer. These two factors combine
together and exert complex influence on fatigue process.
Apparently, although oxidation has deleterious effects,
the importance of residual stress is more profound and
should be taken into account to design for gear durability.
The effect of intergranular oxidation on residual stress is
shown in Fig. 27 [82].

In addition to the basic influences of residual
compressive stress results from optimum case depth, the
advancement of postpeening technologies can further
improve the gear fatigue strength through near booth
root surface bending strength and also, the surface pitting
fatigue life by very high compressive residual stress [56–
58, 91].

Figure 25 Variation of residual stress during the fatigue
test.

Figure 26 Influence of shot peening methods on residual
stress distribution.

Figure 27 Influence of intergranular oxidation on residual
stress.
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III. CARBONITRIDING

A. Physical-Chemical Basis of
Carbonitriding Processes

1. Carbon and Nitrogen Diffusion into the Steel
Surface

Carbonitriding is dependent on the simultaneous
diffusion of carbon and nitrogen into the immediate
surface layers of the steel. The process is usually
conducted in the temperature range of 850–880°C. The
process gas for the treatment is based on the use of either
a nitrogen/methanol blended gas or an endothermic
atmosphere with the addition of a hydrocarbon
enrichment gas for the carbon plus ammonia for supply
of the nitrogen.

The carbonitriding process is a process of
surfacetreating a steel using the method that combines
both nitriding and carburizing simultaneously, and while
the two processes are both separate, they are—to some
degree—dependent on each other.

The process of diffusion of carbon from the process
atmosphere into the steel surface is controlled by Fick’s
law of diffusion and is expressed in Eqs. (18) and (19).
The equations describe the penetration of carbon into
the steel.

The diffusion of both carbon and nitrogen into a solid
solution of the steel, each with their own mutual
influences on the process and each being derived from
the process atmosphere for adsorption into the steel
surface raises the question, “What influence (if any) does
nitrogen have to facilitate the process, and does nitrogen
assist carbon absorption into the steel surface?”

At a given temperature, the chemical reactions
progress until equilibrium is achieved. This means that
each equilibrium reaction will level itself, and the reaction
will move from left to right, and right to left. This means
that when in equilibrium, the thermodynamic potentials
of both atmospheric products (prod) and the substrate
(sub) material (steel) are equal. That it is:

(18)

The equilibrium constant of any reaction of the type:

(19)

may be expressed by partial pressures of the reactants
and products:

(20)

where pa, pb, pc, and pd represent the partial pressure of
reactants A and B, and products C and D, respectively.

In isobaric equilibrium, the equilibrium constant, Kp,
is related to thermodynamic equilibrium by:

(21)

where ∆G° is the thermodynamic potential of reaction
[cal/mol], R is the constant gas levels 1.987 [cal/(mol K)],
T is the temperature [K], Kp is the constant equilibrium.

At the carbonitriding process temperature, the
primary equilibrium thermal disassociation processes
producing carbon and nitrogen are:

(22)

(23)

(24)

(25)

(26)

(27)

(28)

(29)

(30)

(31)

(32)

(33)

Reactions (5)–(10) play a direct and active part in the
production of both carbon and nitrogen. In creating
atomic carbon for the diffusion reactions (5)–(7) have the
greatest significance. The atomic nitrogen is created in
reactions (8)–(10) and is available to the steel for diffusion,
combined with carbon. In accelerating the penetration of
both carbon and nitrogen, part of the process will create
very small quantities of prussic acid onto the steel surface.
The remaining reactions or indirect reactions are
inconsequential. At the process temperature of the
carbonitriding procedure, molecular nitrogen will create
active nitrogen (N) in accordance with reaction (27).

Atomic hydrogen is emitted and is directed to the
surface of the steel, and will intensify both the reduction
and dissociation of surface oxides, as well as convert the
oxygen emitted as a result of the carburizing reaction.
When using furnace atmospheres, oxygen will always be
present as a result of moisture from the endothermic gas,
or from natural furnace leakages.

The source of nitrogen for diffusion into the steel is
derived from the introduction of ammonia together with
the hydrocarbon enrichment gas. At the process temperature
in ammonia, dissociation will rapidly occur, which begins
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in reaction (25) and in the final decomposition, as described
in reaction (26). Atomic nitrogen is produced almost
immediately as result of the decomposition of ammonia,
followed by decomposition into atomic nitrogen. However,
the amount of molecular nitrogen produced is too great a
volume for diffusion into the iron of the steel, and it will not
dissolve into the steel as molecular nitrogen (dissolubility of
up to 0.025%). It should be noted that the volume of
ammonia should be between 4% and 8% of the total gas
flow into the process furnace.

It is only the active or atomic nitrogen resulting from
the dissociated ammonia that will penetrate and diffuse
into the steel surface. The quantity of dissociated
ammonia, which is available for diffusion, is proportional
to the undissociated ammonia present in the furnace
atmosphere. It is not possible to quantify the
undissociated ammonia on the basis of thermodynamic
dependence, resulting from the conditions of equilibrium
between ammonia and other products present in the
furnace atmosphere. This is because such equilibrium will
only occur in the range of temperatures between 400 and
600°C. Between this range of temperatures, dissociation
is almost total, because the quantity of undissociated
ammonia does not exceed 0.1% ammonia.

The influencing factors on the degree of dissociation
of ammonia, which occurs during the carbonitriding
process, that will in turn influence of the process of
dissociation, are:

• Process temperature,
• Atmosphere changes per hour within the furnace,
• Circulation and distribution of the process gas within

the furnace,
• Furnace size (process chamber volume),
• Furnace heating elements or a gas heating system.

Figure 28 provides a correlation of the case depth as a
function of time at temperature for various processing
temperatures.

The surface properties of the carbonitrided layers are
essential in exerting the concentration of nitrogen in the
superficial zone layer of the surface of the steel. It will
depend directly on the concentration of the early reaction
stages of the ammonia (gas–metal) and indirectly from
other influencing factors such as the speed of the reaction.
Therefore, for the control of the process, the superficial
concentration of nitrogen is usually a function of the
concentration of ammonia in the atmosphere for different
temperatures.

At even higher temperatures of 850–930°C, the volume
of ammonia will be increased due to the temperature. This
means that the addition of ammonia will increase, to a

small degree, the concentration of nitro gen in the surface
layer of the steel. If this is allowed to occur, then the
potential for nitride networking is extremely high.
Conversely, if the process of temperature is reduced, the
opposite will occur. Thus even small additions of ammonia
will cause a dramatic increase in the surface layer nitrogen
concentration. Great care should be taken with the
addition of ammonia as a source of atomic nitrogen, as
this can cause nitride networks to occur within the formed
case. The limit of solubility of nitrogen in iron at a
temperature of 600°C maximum is approximately 6%.

Steels that include the stable nitride-forming elements will
readily react with nitrogen. The alloying elements that will
react favorably with nitrogen to form the stable nitrides are:

• Chromium
• Vanadium
• Tungsten
• Aluminum
• Molybdenum
• Boron
• Silicon

It should be noted that chromium, when combined with
manganese, will display higher concentrations of nitrogen
in the surface layers by comparison to steels that do not
include these elements. Furnace atmospheres with higher
carbon potentials can saturate the steel surface excessively.
Consideration must be given not only to the gaseous
reactions, but also to suppression of the potential for
retained austenite formation by the nitrogen activity at
the steel surface. Excess carbon will also encourage carbide
formation in the surface of the steel, and nitrogen will assist
in lessening the retention of retained austenite by allowing
a lower austenitizing temperature to be selected. An added
benefit of the nitrogen reaction (particularly with the
nitride forming alloying elements) is that there is an
increase in the resulting surface hardness, as well as the
reduction of the potential for distortion.

2. Role of Nitrogen in the Carbonitriding Process

The influence of carbon on the diffusion of nitrogen into
a solid solution is comparatively insignificant, although
so many other very essential influences of carbon on the
process of diffusion of nitrogen in the steel will occur. In
the process of carbonitriding, the role of nitrogen
restrains (as a rule) the changes of conditions of carbon
diffusion into the structure of the formed layer. Nitrogen
facilitates itself in dissolving carbon in iron, and will also
contribute to a significant increase in the speed of the
diffusion process.
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Changes of Carbon Potential in the Furnace
Atmosphere

Ammonia and the products of ammonia dissociation will
change the conditions of equilibrium of the main
carburizing reaction, thus continually changing the

carbon potential of the furnace process atmosphere. All
products for the dissociation of ammonia (nitrogen and
hydrogen) are in accordance with reaction (25), in
relation to the partial pressures of carburizing
components to noncarburizing changes in the direction
of raising the carbon potential of the furnace atmosphere.

Figure 28 General carbonitriding curves for various times at temperatures shown. (Source: Surface Combustion Inc..
Maumee, OH.)
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Ammonia will also react with the oxides of carbon in
accordance with reaction (29), and will produce water
vapor, which will lower the carbon potential of the
furnace atmosphere. The complete reaction, along with
its function to change the atmosphere carbon potential,
is very definite.

Ammonia will influence the dependence between the
carbon potential of the endothermic atmosphere (and
enrichment gas) and the temperature of the dew point.
Insignificant additions of ammonia to a carburizing
atmosphere will cause a decrease in the carbon potential
of the furnace atmosphere, which also means a reduction
of the atmosphere dew point.

Increasing Carbon Diffusion Rate in Austenite

The diffusion of nitrogen into steel raises the coefficient
of diffusion of carbon into austenite, and thus increases
the speed of complete diffusion. This creates the
possibility of utilizing low process temperatures, because
carbonitriding will diffuse into the surface layers through
the approximate thickness of the total carburized layer
in temperatures of approximately 50°C or higher.

The diffusion and creation of the carbonitrided layer
will begin below 850°C, and that the case will begin to
form even faster than at carburizing temperatures of
900°C.

Activity of Carbon in Austenite

Nitrogen, within the diffused layers, will amplify the
activity of carbon in austenite, which is as a result of the
superficial concentration of carbon in the primary layer
from the furnace atmosphere. In comparison with
carburizing, for example, the process of carbonitriding
utilizes lower process temperatures and thus reduces the
risk of excessive concentrations of carbon within the
formed surface layers.

Changes of Equilibrium Conditions in the
Arrangement of Fe–Fe3C

The changing conditions of equilibrium in the iron
cementite arrangement is caused by the presence of
nitrogen, and is dependent on the direction of the lower
concentrations of carbon to expand the area of
occurrence of austenite through the lower temperatures
of transformation of the A1 and A3 points (iron-carbon
equilibrium diagram) as well as the movement of the
eutectoid line. This promotes the diffusion of carbon into
the steel surface and yields the possibility of applying

lower process temperatures for carbonitriding as well as
utilizing lower temperatures of hardening. This is created
by the nitrogen that will also assist in the suppression of
retained eustenite conditions, thus the speed at which
carbon diffuses is increased.

Enlargement of Durability of Over-Cooling from
Austenite

The introduction of nitrogen into the surface of the steel
improves the resistance of the steel when exposed to a
rapid rate of cooling, by moving the critical cooling curve
of the Isothermal Cooling diagram to the right. This
enables the steel to respond better to the hardening
process by intensive cooling.

By the utilization of lower austenitizing temperatures,
the use of oil quenching can be successfully utilized as
the quench medium of choice, thus considerably reducing
the potential for distortion. Because of the nitrogen
diffusion into the steel surface, the dimension with
stability of the treated part is greatly improved.

Quenching conditions will determine the surface
hardness, the type and properties of induced internal
stresses, and mechanical properties such as torque and
tensile strength. Because of potential defects related to
water quenching, it was generally recommended that
carbonitrided steels be quenched in oil, particularly
blended quench oils that would facilitate martensitic
transformation of the surface and a pearlitic core
structure within a specific range of oil cooling speeds. In
addition, it is typically necessary to provide an exhaust
ventilation for gaseous exhaust effluent, and there is often
a concern for environmental impact related to the use of
quench oils.

It has been demonstrated that aqueous solutions of
polyalkylene glycols (PAG)-based quench media will
reduce the potential environmental impact and, by
varying the concentration of the polymer quenchant in
water, a wide range of cooling speeds is possible. General
impact of quenchants and cooling rates on carbonitrided
steel properties will be discussed subsequently in
addition.

Reduction of the Austenite Transformation
Temperature to Martensite

The presence of nitrogen in the carbonitrided layer will
reduce the temperature of transformation at the start of
the formation of martensite (Ms) as well as a raise the
martensite finish point (Mf) in a very positive manner. The
transformation temperature of the carbon-itrided steel at

Copyright © 2004 by Marcel Dekker, Inc.



Przylecka et al.538

the point of hardening will be lower than if the same steel
was carburized. This is due to the presence of nitrogen
within the formed case and will also cause a reduction in
the compressive stress through the formed case due to the
reduction of the martensite start point (Ms).

Reduction of Retained Austenite

The lowering of the martensite start temperature will
reduce the amount of residual austenite in the carbo-
nitrided layer. The residual austenite will normally be
found when the surface carbon potential is in excess of
0.7–0.9% with concentrations of nitrogen in solution. If
the concentration of both carbon and nitrogen are
controlled in the structure of the formed layer, then the
retention of any untransformed austenite will be minimal,
thus producing a more dimensionally stable
carbonitrided case.

Control of Carbon and Nitrogen Within the
Diffusion Layer

The production of available carbon for the process is
principally derived from the enrichment gas, which is
added to the endothermic gas, or the nitrogen/methanol
plus enrichment gas. The objective is to ensure a surface
carbon potential around the eutectoid line of the steel
(0.7–0.9% carbon). The carbon potential can be
controlled via the accepted methods of control, such as
dew point, shim analysis, oxygen probe, or CO/CO2

analysis. The nitrogen is normally derived from the
ammonia enrichment gas to the furnace. This is extremely
difficult to control. There is simply no commercial
analysis system to accurately control the decomposition
of ammonia to release nascent nitrogen. Therefore, one
must rely on the relationship of the volumetric flow of
the process gas (carrier gas and enrichment gas) in
relation to ammonia. Generally, the ammonia flow
should be between 4% and 8% (by a volume) for all the
total gas flow into the furnace. In reality, as well as in
ideal conditions, the flow rate should be between 4%
and 8% by volume to produce an effective formed
carbonitrided case formation.

3. Carbonitriding Procedure

The carbonitriding process very closely resembles the
process of gas carburizing. The procedure follows the
following technological actions:

• Conditioning of the furnace,
• Loading the work into the furnace,

• The carbonitriding process,
• Quenching the carbonitrided work.

The carbonitriding process times are much shorter than
the soaking times experienced with the carburizing
process.

During the heating cycle of the batch, the introduction
of the carbonitriding atmosphere into the furnace takes
place. It is not necessary to introduce the process gas into
the furnace during the heat up cycle. This is because
during the heat up of the batch, and particularly in the
temperature range of 550–700°C, ammonia can cause
the formation of nitrides in the steel surface, so that on
completion of the carbonitriding process, the formed
nitrides may not be stable or be able to undergo
rearrangement in the formed case of the carbonitriding
process and at the carbonitriding process temperature.

The selection of the carbonitriding process requires
careful consideration for process at temperature
selection, for this atmosphere composition as well as the
heating method of the furnace. This is to ensure a
wellconducted process that is able to produce the
required case depth formation, as well as the appropriate
carbon and nitrogen concentrations within the formed
case. When selecting low carbonitriding process
temperatures, or long cycle times to produce deep case
of formations, the probability of high surface nitrogen
concentrations is the extremely high.

It is not usual to select deep carbonitrided formed case
depths. Generally, the formed case for carbonitriding is
usually at a maximum of 0.5 mm (0.020 in.). Deep case
formations will undoubtedly give rise to the high
probability for the retention of untransformed austenite
(retained austenite). If ammonia is introduced into the
furnace during, say the last one-third of the process cycle,
then the risk of high surface nitrogen concentrations is
reduced, almost to the point of elimination. On
completion of the workload in the furnace atmosphere,
after spending sufficient time at the process temperature
to form the necessary case, then the load is quenched at
the appropriate austenitizing temperature. Care must be
taken when selecting the austenitizing temperature
because of the potential risk of retained austenite and, of
course, the potential for the occurrence of distortion.

4. Heat Treatment After Carbonitriding

Once the process of the carbonitriding is completed, it is
usually followed by a cooling procedure down to the
hardening temperature (Fig. 29). The light tempering
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process in the region of 180–200°C usually follows this
step. This is to temper the formed martensitic case, and
reduce the possibility of case/surface cracking to occur.
Tempering is often omitted without consideration that
untempered martensite is now formed in the newly
formed case.

The cool-down procedure is to accomplish the
required properties and structures that is required by the

engineering design for core and surface properties of the
steel. The steel can be:

• Cooled within the furnace down to the case
austenitizing temperature in a controlled manner,
followed by quenching.

• Cooled down to, say 500°C, removed from the furnace
and cooled externally, followed by a reheating to the
austenitizing temperature, then followed by the
quenching procedure, which will harden the formed
carbonitrided case.

The diffusion of nitrogen into steel raises the
coefficient of diffusion of carbon into austenite and
thus increases the speed of complete diffusion. This
creates the possibility of utilizing low process
temperatures, because carbonitriding will diffuse into
the surface layers through the approximate thickness
of the total carburized layer in temperatures of
approximately 50°C or higher. The diffusion and
creation of the carbonitrided layer will begin below
850°C, and the case will begin to form even faster than
at carburizing temperatures of 900°C.

Figure 29 Diagram of heat treatment processes after
carbonitriding.

Table 9 Influence of Structural Factors on Use Property of Carbonitrided Layer

Source: Refs. 69 and 90–92.
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 An overview of the influence of structural factors on the
properties of carbonitrided layers is summarized by the
data provided in Table 9 [34]. Some typical steels used
for carbonitriding are shown in Table 10.
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I. INTRODUCTION

Nitriding is one of diffusion treatments applied to the
surface of machine parts, tools, and other metallic ob-
jects to enhance their surface hardness and to improve a
number of other useful properties. Although the reac-
tions between nitrogen and iron at elevated temperatures
were already observed in the 19th century, a surge of
interest in the possible hardening of ferrous surfaces, as
well as in resulting industrial applications, occurred only
in the early 1900s [1–7]. In the beginning of industrial
implementation, the nitrided layers were obtained in
ammonia atmospheres, in the course of a long process,
on parts manufactured from special nitriding steel [4].
Because of the long duration and high aggressiveness of
the process, a thick, porous, and brittle zone of iron and
alloy nitrides formed at the surface, which had to be re-
moved by mechanical means (grinding). Over the years,
the process was adapted to other materials and substan-
tially shortened.

Salt bath nitriding in molten cyanides was first de-
scribed in 1929 [8]. Development in this area allowed
one to obtain, in a short process (up to 3 hr), hardened
layers that did not require grinding away any brittle zones.
This process was applied to carbon, alloyed, and high-
speed tool steels.

In the 1930s, the possibilities of nitriding in the
plasma of a glow discharge were already studied. In

the 1940s, two- and three-stage gas nitriding processes
were developed [9], with varying ammonia dissocia-
tion rates, reducing the thickness and brittleness of the
compound layer, thus improving the useful properties
of treated parts. In the 1960s, the practice of diluting
ammonia with nitrogen or with dissociated ammonia
was begun. As another development, the first patent
for the nitrocarburizing in gas was granted in 1961
[10].

The introduction of the concept of nitriding potential
KN [11, 12], representing the nitriding capability of an
atmosphere, began the period of development of con-
trolled gas nitriding in NH3–N2 and NH3–dissociated NH3

mixes. Between 1970 and 2000, a number of further
modifications of gas, salt bath, and plasma nitriding proc-
esses have appeared, aiming at improving both the prop-
erties of treated materials, as also the technological ad-
vantages of the process itself. An overview of principal
variations of nitriding can be found in Sec. II.C of this
chapter (see Table 3).

II. NITRIDING AS A COMPETITIVE OPTION
OF SURFACE HARDENING

In its applications, nitriding has to compete with other
surface-hardening methods. For comparison, three main
groups of these methods are shown in Table 1.
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The economic benefits of nitriding are not always ob-
vious. In particular, process duration is often perceived
as a negative factor. However, in many cases the benefits
are revealed when an evaluation based on a complete
cost analysis is carried out, comparing a manufacturing
process including nitriding against any of the competi-
tive options.

A. Groups of Surface-Hardening Methods

1. Group 1—Surface Heat Treatment

These methods can be used only on steels with sufficient
carbon to harden by quenching. In one method (flame
hardening), the steel surface is heated with a flame and
subsequently quenched in a suitable medium. Another
method, induction hardening, utilizes eddy currents, in-
duced in the steel surface by a high-frequency coil. The
depth of their penetration is inversely proportional to
the frequency of the current in the coil. In this method,
the temperature of the affected zone rises rapidly, reach-
ing austenitization levels within seconds. The part is
quenched by dropping into a tank or by spraying the
surface with a quenching medium. A third method, laser
heating, provides very fast localized heating that can be
applied to larger surfaces by appropriate scanning move-
ment of the laser gun. Quenching occurs through rapid
heat transfer to the cold substrate.

2. Group 2—Hard Coatings

The oldest known representative method belonging to
this group is electroplating, mainly chrome. The disad-
vantage of wet plating methods is waste disposal and
neutralization in order to meet today’s high ecological
standards. Modern, high-tech methods include chemical
vapor deposition (CVD) and physical vapor deposition
(PVD). The result of such deposition is referred to as a
plating or coating.

In chemical vapor deposition, hard coatings are pro-
duced by chemical reactions at elevated temperatures,
800–1100°C (1472–2012°F) from gaseous media. The
disadvantage is high temperature, which may cause trans-
formations in the core and distortion. Low-temperature
CVD coatings for wear protection are successfully car-
ried out by some providers but, generally, this is not yet a
mass-scale technology.

In physical vapor deposition, metal vapor is produced
and directly deposited on the steel substrate, in the pres-
ence of a reactive gas, to form a hard coating. The proc-
ess is characterized by low substrate temperatures, down
to 200°C (392°F), preventing loss of core hardness. A
typical PVD application is the titanium nitride (TiN) coat-
ing, used for diverse cutting tools and components. It
provides an attractive golden-yellow appearance. Limit-
ing factors of this technique are high capital equipment
and operational costs. Gaining popularity are multilay-
ered, so-called duplex coatings, which comprise hard PVD
or CVD layers over a nitrided substrate. The nitrided layer
provides a high hardness support for the thin (1–3 µm)
coating, resulting in exceptional wear resistance. Utiliza-
tion of duplex coatings has opened a new field of appli-
cation for nitriding.

3. Diffusion Layers

In these processes, various elements may be released by
an active medium, absorbed by the surface and diffused
into the material of the part. The resultant surface modi-
fications are termed hardened cases or layers. The most
popular processes are carburizing, nitriding, and their
combinations, i.e., carbonitriding or nitrocarburizing,
depending on processing conditions.

The most important features characterizing the main
methods of surface hardening are summarized in
Table 2.

Table 1 Main Groups of Surface-Hardening Processes
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B. Carburizing and Carbonitriding

Only steels containing minimum 0.25% C can be practi-
cally hardened by austenitization and quenching. Enrich-
ment of the surface with carbon makes the subsurface
zone of the steel eligible to harden upon subsequent
quenching. Carburizing is carried out at 850–980°C
(1562–1796°F), with higher temperatures applicable de-
pending on the steel characteristics and available equip-
ment. The case depth is a function of time and tempera-
ture. Carbon diffuses in the direction of the core and
hardness shows a gradual decline from the surface in-
ward.

Presently, it is accomplished in a gaseous medium with
control of surface carbon concentration, determining case
properties. Oversaturation causes precipitation of brittle
carbides along grain boundaries under the surface. Car-
bon concentration profile is critical and modern carbu-
rizing systems feature sophisticated and precise carbon
concentration control methods. The disadvantage is high
temperature and the need to quench, causing distortion
and the necessity of correcting it by costly mechanical
finishing. Adding ammonia to a carburizing atmosphere
promotes a faster simultaneous diffusion of carbon and
nitrogen into the austenitic structure of the treated sur-
face. This allows one to lower the temperature to 820–
900°C in a process called carbonitriding. This process is

applied to medium-carbon steel for case depths thinner
than those obtained in carburizing. Quenching is still
necessary, to harden both the diffusion layer and the core.

C. Nitriding and Nitrocarburizing

1. General

Nitriding is typically carried out at 420–630°C (788–
1166°F), this range most often narrowed down to 500–
590°C (932–1094°F). Temperatures significantly lower
than in carburizing, and absence of volume transforma-
tions in the core, substantially minimize distortion. See
also Sec. III.F, “Austenitic Nitriding and Nitrocar-
burizing.”

Nitriding is often carried out on hardened and
tempered steel and core hardness depends on the
tempering temperature. In order not to further temper
the core, nitriding temperature is selected lower than that
of preceding tempering. Figure 1 compares typical
hardened case profiles obtained by induction hardening,
carburizing, and nitriding.

Nitrided cases are sometimes compared to those ob-
tained by carburizing without understanding the differ-
ences between the two processes. This has often led to
demands for nitrided cases of depths similar to those used
in carburizing. Obviously, extremely long times required
to produce such layers would render the process

Table 2 Advantages and Limitations of Four Case-Hardening Methods
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impractical. Experience shows that a nitrided layer of 30–
40% of the effective carburized case depth can success-
fully replace carburizing in many applications requiring
good wear resistance.

There are three main nitriding methods, i.e., gas, salt
bath, and plasma. Gas nitriding, being the earliest method

applied in industry, has been used for decades in what is
now called “traditional” or “conventional” form. Because
of poor or even nonexistent process control of the early
days, it has often been associated with the formation of
an oversaturated, thick, and brittle white layer, which
had to be removed. Since the 1960s, steady improvement
in the understanding of the nitriding process has led to
the development of gas nitriding controlled by the
nitriding potential (see Sec. III).

In the quest for improved properties of treated parts,
and looking for a more economical and reliable process,
several modifications of nitriding have been developed
over the years. A brief review of these methods is given in
Table 3.

2. Conventional Gas Nitriding

Traditionally, control of the gas nitriding process has been
exercised by monitoring the ammonia dissociation rate,
which, in turn, depends both on temperature and on at-
mosphere flow. Although there are still many units in
service in which control is effected manually, more mod-
ern systems rely on computers to maintain either a con-
stant flow of the atmosphere or a preset dissociation rate.

Figure 1 Typical hardness profiles obtained by different
surface treatments.

Table 3 Types of Nitriding

Based on Table 1 in Chatterjee-Fischer, R. Härterei-Tech. Mitt. 1983, 38, 35.
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Neither of these systems offers full, comprehensive con-
trol of the nitriding process. Dissociation rates can only
be selected empirically to suit a particular application.
Most important, same dissociation rate, but obtained
from two different compositions of the nitriding atmos-
phere (because if diluting by a neutral gas) corresponds
to two different nitriding capabilities.

3. Gas Nitriding Controlled by the Nitriding
Potential

In the early 1970s, an advanced form of gas nitriding
began to establish itself [11, 12], resulting a decade later
in fully developed industrial form [13]. This method har-
nessed the nitriding potential as the principal controlling
process parameter. The nitriding potential determines the
equilibrium concentration of nitrogen in the steel sur-
face, which cannot be exceeded. It is an analogy to the
carbon potential in carburizing and its proper control
serves to prevent oversaturation and brittleness. Thus,
processing conditions are directly linked to the concen-
tration of nitrogen in the surface of the treated object,
hence to layer properties and behavior.

4. Nitrocarburizing

Nitrocarburizing, sometimes specifically termed “ferritic
nitrocarburizing” to distinguish it from the higher-
temperature process of carbonitriding, is a fast expanding
spin-off of nitriding. In the 1960s, gas nitro-carburizing
was developed as a replacement for salt bath nitriding, which,
in essence, as explained in Sec. III, introduces both nitrogen
and carbon into the surface layer. The main advantage of
simultaneous absorption of nitrogen and carbon lies in the
accelerated growth of the nitride layer with a dominant ep-
silon (�) structure, required in most applications where wear
is a major requirement. Good performance of treated parts,
combined with the possibility of running the process in
conventional furnaces at a relatively low cost, have con-
tributed to the rapid acceptance of the method.

Properties obtained by nitrocarburizing are, for a com-
parable layer thickness, similar to those obtained through
nitriding. The results of some studies indicate that
nitrocarburizing brings advantages in wear and/or cor-
rosion resistance, superior to those of plain nitriding. In-
troducing carbon, and quenching, both increasing the per-
centage of the ε phase in the surface layer, appear to have
a marked effect on the friction coefficient and on the wear
rate. However, the available evidence is incomplete and a
more systematic investigation is necessary. This concerns,
in the first place, the benefits of a high �-phase content in
the compound layer. From experimental observations [13]
it appears that modification of the ratio of C to N in the

ε phase, i.e., reducing the nitriding potential, can be used
to reduce the amount of porosity in the superficial zone,
with positive results in some applications (e.g., resistance
to corrosion).

5. Oxynitriding

The observation that industrial-grade ammonia produces
faster-growing nitrided layers on iron than the pure prod-
uct dates back to the early years of the 20th century. This
information remained irrelevant until gas nitriding be-
gan to develop qualitatively in the 1960s. Then came the
recognition that preliminary oxidation of the surface, or
addition of oxygen-bearing compounds (air, CO2, H2O,
etc.) to the process atmosphere can accelerate the nitro-
gen intake and improve the uniformity of the nitrided
layer [14]. Industrial heattreating practice has taken ad-
vantage of preoxidation and CO2 additions, without in-
quiring into the reasons for the observed phenomena.
Only in recent years have studies begun to appear [15],
looking for a better understanding of the mechanisms
involved in various methods of surface activation.

Oxynitriding is carried out in atmospheres of ammo-
nia with continuous additions of water vapor or of air.
(Adding CO2 brings the process into the category of
nitrocarburizing.) It was claimed [16] that in carbon steel,
oxynitriding produces comparatively thicker nitride lay-
ers and higher �-phase contents, as determined by x-ray
phase analysis. A beneficial effect of oxynitriding has also
been found in the treatment of austenitic and ferritic stain-
less steels [17]. However, this process, widely used in East
Germany before 1989, has found only very reluctant ac-
ceptance in other countries.

6. Other Modifications of Nitriding

In the course of development of improved wear proper-
ties of nitrided surfaces the additions of sulfur and phos-
phorus to the hardened layers have been investigated.
This resulted in currently used processes such as
sulfonitriding and sulfonitrocarburizing. These are modi-
fications of gas nitriding, during which the atmosphere
is supplemented with sulfur vapor or H2S gas. As a re-
sult, finely dispersed iron sulfide become incorporated
into the growing nitride layer, reducing adhesive wear on
surfaces exposed to friction and allowing higher contact
loads on all nitrided materials [18].

A similar improvement of wear properties is obtained
through enrichment of surface layers with phosphorus
in phosphonitriding. Addition of gaseous phosphorus to
an ammonia atmosphere leads to the formation of Fe3P
and Fe2P phosphides at the surface, resulting in an in-
crease of hardness and of wear resistance [19].
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III. GROWTH AND STRUCTURE OF THE
NITRIDED LAYER

A. The Nitrogen Equilibrium

Every physical system, solid, liquid, or gas, has a natural
tendency to reach equilibrium, representing its lowest state
of energy. Imbalance between any two bodies is the driv-
ing force of physical movement, chemical reactions, ex-
change of energy, and transformation of state. In the case
of nitriding, nitrogen will pass into the metal from a sur-
rounding medium if its activity (a thermodynamical term)
is higher than that of nitrogen in the metal itself. This
will take place until the activity on both sides of the in-
terface is equal. The state of equilibrium determines, for
a given set of conditions (temperature, pressure, etc.), a
certain surface concentration of nitrogen in the metal.
Phases existing in conditions of equilibrium in the Fe–N
system are shown in Fig. 2.

From the fact that enrichment of the metal by nitro-
gen from the surrounding medium is thermodynamically
possible, it does not yet follow that nitriding will take
place. In practice, nitrogen absorbable by ferrous alloys
has to exist in atomic form, obtained in gas nitriding
through catalytic cracking of ammonia at the steel sur-
face. In plasma nitriding, positively charged ions strike
the surface and through a series of collisions with sput-
tered Fe atoms, form nitrides that precipitate on the steel
surface.

Kinetics of nitriding, i.e., the buildup of surface con-
centration, the formation and growth of a nitride layer,
depends on several factors. These are initial microgeo-
metry and structure of the superficial zone, presence or
absence of surface impurities and films that can act as
barriers, and characteristics of the nitriding medium,

process parameters, e.g., temperature and pressure. In
no case can nitrogen concentration at the surface exceed
the thermodynamically justified value.

B. Control of the Nitriding Process

Controlling the nitrogen activity in the medium enables
the control of the concentration of nitrogen at the steel
surface. The purpose of such control is to prevent ex-
ceeding acceptable levels. The efficiency of the salt bath
is controlled by its chemical composition and corrected
at intervals (usually once per work shift or once per day),
by the addition of fresh salt and/or additive chemicals, to
compensate for nitrogen depletion during the process.
Many years’ experience has led to practical knowledge
of how to repeatedly obtain viable results, but the method
does not lend itself to automatic control based on physi-
cal laws governing the process. In plasma nitriding, the
activity of the medium is controlled by the chemical com-
position of the gas mix and by current density at the sur-
face of the nitrided steel. The latter is a function of load
surface area, and although an experienced operator can
exercise effective control by making in-process adjust-
ments, based on observation through a viewing port, no
automated closedloop, self-correcting control system has
been developed for this method to date.

The method lending itself to automated closed-loop
control is gas nitriding, because basic reactions taking
place at the gas/steel interface are known and controllable.

Historically, gas nitriding has been controlled by the
flow rate of the nitriding atmosphere, typically 100%
raw ammonia (NH3). It was observed that the faster the
flow rate, the more severe the nitriding effect and vice-
versa. This method was not accurate.

The first control method based on thermodynamics
and used to this day is based on the measurement of
ammonia dissociation rate.

Atomic nitrogen [N] is obtained through the partial
catalytic cracking of ammonia, according to the reaction:

 

Dissociation rate represents the percentage of ammonia
dissociated into hydrogen and nitrogen. The higher it is,
the lower the surface nitrogen concentration, or, in other
words, the “gentler” the nitriding activity of the atmos-
phere and hence, the weaker the nitriding response, in
terms of white layer thickness and nitrogen concentra-
tion. Because dissociation rate decreases inversely to the
atmosphere flow rate through the retort, the gas nitriding
process is usually controlled by flow to yield a desired
rate of dissociation, measured, e.g., by a dissociometerFigure 2 Fe–N phase diagram.
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(Fig. 3). Placed in the furnace exhaust gas line, it can
indicate the volume fraction of undissociated ammonia
due to rapid absorption of the latter in water.

C. Nitriding Potential in Gas Nitriding

Control of dissociation rate does not always ensure ob-
taining fully predictable results, especially when mixed-
gas atmospheres, e.g., diluted by nitrogen, are used. Two
atmospheres of different initial composition may be con-
trolled to achieve the same dissociation rate, but surface
concentrations of nitrogen in the steel may differ. Differ-
ences in surface nitrogen concentration result in differ-
ences in layer thickness and properties. Insufficient con-
trol is the primary reason why, despite many advantages,
nitriding to this day is viewed by some with reservations.

The modern, controlled, gas nitriding process employs
pure ammonia or ammonia with one or two additive gases
and is controlled not by the dissociation rate but by the
nitriding potential, KN. This thermodynamic quantity has
been harnessed to automatically control the gas nitriding
process [13], and since the late 1980s has been imple-
mented in industrial gas nitriding systems. This modern
method involves fully integrated and automated control

of all processing parameters and functions needed to run
the process, including entirely automated safety proce-
dures.

The nitriding potential is determined by the formula:

 

where pNH3 is the partial pressure of ammonia and pH2

the partial pressure of hydrogen in the gas atmosphere
exiting the furnace retort. There is a direct correlation
between the nitriding potential and the concentration of
nitrogen in the steel surface, assuming that a thermody-
namical nitrogen equilibrium exists at the surface.

Progress in understanding the thermodynamics of the
nitriding process led to an updated Lehrer’s equilibrium
diagram, linking the nitriding potential with temperature
and nitrogen concentration for pure iron [20].

This diagram in Fig. 4 shows the areas of existence of
nitride phases and lines of equal nitrogen concentrations.
To each combination of nitriding potential and tempera-
ture, a concentration of nitrogen in iron, in equilibrium
with the atmosphere, can be ascribed. According to the
same source, shifts of phase boundaries in the diagram
caused by most alloying elements (with the exception of
high carbon and nickel contents) are relatively small and
the diagram can be practically used for most low alloyed
steels.

D. Kinetics of the Nitriding Process

The nitrided layer is formed by the diffusion of nitrogen
atoms into the steel, driven by the difference in concen-
trations at the surface and below it. As nitrogen diffuses

Figure 3 Burette dissociometer for measuring the
ammonia dissociation.

Figure 4 The KN-T equilibrium (Lehrer) diagram, updated
by L.Maldzinski. (From Ref. 20.)
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inward, it forms a concentration profile, dropping in the
direction of the core. At low concentrations, it forms a
solid solution in α-Fe. When the concentration exceeds
maximum solubility limits, the first nitride to form in
pure iron is �� (Fe4N). Isolated nitrides grow and coagu-
late, finally forming a continuous compound or “white”
layer, so called because it resists etching by common rea-
gents like Nital. This indicates that it has a higher chemi-
cal resistance. Higher nitrogen concentrations lead to the
formation of the ε nitride—Fe2N(1-x) where 0<x<0.5. On
some alloyed steels, the sequence of nitride phase forma-
tion may differ, e.g., the ε nitride may be the first to form.

Seen as a function of time, the kinetics of growth of
the nitrided layer depends on parameters affecting diffu-
sion rates: nitriding potential (determining the nitrogen
concentration at the surface) and temperature (determin-
ing diffusion coefficients in the different phases).

Growth models exist [21] that allow simulating the
development of a nitrided layer in given conditions.
Simulations can predict the phase composition of the layer,
the thickness and hardness of its particular zones, and
nitrogen concentration profiles, depending on process-
ing conditions. They are easier to develop for unalloyed
low-carbon steel. Growth kinetics of the nitrided layer
on alloyed steels is affected in a complex manner by al-
loying elements and by higher carbon content. Nitride-
forming elements strongly reduce the depth of nitrogen
penetration into the matrix. Other elements (such as Ni
or Si), which are non-nitride forming, by remaining free
in the solid solution affect the activity and diffusion of
nitrogen through it.

E. Formation and Microstructures of
Nitrided and Nitrocarburized Layers

1. Microstructure and Features of Nitrided
Layers on Nonalloyed Steel and on Cast Iron

The presence of the white layer is the main factor deter-
mining the properties obtained through nitriding of iron
and unalloyed steels. The depth of nitrogen diffusion be-
low the white layer is manifested, upon slow cooling, by
the precipitation of nitride needles visible under the mi-
croscope, but with a very limited hardening effect. Typical
features of the nitrided layer on pure iron and/or nonalloyed
steels are shown schematically in Fig. 5. Examples of ap-
plications of nitrided nonalloyed steel include automo-
tive door sectors, seat slide rails, clutch hubs, and plates.

The mechanism of layer formation and growth on
nonalloyed cast iron is similar to that on nonalloyed steel.
With absence of nitride-forming elements, the hardness
response is practically limited to the white layer. The
microhardness profile below the white layer is irregular
and depends on the type of grain (ferrite or pearlite) where
the indentation is made. Features of the nitrided layer on
cast iron are shown in Fig. 6. Examples of nitrided cast
iron applications are differential housings, compressor
journals, and shafts.

2. Microstructure and Features of Nitrided
Layers on Alloyed Steel

Nitride forming elements in steel, e.g., Cr, Mn, Ti, V, and
Al, harden the white layer and in particular the diffusion

Figure 5 Typical features of the nitrided layer on iron
and/ or non-alloyed steels (schematic).

Figure 6 Typical features of the nitrided layer on cast
iron (schematic).
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zone below, creating a profile in which hardness drops
with decreasing nitrogen concentration.

Figure 7 shows typical features of the nitrided layer
on alloyed steel. On most grades, when etched, the diffu-
sion layer appears as a darker zone, eventually blending
into the substrate. On alloy steels, the white layer is pri-
marily, although not solely, responsible for wear resist-
ance. Its other role is that of corrosion protection. The
diffusion layer provides support for the white layer, and
a transition between the white layer and the core. Its hard-
ness and depth also have a significant effect on fatigue
properties. Fatigue strength also depends on core hard-
ness, which is determined by prior heat treatment. Sur-
face hardness and case depths of nitrided layers may vary
for different alloy steels. Applications of nitrided alloyed
steels include gears, pinions, crankshafts, rocker arms,
as well as tooling, e.g., forging and extrusion dies.

3. Microstructure and Features of Nitrided
Layers on Stainless Steels

Nitrided layers on stainless steels exhibit sharp, well-
defined borders between the diffusion case and core. Core
hardness on austenitic stainless steels, which do not
harden by heat treatment, is independent of the tempera-
ture of the nitriding process.

The nitrided layer on austenitic stainless steels is shown
in Fig. 8. Hardness ranges from 800 HV to ca. 1200 HV.
On martensitic stainless steels (Fig. 9), the nitrided layer
exhibits similar features but core hardness may vary, de-

pending on preceding heat treatment. A transition zone
exists between the diffusion case and the substrate. Ex-
amples of application:

Austenitic stainless steels: engine valves (exhaust), ex-
panders

Martensitic stainless steels: piston rings, injection noz-
zles, aerospace gearing

Precipitation-hardening stainless steels (components
of aircraft landing gear assemblies)

Nitriding at temperatures above 450°C (842°F) causes
chromium nitrides to precipitate in the nitrogen-enriched

Figure 7 Typical features of the nitrided layer on alloyed
steels (schematic).

Figure 8 Typical features of the nitrided layer on austenitic
stainless steels (schematic).

Figure 9 Typical features of the nitrided layer on
martensitic stainless steels (schematic).
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surface zone. This reduces the chromium content in the
matrix, which as a result loses its corrosion resistance
(its capability to create a protective passive surface film
in oxidizing environments). Recent research has shown
that hardening without loss of corrosion resistance is pos-
sible when gas or plasma nitriding is carried out at tem-
peratures below 450°C and down even to 300°C (572°F—
in plasma) [22]. In these conditions the outer zone of the
nitrided layer consists of so-called S-phase, also called ‘ex-
panded austenite’. This is supersaturated austenite, free
from nitride precipitation, appearing as a bright zone
under the microscope. The surface hardness in austenitic
steel can reach HV01=1200–1700. The corrosion resist-
ance is the same as in non-nitrided steel. The downside
of this approach is that the process has to be very long.

4. Microstructure and Features of
Nitrocarburized Layers

Carbon can dissolve in the ferrite phase as well as in the �
nitride, converting it to carbonitride. As seen from a por-
tion of the ternary Fe–N–C phase diagram in Fig. 10 [23],
the presence of carbon expands the range of the � domain
to lower N contents. In consequence, it is easier to obtain
compound layers with close to 100% of the � phase, espe-
cially if quenching is applied at the end of the diffusion
process, to avoid partial transformation of � to ��.

Gas nitrocarburizing is performed in an atmosphere
containing ammonia, optionally diluted with nitrogen,
with additions of carbon-bearing gases, such as
exothermic and endothermic atmospheres, CO2, CO, or

hydrocarbons, such as propane. Ammonia mixed with
endogas (40 vol. % N2, 40% H2, 20% CO) represents a
popular type of nitrocarburizing atmosphere. The inter-
action of CO2 and of CO with ammonia leads to a mul-
tiplicity of chemical reactions among the atmosphere
constituents and with the metallic substrate. The most
significant of these are [24]:

•  nitriding reaction
•  the water-gas shift re-

action, raising KN with reduction of the H2 content
in the atmosphere

•  where HCN is also a
source of N and C

•  carburizing reaction, which es-
tablishes the carburizing potential KC, KC= (pco2)/
(pco2)

•  forming am-
monium carbonate or

•  ammonium
carbamate, both of which condense to solid precipi-
tates on cooling

Other reactions can produce methane (CH4). Control-
ling the nitrocarburizing process to maintain stable val-
ues of KN and KC is not easy, because both are interre-
lated but not in a manner that could be described by a
mathematical formula [25]. With varying ammonia dis-
sociation rate, nitriding and carburizing potentials change
in opposite directions (see Fig. 11).

In unalloyed low-carbon steel, nitrocarburizing pro-
duces accelerated growth of the white layer (see Fig. 12a).

Figure 10 Part of the ternary Fe-N-C phase diagram at
580°C (1076°F). (From Ref. 23.)

Figure 11 Variation of potentials KN and KC vs. ammonia
dissociation rate in NH3-N2 atmosphere with 5% CO2,
at 580°C (1076°F).
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This effect of nitrocarburizing on growth kinetics is
due to several factors: in the presence of oxygen-bearing
compounds, hydrogen from the atmosphere is absorbed,
increasing KN in an uncontrolled atmosphere. Moreover,
there is an activating effect of the same compounds on
the metallic surface [26, 27] (see also Sec. II.C.5,
“Oxynitriding”). This accelerating effect of nitrocar-
burizing on compound layer growth is less apparent on
medium-carbon (e.g., 1045) unalloyed (or alloy) steels
(see Fig. 12b).

Nitrocarburizing can be carried out in the plasma (ion)
process. The hydrogen-nitrogen atmosphere is, in this
case, enriched with methane (natural gas), acetylene, or
other hydrocarbons. In this case, similarly as in the case
of salt bath nitriding, there is no direct control over the
reaction mechanisms.

F. Austenitic Nitriding and Nitrocarburizing

The term “austenitic nitriding” or nitrocarburizing de-
scribes processes carried out in the temperature interval
between the eutectoid (A1) point of the Fe–N phase dia-
gram (590°C, 1094°F) and the corresponding point in
the Fe–C system (721°C, 1330°F). The increase in the
process temperature raises the diffusion rate, allowing
one to shorten process times or to obtain thicker layers.
In the course of the process, under the outer compound
layer, an intermediate austenitic zone is formed. Rapid
cooling results in this austenitic layer being retained. It
can be transformed into a hard martensitic structure by
reheating to a temperature of about 300°C (572°F).
Slower cooling produces in the intermediate zone a
pearlite-like structure called braunite.

There is no doubt that compound layers on carbon
steel can be grown faster in the austenitic range. It has

been demonstrated [28] that producing a 20-µm-thick
compound layer on a 1035-type steel by salt bath nitriding
requires 120 min at 580°C (1076°F), and, in the same
bath, 50 min at 610°C (1130°F) and 40 min at 630°C
(1166°F). At the same time, the increase in process tem-
perature shifts the hardness profile to lower values and
thus reduces the effective diffusion layer thickness. This
negative effect on hardness is one reason why process
temperatures above 630°C (1166°F) are rarely applied
in practice. The other is the tendency for pores in the
compound layer to form deep channels [28] facilitating
the ingress of corrosive electrolytes.

There is a lack of data on the advantages of the pres-
ence of the intermediate layer. The reduction of the effec-
tive case depth (due to lowering of hardness) has an ad-
verse effect on resistance to fatigue, therefore austenitic
nitriding and nitrocarburizing are applied more often in
circumstances where wear and corrosion resistance are
the main requirements.

G. Effect of Pressure: High- and Low-
Pressure Nitriding

The effect of altered pressure on the nitriding potential is
the result of two opposing factors. First, because of the
exponent on H2 partial pressure in the formula for KN,
higher pressures reduce the KN value, lower pressures raise
it for the same ammonia/hydrogen ratio. On the other
hand, according to Le Chatelier’s law, higher pressure
reduces the ammonia dissociation rate, yielding, in oth-
erwise constant conditions, higher KN values. In practice
the second effect dominates; thus higher pressures pro-
duce a higher nitriding potential, and vice versa. Also,
the availability of ammonia at the metal surface rises with
higher pressure, allowing faster saturation of the initial

Figure 12 Comparison of growth kinetics of the compound layer between gas nitriding and gas nitrocarburizing
(NH3-N2-CO2 atmosphere), for steel grades 1010 (a) and 1045 (b), at 580°C (1076°F).
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solid solution. Nitriding above 0.2 MPa (above 2 bar of
absolute pressure) was patented in the 1990s [29]. It has
been reported [30] that especially in unalloyed steels,
higher pressure (up to 12 bar) yields a substantially in-
creased compound layer depth and an increase in porous
zone thickness, as may be expected with a higher KN and,
consequently, higher nitrogen concentration. This is less
pronounced in alloy steels such as H11.

Other reports [31] also indicate that the diffusion layer
depth is increased by higher pressure. In Nitralloy 135M-
type steel, for the same conditions of 6 hr at 540°C (1004°F)
in a given atmosphere, increasing the pressure from 0.2
KPa (0.002 bar) to 30–50 KPa (0.3–0.5 bar) resulted in:

Reduced dissociation rate, from 35% to 25%
Increased thickness of the compound layer, from 0 to

15 µm (0 to 0.0006 in.)
Increased depth of the diffusion layer, from 0.19 to

0.31 mm (0.0076 to 0.0124 in.)

It has been claimed [32] that high-pressure nitriding
facilitates depassivation of the surface of alloy steels. This,
if proved, would enhance the growth kinetics and
uniformity of nitrided layers on materials like stainless
and heat-resisting steel.

At pressures lower than atmospheric, conversely, the
effect of passive layers is more of a hindrance to the dif-
fusion process and requires suitable methods of surface
activation. One possibility is the introduction of an oxi-
dant, e.g., nitrous oxide (N2O), to promote activation of
the metallic surface, improving the growth kinetics and
uniformity of the nitrided layer. As an advantage, a lower
partial pressure of hydrogen in the atmosphere weakens
the interaction of this gas with the treated material, pro-
ducing higher ductility of both the compound and diffu-
sion layers [18].

H. Nitriding of Nonferrous Alloys

Besides iron, aluminum and titanium form the base of
alloys that can benefit from surface hardening through
nitriding.

Nitrogen is practically insoluble in aluminum. How-
ever, at elevated temperatures aluminum can react with
nitrogen, forming a superficial layer of aluminum nitride
(AlN), characterized by high hardness (HV1 about 1600).
Because of the affinity to oxygen, the aluminum surface
is normally covered with an oxide (Al2O3) film, which
prevents diffusion of nitrogen. Therefore, the only method
suitable for nitriding of aluminum and its alloys is the
plasma process, in which a sputtering stage can be ap-
plied to remove preexisting oxides. Even then, the for-
mation of oxides cannot be fully avoided, as the oxida-

tion limit lies at an oxygen partial pressure of 1.6×10-70

bar [33]. Also, a problem results from the large differ-
ence between thermal expansion coefficients of Al and
AlN (Al: 23×10-6, AlN: 5×10-6 1/K. This produces very
high compressive stresses in the nitride layer, easily lead-
ing to cracking and spalling in service. Another fact, com-
plicating the application of nitriding is that to reduce the
electrical resistance of the nitride layer (important in the
plasma process), the process is usually run at tempera-
tures close to 90% of the lower melting point of alloys.
As a result, risk of local melting appears and the core
strength is considerably decreased, unless a solution an-
neal and aging can be performed after nitriding.

Unlike the case of aluminum, the nitriding of titanium
and its alloys belongs today to widely applied industrial
practice. Compared with aluminum, titanium involves
fewer difficulties. The thermal expansion and electrical
resistivity of titanium and of the TiN are practically iden-
tical. The oxidation limit, at 2.3×10-33 bar, although still
very low, is much easier to handle in industrial conditions.

The structures of nitrided layers depend on the type
of the alloy and the process temperature. Pure Ti exists
at lower temperatures in a hexagonal a structure, which
is also stabilized by nitrogen. Depending on the compo-
sition, alloys can exhibit the a structure, a bodycentered
cubic ß structure or an �+� mix. Typical high-strength
Ti alloys belong to the latter category.

In the popular Ti-6Al-4V alloy, contact of the surface
with atomic nitrogen (whether in a gas or plasma process)
leads to the formation of a compound layer, composed of
�-TiN1-x and �-Ti2N nitrides. Because they do not dissolve
Al, the latter is displaced toward the diffusion zone, which
contains an increased proportion of the � phase. With
decreasing temperature, dispersed nitrides can be precipi-
tated in this zone, contributing to a rise in hardness. The
growth of the diffusion layer is dependent primarily on
the temperature and duration of the process, regardless of
whether this is gas or plasma nitriding. There is, however,
an effect of the composition of the process atmosphere on
the growth of the compound layer. An increase of the H2

content in the plasma process and of NH3 in the gas proc-
ess accelerates the growth of the nitride zone [33].

The affinity of titanium to hydrogen causes an excess
of this element in the surface layers of alloys treated in
H2-containing atmospheres, with detrimental effect on
ductility. However, hydrogen can be removed through
heating in vacuum or an inert-gas atmosphere, after
nitriding.

Because of the relatively low diffusion coefficient of
nitrogen in titanium, nitriding is carried out at relatively
high temperatures—800° to 950°C (1472° to 1742°F),
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which can lead to a considerably reduced core strength,
unless a more complex process is adopted, such as, e.g.,
a combination of nitriding and solution treatment, with
a quench from the nitriding temperature, followed by a
low-temperature aging anneal [34].

I. Duplex Treatments

As mentioned above, nitriding can be very useful in pro-
viding a strong substrate for the very thin, wear-resistant
hard coatings, e.g., of titanium nitride, carbonitride, or
aluminide. The duplex layer improves the performance
of tools, both cutting tools as well as of press- and die-
casting dies. An important requirement is very good ad-
herence of the hard coating to the nitrided surface. The
nitrided case, suitable for the subsequent hardfacing,
should not contain any, or only thin nonporous, com-
pound layers. This is easier obtained through plasma
nitriding, with the additional advantage of the possibil-
ity of carrying out the hard-facing operation in the same
installation, and the same production cycle, as a PVD or
CVD process.

IV. CATEGORIES OF NITRIDING
APPLICATIONS

A. Nitriding Applications Where Only Wear
Resistance Is Required

In nonalloyed steels and cast irons, nitriding produces
practically only a compound layer composed of �� or

�+ �� nitrides. Surface hardness is not very high
(HV1=320–400 for mild steel, 400–580 for cast iron),
but sufficient to considerably improve resistance to wear
and galling in conditions of insufficient lubrication. An
example is a low-carbon-steel clutch hub (Fig. 13). A 6-
µm (0.00024-in.) minimum compound layer and pass-
ing of a specified wear test are required.

Moving (sliding, rotating) automotive components
made of cast iron belong to the same category. The usu-
ally specified 8–12 µm (0.0003–0.00047 in.) compound
layer seen in Fig. 14 is a compromise between distortion
behavior and wear properties of the finished part. Other
applications in this category include cams, camshafts,
crankshafts, seat screws, components of solenoid actua-
tors, rubber or plastic molds, and forming dies.

B. Combined Wear and Corrosion Resistance
in Unalloyed and Low-Alloyed Steel

For improved corrosion resistance, a thicker compound
layer is recommended. A typical application is the car
window sector (Fig. 15). In this example, a 100,000-cycle
wear validation test and the required minimum 96-hr
corrosion test in a salt-spray chamber were both passed
with a nitrided layer thickness of 15 µm (0.0006 in.)
minimum.

C. Combined Wear and Corrosion
Resistance in Martensitic Stainless Steel

Piston rings require high surface hardness at elevated tem-
peratures, good sliding wear resistance, a low coefficientFigure 13 Nitrided clutch hub, low carbon steel.

Figure 14 Nitrided automotive journal, cast iron.
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of friction and good corrosion resistance, on account of
the medium with which parts come in contact. Also re-
quired are good ductility and uniformity of the layer, a
prerequisite for prevention of distortion. Figure 16 shows
nitrided rings, used by both the compressor and the au-
tomotive industries.

D. Wear and Fatigue Resistance in Alloy
Steels

Properly controlled nitriding satisfies simultaneous need
for improved wear and fatigue resistance. Fatigue strength
is improved by nitriding, due to favorable compressive
stresses in the surface zone, making it less sensitive to
stress peaks (the notch effect). However, fatigue damage
is most often initiated below the nitrided layer. There-
fore, the fatigue limit of nitrided parts depends primarily
on core strength (or hardness). As typical examples, au-
tomotive and marine rocker arms, made of AISI 4140
steel, with 28–32 HRC core hardness, are nitrided to
produce a compound layer of 8–12 µm (0.0003–0.00047
in.), and an effective diffusion case (>44 HRC) of 0.2
mm (0.0079 in.) minimum (Fig. 17). Other applications
include crankshafts and gears.

E. Wear and Fatigue Resistance (with
Fatigue of Primary Importance)

Spiral springs (Fig. 18) used in clutch and valve assem-
blies of automotive engines must retain high flexibility
after enhancement of wear resistance. Because of pulsat-
ing tension during service, fatigue is of primary impor-
tance. Retention of high flexibility depends on high core
hardness. Nitriding yields a rise of wear resistance and
an increase of up to 35% in fatigue life, expressed by the
number of cycles endured without deforming.

F. Wear Resistance, Fatigue Resistance,
and Impact Strength

All three of the above properties, with an additional
requirement of resistance to contact fatigue are required
for gears. In this case, the thickness of the compound
layer is usually kept to a low value of 5 to 10 µm (0.0002
to 0.0004 in.), enough to improve the resistance to sliding
or rolling wear. Resistance to contact loads is ensured by
a relatively thick diffusion layer.

Figure 19 shows a view of a typical nitrided gear. Such
gears, made of 4140 steel, are given an effective case of
300–350 µm, (0.013–0.0138 in.); the white layer is limited
by the specification to 15 µm (0.0006 in.) but comes out
under 10 µm (0.0004 in.). Surface hardness of 85 HR15N
is easily reached starting with a 28–32 HRC core.

G. Reduction of Overall Manufacturing
Costs

A major gear company manufactured gears from carbu-
rized 8620 steel. Because of the high process tempera-
ture and the need to austenitize and quench, gears had to
be manufactured with extra allowance for removal, and
finish grinding was a necessity. To reduce costs, the manu-
facturer decided to try out nitriding as a replacement for
carburizing. To replace the 8620 carburizing grade, 4340-

Figure 15 Nitrided door sector, mild steel.

Figure 16 Nitrided piston rings, 440-B martensitic
stainless steel.
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grade steel was selected, and tests proved full compli-
ance of nitrided gears with requirements regarding per-
formance. Today, a major proportion of all gears manu-
factured by this company is nitrided. The added advan-
tage is elimination of finish grinding or shaving, a major

item in overall manufacturing costs. Figure 20 shows gears
made of 4340 steel, 41 in. in diameter, nitrided in a gas
process controlled by the nitriding potential to a case
depth of 0.625 mm (0.0246 in.) and a surface hardness
of 58 HRC. Such gears were previously carburized.

Figure 17 Microhardness profile on a nitrided rocker arm, 4140 steel. The effective case depth for the selected evel of
HRC=44 is 225 µm.

Figure 18 Nitrided automotive spiral springs, high Si steel. Figure 19 Nitrided gear, 4140 steel.
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V. NITRIDING MATERIALS AND THEIR
TYPICAL PROPERTIES

A. Nitride-Forming Elements and
Characteristics of Nitrides

The interaction between the metallic material and atomic
nitrogen, absorbed by its surface leads first (as described
in Sec. III) to the formation of a solid solution of nitro-
gen in the metallic matrix—ferrite in the case of steel—
next to the formation of nitrides or carbonitrides. These
can exist in two structural forms:

1. A continuous nitride layer at the surface (compound
layer; see Sec. III.D), and/or

2. Dispersed nitrides or carbonitrides of alloying ele-
ments precipitated in the diffusion zone, under the
progressively advancing compound layer/matrix
interface

In alloy steels and some nonferrous materials (e.g., Al-
or Ti-based), the formation of alloy nitrides produces sur-
face layers with improved useful properties.

Nitride-forming elements are those with a high trend
to interact with nitrogen. This is reflected by the value of
the heat of formation, i.e., the amount of heat absorbed
in the formation reaction. The more heat absorbed, the
greater the tendency to form nitrides (see Table 4) [35].

In steel, chromium is the principal alloying element,
increasing the hardness of the diffusion layer and its thick-
ness. Other elements such as V and Ti, with a high heat
of formation, can form very stable and hard nitrides.
However, having also a high affinity to carbon, in an-
nealed or tempered structures, they exist bound in stable
carbides. Therefore, even if carbides are converted to ni-
trides through nitriding, there is little hardening in the
diffusion layer because new precipitates, instead of being
dispersed, crystallize to a large extent on the already
existing grains, only increasing their size. A similar
segregation of chromium to carbides may adversely affect
hardness in Cr-containing steels [36] by leaving less chro-
mium in solution to form nitrides.

The magnitude of the hardening effect, because of the
presence of alloying elements in the nitrided layer, de-
pends on the affinity of the element to nitrogen (heat of
formation of nitrides) and on the facility of nucleation of
nitride phases. Higher heat of formation prefers nuclea-
tion of alloy nitrides over iron nitrides. However, nuclea-
tion of more complex, crystallographic lattices can cause
very high hardness increases—as in the case of aluminum.

Figure 20 Nitrided gear, 4340 steel, previously
manufactured from 8620 and carburized.

Table 4 Structure and Heat of Formation of Some Nitrides Occurring in Industrial Materials

With the exception of Al, nitride-forming elements also form carbides.
Of common alloying components of steel only Si and Ni do not form nitrides.
a Unit cell for the hcp Fe atom arrangement at the Fe2N limit.
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Table 5 Nitridable Steels (Selection)
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B. Typical Nitriding Materials

Chemical compositions and hardness of selected nitridable
steels are given in Table 5.

1. Special Nitriding Steels

These steels are formulated specially for nitriding and
always contain nitride-forming elements, optimized to
enhance the hardening effect. Historically, the first such
alloy was Nitralloy, used to this day as Nitralloy 135M.
Its aluminum content produced a high surface hardness
of over HV=1200, but also, in an uncontrolled process,
a very brittle white layer that had to be removed. Mod-
ern process control is capable of nitriding such alloys
with a hard but ductile white layer or without it, as re-
quired. A typical microhardness profile obtained on
nitrided Nitralloy 135M is shown in Fig. 21.

2. Low- and Medium-Alloyed Hardenable Steels

This group, although not formulated specifically for
nitriding, lends itself well to the process, achieving surface
hardness up to approx. 850HV. Nitriding is finding broad-
ening acceptance in application to machine parts, where
wear and fatigue resistance are needed. Low distortion,
reducing finishing costs, represents the most visible ad-
vantage. But with modern technology allowing precise
control of depth, structure, and phase composition of the

surface zone, the performance of nitrided parts can in many
instances come out equal, if not superior, to competing
technologies of carburizing, carbonitriding, or induction
hardening. Because of the link between surface hardness
after nitriding and core hardness, nitriding is applied to
hardenable steels with a medium (0.3–0.5%) carbon con-
tent. The hardness increase produced by nitriding, as well
as the level of compressive residual stresses, are more pro-
nounced for a lower carbon content. Hence the tendency
to nitride steels with less than 0.3% C, where reduced
hardenability and core strength can be tolerated. Core
hardness before nitriding is generally HRC=28–35 and

Table 5 Continued

Figure 21 Typical microhardness profile obtained on
nitrided Nitralloy 135M.
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does not drop if the temperature of the process stays within
the usual range of 520–570°C (968–1058°F).

Typical hardenable steels used for nitriding contain
chromium, manganese, and molybdenum. This corre-
sponds to the 5140, 4140, and 4340 AISI-SAE grades. A
material used both for carburizing and nitriding is 8620.
Nickel does not contribute to the hardness increase due
to nitriding and slows the growth rate of the diffusion
layer. However, it improves the hardenability and so will
have a beneficial effect on core hardness.

In most applications where wear resistance of the sur-
face must be supplemented by high fatigue strength, the
compound layer thickness is limited to a maximum of 5–10
µm (0.0002–0.0004 in.). The resistance to contact loads
is ensured by a sufficiently deep diffusion layer, usually
in the range of 0.2–0.5 mm (0.008–0.020 in.). A typical
microhardness profile is shown in Fig. 22.

In cases where nitriding is implemented to replace
carburizing, a tendency is sometimes observed to specify
a case depth comparable to that obtained in carburizing,
as, e.g., 0.8 mm (0.032 in.). However, the advantages of
such deep cases have not been demonstrated. It is impor-
tant to control the process so that the joint nitrogen and
carbon concentration in the superficial compound zone
does not exceed 8.5 wt.%. Otherwise, a brittle nitride
layer forms that may produce spalling, unless removed
by mechanical or chemical means.

3. Carbon Steels

In unalloyed carbon steel, surface hardness is relatively
low (see Table 4) The hardening effect is practically lim-
ited to the white layer, which is typically 10–25 µm
(0.0004–0.001 in.) thick, depending on the application.
Hardening by iron nitrides precipitated from the super-

saturated solid solution in the diffusion case during cool-
ing can be neglected. More on the properties of the
nitrided layer on carbon steels is to be found in Sec. IV of
this chapter.

4. Free-Machining Steels

These steels, with additions of sulfur, lead, boron, or bis-
muth or with calcium modification for improved
machinability, behave in nitriding similarly to unalloyed
steels.

A typical specification requirement of 8–20 µm
(0.0003–0.0008 in.) white layer thickness is relatively easy
to meet. In industrial applications, large volumes of small
parts are nitrided, usually by the gas or salt-bath method,
mainly for wear and corrosion protection.

5. High-Alloy Tool Steels

Depending on the application, case depths may vary from
25–40 µm (0.001–0.0016 in.) for cutting tools, to 85–100
µm (0.0034–0.004 in.) for extrusion dies, to 200–300
µm (0.008–0.012 in.) for forging dies. Nitriding is carried
out mainly for wear resistance but load-bearing capability
and sometimes resistance to fatigue require a relatively
high core hardness. For this reason, nitriding of tools is
usually carried out in the lower end of the temperature
range. Because tools are usually renitrided after some wear
has occurred in service, white layer thickness must be
well controlled. A problem encountered in some cases in
high alloy steels is segregation of carbides in the
underlying microstructure. This nonuniformity may lead
to cracking in service that will sometimes mistakenly be
blamed on nitriding.

6. Stainless Steels

Nitriding, enhancing corrosion resistance on most steels,
impairs it on stainless steels. This is because chromium,
being a strong nitride-forming element, readily combines
with diffusing nitrogen, thus depleting the steel matrix
of its chromium content in solution, necessary for the
formation of a protective passive film. Alleviation of this
effect can be obtained by nitriding at low temperatures,
involving, however, long processing times [37]. Nitrided
layers on precipitation-hardening steels exhibit similar
features to those on martensitic stainless grades.

Gas nitriding of stainless steels requires surface acti-
vation to break down the compact oxide film, which cre-
ates a barrier for nitrogen atoms. Stainless steels are
nitrided mainly to enhance wear resistance in cases where
non-ferromagnetic properties are required but where cor-
rosion resistance is not a major requirement. Gas nitriding

Figure 22 Typical microhardness profile on H13 steel
(aluminum extrusion die).
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at 350°C (662°F) produces in 304 steel a total nitriding
depth of 5 µm after 24 hours, at the same temperature
plasma nitriding produces 7.5 µm after 16 hours [38].

Faster nitriding rates, and deeper cases, can be obtained
through a high temperature process (1050–1150°C,
1922–2102°F) in atmospheres containing a high propor-
tion of molecular nitrogen [39]. The proposed name for
the process is solution nitriding. At this temperature level,
thermal dissociation is sufficient to supply atomic nitro-
gen that can diffuse into the surface. The nitrogen concen-
tration at the surface is governed by the partial pressure of
nitrogen in the atmosphere, which for some alloys will be
<1 bar, for others up to 3 bar (in an appropriate furnace).
A quench is necessary to avoid chromium nitride precipi-
tation. For best results some optimization of material com-
position and process conditions is advisable. Stable ferritic
steels cannot be treated in this manner—too fast grain
growth in the core. A typical result for a 0.2%C, 13% Cr
martensitic steel (X20Cr13), after nitriding (15h?) at
1150°C, quenching, sub-zero treatment at -80°C, and
tempering at 170°C, is a surface hardness of HV2=675
(HRC =59) for a core of HRC 50–51, and a total 1.5 mm
diffusion depth. The nitride (Fe, Cr)2N precipitated dur-
ing tempering and increasing the hardness as a result of
secondary hardening does not deplete the matrix of Cr,
and therefore does not impair the corrosion resistance.

7. Cast Iron

The emphasis here is on obtaining a sufficiently thick
white layer, which is the only usable part of the nitrided
case on this material, unless the cast iron is alloyed with
nitride-forming elements. It must be sufficiently thick to
seal graphite inclusions exposed to the surface of the cast-
ing. Because castings have a relatively rough surface, caus-
ing a high rate of ammonia cracking, this tendency must
be compensated for by higher atmosphere flows to sus-

tain a potential required to obtain a white layer. Typi-
cally, unalloyed cast irons are nitrided 4–8 hr at 540–580°C
(1004–1076°F). Depending on nitriding conditions, the
obtained white layer thickness ranges from 8 to 15 µm,
(0.0003–0.00059 in.), whereas typical surface hardness is
420–500 HV1. Figure 23 shows a typical nitrided layer
on unalloyed ferritopearlitic cast iron. As can be seen, on
this type of cast iron only a white layer is observed.

Nitriding of alloyed cast iron yields a diffusion
case with a hardness profile. Figure 24 shows the micro-
structure of a nitrided layer on alloyed cast iron
containing 12–15% Cr and up to 2.5% Mo. The visually
measured diffusion case depth obtained is approx. 220
µm (0.0087 in.), the white layer thickness is 2–4 µm
(0.00008–0.00016 in.), and the surface hardness is
above 1000 HV1.

Because castings usually contain surface contaminants,
e.g., core mix binders, which may inhibit nitriding, bak-
ing out is recommended prior to nitriding as a surface
activation measure.

8. Powdered Metal Components

Gas nitriding of powdered metal (P/M) components does
not present problems when their density is 7 g/cm3 or higher.
Lower densities mean higher porosity, facilitating rapid
diffusion of nitrogen from the surface inward, along canals
from pore to pore, lining grain boundaries and, in some
cases, the inner surfaces of pores at a certain distance from
the surface. As a result, no sufficient buildup of nitrogen
concentration takes place at the surface for the compound
layer to form. No appreciable surface-hardening effect is
obtained. Figure 25 shows the microstructure of a gas-
nitrided, low-density P/M part. Experience has shown that

Figure 23 Typical nitrided layer on unalloyed ferrito-
pearlitic cast iron. Etched by 3% Nital. Magn. 400×.

Figure 24 Microstructure of a nitrided layer on alloyed
cast iron. Etched by 3% Nital.
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low density P/M parts respond better to plasma nitriding.
This is due to the different mechanism of nitrogen deposi-
tion on the surface. Plasma nitriding of P/M materials gives
best results at high temperatures, e.g., 570–590°C
(1058–1094°F), with a high nitrogen/hydrogen proportion
(70/30–90/10) and an addition of methane, Figure 26
shows the microstructure of a plasmanitrided P/M part
with a density of 6.8–6.9 g/cm3.

9. Nonferrous Materials

In the case of wrought aluminum alloys, successful
nitriding experiments have been conducted in all kinds
of plasma, from ordinary direct current (DC) to
highfrequency pulse-plasma nitriding [33]. However, the
nitriding results are very much dependent on the chemical
composition of the alloy. The process temperature is main-
tained usually in the 400–500°C (752–932°F) range, while
the lower melting point for alloys like 5083 (Al–Mg–Mn)
lies close, at about 574°C (1065°F). This shows the need
for a very reliable and accurate control of temperature.

In the absence of a supporting diffusion layer, nitrided
Al alloys featuring a very hard, thin layer (up to 10 µm)
on a soft substrate may be subjected to only low contact
loads in service, unless a duplex process is employed to
provide a more resistant composite structure.

Among titanium alloys, the alpha-beta age hardenable
grades, of which Ti-6Al-4V is a typical representative,
are the most often nitrided. Solution treatment at
955–970°C (1750–1775°F) is followed by a water quench
and aging is carried out at 480–595°C (900–1100°F).
Nitriding at 800–950°C (1472–1742°F) results, as

previously mentioned, in loss of strength in the core. This
can be prevented by running the process at lower tem-
peratures, in this case preferably as intensified plasma
nitriding [40].

VI. DESIGN OF THE NITRIDING PROCESS

A. Significance of the Nitriding Process

Nitriding represents in most cases the final operation of
the manufacturing process. It is preceded by all the pre-
liminary (volume) heat treatment and shaping operations.
Successful results depend on correct preparation of the
surfaces to be treated, correct setup of the process cycle,
and its faultless execution. In some cases, as with plasma
nitriding, the arrangement of the load in the furnace is
also an important factor. The following stages in the proc-
ess design have to be considered:

B. Surface Preparation

Intensive and uniform build-up of the nitrided layer re-
quires an unimpeded flux of atomic nitrogen from the
surface into the metallic matrix. Because the process takes
place at relatively low temperatures, surface barriers cre-
ated by residues of previous forming or machining
operations can effectively obstruct nitrogen absorption.
These barriers can be organic (oil, grease) or inorganic
(residues of drawing compounds, oxides). The goal of
surface preparation is to remove these barriers. This may

Figure 25 Microstructure of a gas nitrided layer on a P/
M part of low density. Etched by 3% Nital.

Figure 26 Microstructure of a plasma nitrided layer
obtained on a P/M part with a density of 6.8–6.9 g/cm3.
Etched by 3% Nital. Magn. 400×.
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be combined with operations enhancing the activity of
the surface (see further: “Activation”).

1. Cleaning

Organic residues and mechanical particulate soils are
removed by vapor degreasing, by spraying or by im-
mersion in liquid solutions belonging to one of three
categories:

Organic solvents
Aqueous emulsions of hydrocarbons
Alkaline anionic or nonionic aqueous solutions

Vapor degreasing with chlorinated hydrocarbons, al-
though most effective in removing of all surface soils,
has lately receded into insignificance due to pollution-
related legislation. The use of organic solvents containing
isoparaffins and naphtenes remains limited because of
fire hazards. They are more acceptable when used as
emulsions dispersed in water. Most frequently used are
alkaline or neutral solutions with surface-active
compounds (surfactants).

The choice of a cleaner, preparation of the solution,
and maintenance of the cleaning bath can have a pro-
found effect on the kinetics and results of subsequent
nitriding. It has been experimentally demonstrated [41]
that residues of cleaning solutions, especially those of
inorganic components such as phosphates, silicates,
borates, and carbonates, as well as chlorides and silicones,
themselves form barriers to nitriding, substantially re-
ducing the growth rate of the compound and diffusion
layers and lowering surface hardness. When present in
the form of dried-up adsorption layers, such residues can-
not be fully removed even by intensive rinsing with
demineralized water. The use of silicates in cleaning baths
should be particularly avoided. The retarding effect of
surface residues on nitriding increases with alloy con-
tent, from carbon steels, to Cr- and Al-bearing grades to
Cr-rich tool steels. For example, when nitriding at
580 °C (1076°F), 4 hr, KN= 0.7, a reduction of surface
hardness by 10% is caused by 2 g/m2 of sodium phosphate
residue in pure iron, 0.2 g/m2 in 1015 steel, and 0.1 g/m2

in a 4140 equivalent [42]. Light organic residues are most
often removed from the steel surface by evaporation dur-
ing the heating-up stage.

2. Activation

In gas nitriding, initiation of formation of the nitride layer
can be accelerated by a number of methods covered by
the term “activation.” These include:

Mechanical means: roughening of the surface, e.g.,
by sandblasting, glass beading or brushing

Etching in acid solutions
Conversion coatings: preliminary phosphating or

oxidation
Chemical reactions with chlorinated or fluorinated

compounds within the furnace retort

Roughening of the surface by mechanical or chemical
means, besides removing a large proportion of oxides
and contamination films, increases the active surface area,
thus facilitating transport of nitrogen into the metal. The
mechanisms of other activation methods are not well
understood [42]. More systematic investigations are nec-
essary.

Salt-bath nitriding does not require a separate activa-
tion step. The chemical action of the bath is sufficiently
aggressive. However, the quality of the salt-bath is sub-
ject to rapid deterioration, proportional to temperature,
time and surface of parts being nitrided, and will require
frequent stops for regeneration. In plasma nitriding, an
initial sputtering step in higher vacuum is used to remove
any remaining oxide films and to thus activate the sur-
face. Also in this case, even though cathode sputtering is
able to remove surface contamination, it is very impor-
tant to clean parts thoroughly because all nonmetallic
matter removed from the surface causes deterioration of
the partial vacuum and has a profoundly negative effect
on the nitriding results.

C. Heating Rate and Initial Atmosphere

One of the main advantages of correctly executed nitriding
is the practical elimination of distortion of treated parts.
However, to maintain this advantage, it is necessary to
provide a sufficiently controlled heating-up to avoid tem-
perature nonuniformity in the load or within large treated
objects. Uniform, steady heating is relatively easy to ac-
complish when gas nitriding in a modern furnace with
controlled temperature ramping and adequate atmosphere
circulation. In plasma nitriding, heating is less controlla-
ble because a major portion of the heat-transferred en-
ergy comes from glow discharge. The energy coming from
heating elements in hot-wall units is transferred mainly
by radiation with convection playing a minor role. In
salt-bath nitriding, only stepwise preheating to a fixed
temperature setting, involving separate baths maintained
at different temperatures, can be used.

For most loads, a heating rate of 180°C (324°F)
per hour is adequate. For very large objects this
heating rate must be substantially reduced—even to
50°C/hr (90°F/hr).
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In gas nitriding, air is removed from the furnace be-
fore heating begins, through purging or by evacuating
with a vacuum pump. Active nitriding atmosphere is usu-
ally admitted before process temperature is attained, be-
cause the change in atmosphere composition, even with
substantial gas flows, has to take a certain time. It is nec-
essary to ensure a relatively high initial nitriding poten-
tial to quickly saturate the superficial ferritic zone and to
initiate the formation of the nitride layer. This begins to
take place from approx. 400°C (752°F), before reaching
the usual temperature set point of 500–590°C
(932–1094°F). An atmosphere with a high nitriding
potential is usually applied at this stage. Hence, by the
time the formal process stage begins, a well-developed
continuous compound layer is often already formed.

D. Configuration of Nitriding Stages

In cases where the objective of nitriding is only to de-
velop a sufficiently thick compound layer, a single-stage
process is normally employed. The load is heated to the
process temperature and soaked for a time necessary to
obtain the specified layer depth. The process is, as a rule,
short, with the constant-temperature diffusion stage not
exceeding 4 hr. The temperature is selected to maintain
the required core hardness, but at the same time the high-
est possible to enhance the diffusion rate and shorten the
process cycle. For the same reason, intensive cooling is
implemented at the end of the process. Means of increas-
ing the cooling rate are described in Sec. IX.B. Recent
advances in gas nitriding and nitrocarburizing tend to
aim at increasing the �-phase content in the surface zone
through fast cooling of the parts, instead of cooling them
down with the furnace. Figure 27 is a schematic repre-
sentation of a single-stage process.

A two (or more)-stage process is used when a sub-

stantial diffusion layer is required while the thickness of
the compound layer must be limited. In this case the first
stage is run with a more aggressive atmosphere (high KN

value) to create an initial, relatively thin compound layer.
The temperature of the first stage is usually lower, to
increase the density of nucleation and improve the uni-
formity of the nitride layer. In the second stage, a low KN

atmosphere is introduced, with the potential adjusted to
maintain a constant surface concentration of nitrogen.
With a correctly selected and properly controlled nitriding
potential the thickness of the compound layer can be
maintained at a desired thickness or even reduced to zero.
At the same time, diffusion progresses to build up the
required case depth. Two-stage processes are, as a rule,
longer, with the total duration of both stages in excess of
12 hr. In extreme cases, when very deep diffusion layers
are required, the process cycle may exceed 100 hr. A sche-
matic representation of a two-stage process is given in
Fig. 28.

Cooling at the end of a multistage process, not affect-
ing the established microhardness profile, is less impor-
tant. Some process time reduction by faster cooling is
always desirable.

E. Process Atmosphere

Ammonia is the active component of atmospheres used
in gas nitriding. In earlier decades, it was the only
component. Since then, mixed gas atmospheres have been
developed, comprising ammonia and nitrogen (to reduce
process costs and to improve process control) or ammonia
and dissociated ammonia (to facilitate obtaining low
potentials). In the late 1980s, automatic flow rate and
potential control industrial nitriding systems were
developed and implemented by Nitrex Metal Inc.

Figure 27 Schematic representation of a single-stage
nitriding process.

Figure 28 Schematic representation of a double-stage
nitriding process.
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The phase diagram shown in Fig. 2 (see Sec. III) shows
the areas of stability of the different nitride phases as a
function of nitriding potential and temperature. It should,
however, be observed that the diagram has been devel-
oped for iron, and for conditions of equilibrium between
the atmosphere and the metallic surface. In practice, this
equilibrium is reached only after a certain time, if ever,
during a short process, and the presence of carbon as
well as some alloy elements may shift the phase bounda-
ries. As a result, selection of the process atmosphere and
of other parameters depends still to a large extent on the
experience of the process designer.

For modified atmospheres with additions of oxygen
(oxynitriding), compounds see Sec. VIII.

F. Process Duration—Growth of the
Nitrided Layer

The growth of both the compound as well as the diffu-
sion layer depends predominantly on the diffusion rate
of nitrogen through the matrix. Given a constant nitro-
gen concentration at the surface, the evolution of thick-
ness of the compound layer � will follow the parabolic
law, i.e., �2=kt, where t is time. The same can usually be
observed with regard to the effective diffusion case, meas-
ured as the depth corresponding to an arbitrarily defined
hardness level in the microhardness profile (e.g., equiva-
lent to 50HRC or core hardness+50 HV, etc.).

Specifications for nitrided parts include surface hard-
ness at a determined test load (e.g., HV1 for 1-kg load,
HV10 for 10 kg, or HR15N for 15 kg) and the thickness
of the compound and diffusion layers. More recently, the
phase composition, i.e., a given percentage of the ε-phase

in the compound layer, begins to be specified as a re-
quirement. There is still, however, insufficient evidence
as to the relationship between phase composition and
usable properties of a part. Extending the time to increase
total case depth can, and frequently does, lower surface
hardness, as recombination of nitrogen into the molecu-
lar form occurs, with formation of a porous zone at the
surface. In addition, in low-potential atmospheres, the
compound layer may regress until its total disappearance.
In alloy steel, an evolution of the microhardness profile
occurs as the diffusion depth increases. Because of co-
agulation of the dispersed alloy nitrides, in some areas
hardness may actually decrease even as the total layer
grows (see Fig. 29). This evolution should be considered
when a specific microhardness profile is required.

VII. DESIGN OF NITRIDED PARTS

A. Factors Critical to Final Quality of
Nitrided Parts

When designing parts that are to be nitrided, the follow-
ing factors should all be taken into consideration:

Selection of material
Geometry of parts and configuration of the nitrided

layer
Preliminary heat treatment and core hardness after

nitriding
Dimensional changes occurring during nitriding
Effect of nitriding on surface roughness
Design considerations ensuring uniformity of the

nitrided layer
Selective nitriding and masking of nonhardened sur-

faces, where applicable

B. Selection of Material

Material selection for a nitrided part requires considera-
tion of several factors:

1. Required bulk properties of the part: mechanical
strength, hardness, fatigue resistance, toughness.
These properties characterize the core of the nitrided
part and depend on the material’s chemical compo-
sition and the heat treatment preceding nitriding.
For improved core strength (hardness), steel carbon
content is critical. Typical values for machine parts
are 0.25–0.4% C. Lower content is acceptable where
higher strength is not required, and, as in the case of
alloy steels, lower carbon can actually improve

Figure 29 Decrease in surface hardness with time of
process for two steel grades and process temperatures.
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surface properties (e.g., level of compressive stresses)
after nitriding. In some steels, the alloy content may
compensate for lower carbon. Alloying elements, e.g.,
Cr, Mn, Ni, and Mo, are added to improve
hardenability and, in specific cases, the steel’s resist-
ance to tempering (hot strength).

2. Nitridability: the ability of the material to develop,
in the nitriding process, a high surface hardness to
enhance wear resistance, a sufficiently deep case to
support contact loads, and a sufficiently high level
of residual compressive stresses to improve fatigue
resistance. Nitridability depends on the presence of
nitride-forming elements, predominantly chromium,
then manganese, molybdenum, aluminum, titanium
and vanadium. Their effect is related to the carbon
content, as nitride-forming elements also, for the
most part, combine with carbon to form carbides.
The characteristics of nitrides and their role in
nitrided steels are reviewed in Sec. V of this chapter.
In the selection of material composition for increased
surface hardness and case depth, the chromium con-
tent should be the primary guiding factor. With its
increase to about 1.5–2%, both surface hardness and
effective case depth increase linearly, except for com-
positions with strong nitrogen binders (e.g., Al and
Ti), whose effect is more dominating. For a more
detailed description of nitriding materials and their
properties, see also Sec. V.

3. Machinability: In many cases machinability is an
important economical factor in determining the
choice of the material. Free-machining steels (e.g.,
leaded or resulfurized/rephosphorized, of the AISI-
SAE 1100 and 1200 series) are selected where
machinability is of primary importance, overshad-
owing mechanical strength. On the other hand,
modern, less environmentally hazardous
steelmaking practices, like calcium modification,
allow the improvement of machinability of lowand
medium-alloy steels without loss of mechanical
properties.

C. Geometry of Nitrided Parts and
Configuration of the Nitrided Layer

There are no practical limitations to the shape of objects
treated with gas nitriding. Complex shapes, stacked parts,
or loose bulk loads can be treated with a high degree of
uniformity. The same applies to salt-bath nitriding, ex-
cept that in the latter case the limiting factor is the di-

mension of the pot employed. In plasma nitriding, prob-
lems may arise when the parts contain holes, cavities, or
recesses. Depending on the pressure in the treatment
chamber, glow-discharge seams may overlap, creating
areas of intense heat concentration and catastrophic dam-
age (see Sec. IX).

The nitriding process is usually the final manufactur-
ing operation, carried out on the fully finished part. Light
polishing or honing may be used where surface rough-
ness is of critical importance. The nitrided layer is usu-
ally allowed to cover the whole surface of the treated
part. This allows for equal distribution of residual stresses
in the superficial zone, thus avoiding distortion. In cases
where design considerations or subsequent assembly op-
erations demand it, some surfaces may be left non-
nitrided. In gas nitriding this can be obtained through
masking (see Sec. VII.H), in the plasma process through
shielding, and in salt-bath nitriding, through coating or,
where possible, partial immersion.

Wherever possible, sharp corners should be avoided
in the design of the part, particularly when a deeper case
is required, to prevent oversaturation. Where they can-
not be avoided, the optimum nitriding method should be
selected for the given application and a shallower case
should be specified. Gas process should be run at lower
nitriding potential values to limit nitrogen concentration
(see Sec. XI).

Internal surfaces of small holes less than 1 mm (0.040in.)
in diameter, narrow gaps of the same size, can develop a
unifom nitrided layer in gas nitriding; however this is
not possible to achieve with plasma nitriding.

D. Preliminary Heat Treatment and Core
Hardness After Nitriding

Nonalloyed carbon steels, in which nitriding produces
essentially only the wear- and corrosion-resistant com-
pound layer, can be nitrided in the normalized state. This
is usual, especially with nonhardenable, low-carbon steels.
Hardening through austenitizing, quenching, and tem-
pering, in the case of steels containing sufficient carbon,
yields a uniform microstructure, enhancing the build-up
of the compound layer (see Table 6). Its main function,
however, is improvement of bulk mechanical properties,
such as higher strength and toughness of the core. Higher
core hardness yields higher hardness of the nitrided layer,
and better fatigue strength (Fig. 30). In alloy steels, pre-
liminary heat treatment is carried out, as a rule, to make
the best use of properties of the nitrided layer.

The temperature of the diffusion stage of the nitriding
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treatment is usually 30°C (or 50°F) below the tempera-
ture of the last tempering. This ensures that nitriding is
performed on a stable structure, thus avoiding bulk trans-
formations in the core. In consequence, dimensional and
shape changes of treated parts are substantially reduced.

On the other hand, the requirement that the temper-
ing temperature exceed that of subsequent nitriding nar-
rows down the range of core strength values that can be
maintained in nitrided parts. Because nitrogen diffusion
rate depends exponentially on temperature, lower proc-
ess temperatures involve substantially longer times nec-
essary to obtain the same case depth. In consequence,
lowest practical temperatures of gas nitriding rarely drop
below 500°C (932°F). As a result, lowest preliminary

tempering should not be carried out below 530°C (986°F).
There are cases where the nitriding temperature must be
substantially lower than 500 °C (932°F). This may be
required in materials with insufficient tempering resist-
ance or those susceptible to stress relaxation (e.g., springs).
The process may still be economical in the case of very
thin nitrided layers. Otherwise, it would carry the pen-
alty of high cost. Summarizing, the selection of material
for a given part should involve not only considerations
of hardenability, but also those of the tempering curve
and the resulting limitations on hardness and strength.

If the above precautions with regard to the tempering
temperature, short nitriding processes (up to 12 hr) have
no effect on the final core hardness.

E. Dimensional Changes Occurring During
Nitriding

Changes of dimensions and shape of nitrided parts can
occur for the following reasons:

1. Increase of volume of the superficial zone as a ni-
tride (compound) layer is being formed. This is due
to a greater specific volume of iron nitrides as com-
pared with the ferrite matrix. This increase will al-
ways accompany the formation of the compound
layer.

2. Decrease of bulk volume, occurring during nitriding
if the nitriding temperature exceeds that of preced-
ing tempering. With correctly adjusted temperatures
this will be avoided.

3. Distortion of shape due to mechanical creep may
occur, especially at higher process temperatures and
during longer nitriding times. This risk can be elimi-
nated by a properly designed support system (rack-
ing) of the furnace load.

4. Distortion may also occur to some extent if the
nitriding process is followed by quenching, which is
typical for salt-bath and fluidized bed processes, but
may sometimes take place in some gas nitriding and
nitrocarburizing processes.

Table 6 Effect of Preliminary Heat Treatment on Results of Nitriding Chromium Steel 40Cr4 (Equivalent of AISI5140)

Figure 30 Variation of rotational fatigue limit with core
hardness on heat treated and nitrided samples. 1—
Nitralloy 135M; 2—hot work tool steel; 3–0.4% C Cr-V
nitriding steel. Solid lines: heat treated only; dashed lines:
heat treated and nitrided.
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In general, nitriding, especially the short-time process,
produces minute dimensional change and distortion.
Dimensional increase due to compound layer formation
equals, as a rule of thumb, one third of the compound
layer thickness for each surface, thus two thirds across a
diameter (see Fig. 31). Still, for precision parts this has to
be taken into account. In reproducible process conditions,
as in correctly controlled nitriding, the increase will be
repetitive and allowance for it can be made during prior
machining operations. Unpredicted growth may occur if
uncontrolled nitriding potential is excessive, resulting in
gross precipitation of nitrides along grain boundaries in
the diffusion zone.

F. Effect of Nitriding on Surface Roughness

Surface roughness always increases to some extent after
nitriding. One factor causing an increase in roughness is
the nonuniform nucleation and growth of nitride grains
in the white layer during the unstable period of heating.
Roughness is also increased by porosity formed in the
outer zone of the compound layer by trapped molecules
of nitrogen that recombine to N2. The tendency to form
porosity by this mechanism grows with the temperature
of the nitriding process, as well as with the nitriding po-
tential. It should be borne in mind that in the case of
surfaces subjected to friction wear or corrosion, some
porosity may actually be desired because it promotes
absorption of a lubricant or a corrosion inhibitor, intro-
duced by immersion. Surface roughness prior to the
nitriding process has a significant influence on final rough-
ness, as can be seen in Fig. 32.

G. Design Considerations Ensuring
Uniformity of the Nitrided Layer

To ensure uniformity of the nitrided layer on the part
surface it is essential to ensure uniform surface condi-

tions prior to nitriding. This means that the given part
surface must be machined in a uniform manner and have
the same roughness; otherwise, the intake rate of nitro-
gen will vary producing differences in layer thickness and
structure. The entire part should be thoroughly washed
or cleaned and properly degreased. The effect of some
deficiencies in operations prior to nitriding and in the
execution of the process are indicated in Sec. XI.

Small holes, narrow slits, and other constricted spaces
in treated objects are no obstacle to maintaining uniform
layer thickness in gas and to some extent in salt bath
nitriding. In plasma nitriding there are limitations to the
penetration of the nitriding effect into such narrow spaces
and each case should be considered individually.

H. Selective Nitriding and Masking of
Nonhardened Surfaces

Surfaces of parts that are to be left unnitrided must be
protected. In salt-bath treatment, selective partial nitriding
can be obtained by partial immersion, possible only on
objects where the entire lower portion is to be nitrided
and the entire upper portion left unnitrided. An example
of this may be a tool (drill, reamer, etc.) where the shank
is to be protected.

In gas nitriding, and, where necessary, in salt-bath
nitriding, there are essentially two methods of masking
employed, i.e., electroplating and special coatings (stop-
off paste).

Electroplating, typically alkaline copper or bronze. The
coating must be fine-grained and not porous and

Figure 31 Dimensional growth of a nitrided part, due to
white layer formation.

Figure 32 Effect of prior roughness on final roughness
after nitriding, for 1010 and 1045 steel.
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have a thickness of not less than 0.025 mm (0.001 in.)
in the case of copper and 0.0125 mm (0.0005 in.)
in the case of bronze.

Stop-off paste, comprising a tin or lead base and a
filler, applied thinly with a brush on the surfaces
to be protected from nitriding, prevents atomic
nitrogen from being absorbed by the steel surface.
Usually, stop-off pastes are formulated in such a
way that they peel off from the part surface after
the completed nitriding process. Caution: large
amounts of stop-off paste on a nitrided batch have
been known to lower the surface hardness, even of
unprotected surfaces.

Nitriding specifications usually require that maskant strip-
pers be nonembrittling and do not cause pitting.

In plasma (ion) nitriding, protection against nitriding
is accomplished by simple mechanical masking (shield-
ing). Surfaces that are not exposed to the glow are not
nitrided. Covering of surfaces to be protected with steel
foil is effective in preventing nitriding. Surfaces that touch
(remain in close contact) are also effectively protected
from undesired nitriding. One example of this is stack-
ing cylindrical gears in which case only the crowns are
nitrided while the touching side surfaces remain
unnitrided. Another example is nitriding of only the in-
ner bore of a cylinder, which is accomplished by placing
the cylinder inside a bigger cylinder, covering, and thus
protecting the outside diameter. Conversely, an inner bore

can be easily protected by filling it with a cylinder of
appropriate diameter or by placing a flat piece of sheet (a
“cap”) over the opening.

VIII. MODIFICATIONS AND EXTENSIONS OF
NITRIDING

A. Oxynitriding

In technological experiments, additions of up to 25 vol.
% of air to ammonia, or water injection, have been tried
[17], taking care to maintain a nonoxidizing character of
the atmosphere with regard to iron. It has been confirmed
that oxynitriding, even in conditions of a constantly
controlled nitriding potential, leads to a higher surface
concentration of nitrogen and a faster build-up of the
compound layer. The effect of continuous addition of oxy-
gen to the process atmosphere appears to be stronger
than that of preoxidation. This was found in experiments
with 1010-type [17], 1015-type [26], and alloy [17] steels
(see Table 7).

Experiments with still higher oxidation potentials pro-
duced, on the surface of the steel, oxide layers that hinder
the nitriding process. In Table 7, the strong effect of
oxynitriding on the alloy steel should be noted. This is
interpreted as the result of depassivating action because
of formation of Fe3O4.

Oxygen additions during the process have also been

Table 7 Effect of Oxygen Additions (Measured as the Level of Oxygen Potential KO) on the Thickness and Structure
of the Compound Layer

aOne hour at 350C (662°F).
Adapted from Refs. 17 and 25.
Process temperature 550°C (1022°F), time 30 min.
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applied to nitrocarburizing and to a plasma process [43].
No particular benefits in useful properties have been
claimed in comparison with standard nitriding or
nitrocarburizing.

B. Postnitriding Oxidation

In 1985 and again in 1986, patents were granted to Lucas
Industries, UK [44, 45], for a nitrocarburizing process
involving a subsequent oxidation stage. This stage, des-
ignated here as postnitriding oxidation, was introduced
for two reasons: (1) to improve the corrosion resistance
of the surface while maintaining its antiwear characteris-
tics and (2) to produce surfaces with a pleasing black
finish, enhancing the attractiveness of many treated parts.
The concept constituted a reproduction of an earlier prac-
tice of oxidizing in a molten hydroxide bath, where the
surfaces of parts were salt-bath nitrided in a prior stage.

In the original patented process, oxidation took place
by exposing the load to air for 2 to 120 sec during transfer
from the nitrocarburizing furnace to a quench bath. In
further developments, the oxidation stage assumed a more
controlled form, as a separate operation following gas
nitriding (or nitrocarburizing), or integrated with the latter
into a continuous process. A number of proprietary treat-
ments have been proposed. Typically, postnitriding oxida-
tion is carried out in a water-vapor-based medium or in
untreated exothermic gas. The nitrided parts are cooled
down to room temperature and, before oxidation, can op-
tionally be lapped or polished where a surface finish of Ra

about 0.2 µm (8 µin) is required. Typically, oxidation is
carried out in the temperature range of 450–550°C
(842–1022°F) and is often followed by quenching if quality
requirements demand it. In the case of oxidation integrated
with nitriding, gaseous (exogas, CO2, H2O vapor base), or
liquid oxidizing media are admitted for a limited time at the
end of the diffusion period. Above 570°C (1058°F), FeO
may be formed, with detrimental effects because of increased
specific volume (cracking and flaking).

The oxygen-bearing components of the atmosphere
react with the nitrided surface to displace nitrogen and
to produce iron oxides. Depending on the oxygen poten-
tial (or partial pressure) in the atmosphere, and on tem-
perature, the oxides formed are Fe3O4 (magnetite) or a-
Fe2O3 (hematite) (see Fig. 33) [46].

At low oxygen potential values, as typically in the case
of water vapor base treatment, Fe3O4 predominates. It
forms a dense and adherent coating on top of the iron
nitride and fills pores in the surface zone, improving cor-
rosion resistance. It has been noted [47] that the adher-
ence of the oxide to a nitrided surface is better, compared

with an analogous layer grown directly on ferrite. With
increasing time of oxidation, the out-ward diffusion of
iron atoms produces vacancies coalescing into pores at
the metal-oxide interface. This may lead to loss of adher-
ence of thicker oxide films. The recommended oxide
thickness on carbon steel, producing the best corrosion
resistance, was originally given as 0.2 to 0.7 µm, with an
optimum at 0.5 µm (0.00002 in.). With the application
of stricter atmosphere control, it is possible to obtain
oxide layer thickness of 1–2 µm without spalling (the
ONC® process). In a Mn–Cr alloy steel (European
20MnCr5) with 0.2%C, 1.7% Mn, and 1.2% Cr, it has
been found [46] that the optimum passivation effect and,
therefore, best resistance to pitting corrosion, is obtained
at each temperature within the range of 450–550°C
(842–1022°F) in conditions of a sufficiently high oxygen
potential, if the oxide layer is about 0.5 µm at 450°C, 1
µm at 500°C, and 2.1 µm at 550°C. Solid-electrolyte
sensors (oxygen probes) can be applied to control the
oxygen potential during the process, allowing one to
optimize the treatment results in a reproducible manner.

Improvement of wear characteristics, in addition to
corrosion resistance, by postnitriding oxidation has also
been reported [47]. Certain further enhancement in this
respect can be obtained by introducing an addition of up
to 1% SO2 to the oxidizing atmosphere (see Refs. 44 and
45). This results in the formation of friction-reducing
sulfides in the oxide layer. The effect on fatigue resist-
ance appears to depend less on the degree of surface oxi-
dation than on the cooling rate after the treatment [47].

C. Duplex Processes

As described in Sec. III.I, nitriding followed by an applica-
tion of hard coatings is used to improve the performance

Figure 33 Stability ranges of iron oxides in the Fe-O
system, as a function of temperature and oxygen partial
pressure. (From Ref. 46.)
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of tools and other parts in which the wear resistance at
elevated temperatures is required.

The optimum case and process characteristics are
strongly dependent on application. For tools where a rela-
tively thin (50–80 µm) nitrided layer is required (and no
compound layer) the best solution is represented by inte-
grated, continuous duplex processes taking place con-
secutively in the same retort: plasma nitriding+PVD, or
plasma nitriding+plasma-assisted CVD (PACVD). Gas
nitriding, if used, has to be carried out separately in
conditions that prevent the formation of continuous com-
pound layer; otherwise the adhesion of subsequently ap-
plied hard coatings is strongly impaired—especially in
the presence of porous outer zones. Polishing after
nitriding improves adhesion and eliminates the differences
between results of plasma and gas processes. PVD meth-
ods are superior to PACVD because of a wider variety of
obtainable coatings and because of lower temperatures,
affecting less the properties of the combined case system.

The requirement of strong support by the underlying
material, typical in applications of hardened and tem-
pered low-alloy steels, can be satisfied only by relatively
thick (>0.25 mm) nitrided cases [48]. In practice it ap-
pears useful to separate the nitriding from the hardcoating
process, running each in a suitably optimized installa-
tion. The nitrided case, suitable for subsequent
hardfacing, should not contain any, or only thin nonpo-
rous, compound layers, and also low surface roughness.
These requirements can be satisfied both by plasma as
well as by gas nitriding.

Application of hard coatings on nitrided substrates
with a compound layer necessitates taking steps to avoid
denitriding. When highly uniform distribution of residual
stresses and precise hardness profiles are required, as
for instance in parts subjected to contact fatigue, it is
recommended to use a nitriding process producing a com-
pound layer, with a subsequent mechanical removal of
the latter [48].

IX. INDUSTRIAL IMPLEMENTATIONS OF
THE NITRIDING PROCESS

A. Classification

In present day nitriding technology, the following meth-
ods can be distinguished:

Conventional gas nitriding and nitrocarburizing (con-
trolled by dissociation rate)

Controlled potential nitriding and nitrocarburizing
Salt-bath nitriding and nitrocarburizing

Plasma (also known as “ion” or “glow discharge”)
nitriding and nitrocarburizing

Fluidized bed—a modification of the gas process

These methods differ by the mechanism transporting ni-
trogen from the medium to the steel surface. The diffu-
sion of nitrogen atoms from the surface into the core
obeys the same laws, formulated by A.Fick, regardless of
the nitriding method adopted.

B. Gas Nitriding

The principle of gas nitriding is described in detail in Sec. III.
In industrial applications, the surface of nitrided parts
and the inner surface of the retort act catalytically, pro-
moting the cracking of ammonia. Dissociation rate is di-
rectly related to the size of the retort, load surface area,
and temperature and inversely proportional to the at-
mosphere flow rate. Figure 34 shows the dependence of
dissociation rate on temperature for several flow rates in
a typical medium-size, pit-type nitriding furnace.

The atmosphere entering the furnace retort may be
ammonia only or may be diluted by, e.g., nitrogen or
cracked ammonia. Dilution changes the relationship be-
tween atmosphere flow rate and ammonia dissociation
rate.

Addition of carbon-bearing gases to the nitriding at-
mosphere, as in gas nitrocarburizing, increases the com-
plexity of gas reactions and, for a controlled process, re-
quires a system to maintain both the nitriding as well as
the carburizing potentials. It has been indicated in Sec. III that
addition of carbon from the atmosphere enhances growth
kinetics of the white layer and stabilizes the ε phase. Its
positive effect on fatigue strength of the layer has been
reported, but because of insufficient structural data, the

Figure 34 Effect of temperature on ammonia dissociation
rate for flow rates. Medium-size pit nitriding furnace.
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advantages of nitrocarburizing over nitriding are not in
clear evidence.

An advantage of the gas nitriding or nitrocarburizing
process over other methods, e.g., plasma or salt bath, is
flexibility in load arrangement inside the retort. Thus, it
is possible to treat loosely heaped and stacked parts whose
surfaces touch, with same results as those obtained on
parts that are spaced from one another.

Listed below are several well-known proprietary ver-
sions of the gas nitriding process.

• Floe process—a double-stage, gas nitriding process
in which the first stage is characterized by a disso-
ciation rate of 15–30% and the second stage by dis-
sociation rate increased to 65–80%, regardless of
temperature.

• Malcomizing®—gas nitriding process involving a
proprietary method of activation of stainless steel
surfaces by PVC pellets (trademark of Crane Corp.,
U.S.A.).

• Nitrotec®—process involving postnitriding
oxidation and quench, resulting in a protective black
surface, composed of Fe3O4 (trademark of Lucas In-
dustries, UK).

• Nitemper®—nitrocarburizing process, employing
50% NH3 and 50% endogas (trademark of Ipsen
Industries, U.S.A.)

• Nitreg®—utilizing total integrated automatic control
of nitriding potential and all other process param-
eters, with in-process surface activation for stainless
steels. (trademark of Nitrex Metal Inc., Canada)

• ONC®—the Nitreg® process combined with inte-
gral postnitriding oxidizing

• Nitreg®—C—a gas nitrocarburizing process with KN

and KC control
• High-pressure and low-pressure processes [5]

C. High- and Low-Pressure Processes

All versions of nitriding have their specific limitations
that encourage further attempts at diversifying techno-
logical solutions. Related to this quest for improvement
are gas nitriding processes employing pressures lower or
higher than atmospheric.

1. High-Pressure Nitriding

High-pressure nitriding requires expensive equipment,
the cost rising with retort dimensions and process tem-
perature. Existing units, therefore, feature relatively
small work zones. The potential-control system, involv-

ing constant, or pulsed pressure is also more complex
and expensive than that for nitriding at atmospheric
pressure.

2. Low-Pressure Nitriding

Several proprietary low-pressure nitriding processes [18,
49] have been implemented. The atmosphere, of the
NH3–N2 type, usually contains a minor amount of an
oxidant, e.g., N2O, to promote activation of the metal-
lic surface, improving growth kinetics and uniformity
of the nitrided layer. The process is run in the tempera-
ture range typical for gas nitriding, and at pressures of
200–400 mbar. For this technology a vacuum furnace
is required. Among the benefits of low-pressure
nitriding, lower gas consumption in comparison with
atmospheric-pressure gas nitriding has been claimed but
this has not been adequately demonstrated in industrial
practice. A denser, less porous white layer has also been
claimed.

D. Salt-Bath Nitriding

Because salt-bath nitriding causes simultaneous diffusion
of nitrogen and carbon into the steel, it is in reality a
version of ferritic nitrocarburizing. The salt-bath proc-
ess is carried out in a pot, in which powdered salt is melted
by gas or electrical heating. Parts to be nitrided are sus-
pended in the molten salt. The first salt baths contained
predominantly sodium cyanide (NaCN), potassium cya-
nide (KCN), and potassium carbonate Na2CO3. This proc-
ess is known as Tufftride in the United States and Tenifer
in Europe. At the treatment temperature, typically 580°C
(1076°F), the cyanide is oxidized to cyanate by the ac-
tion of metered oxygen, introduced to the bath through
a tube. The typical reaction is:

 

At the steel surface, the cyanate breaks down, releasing
nitrogen and carbon, which are adsorbed and diffuse in-
ward. This is described by the reaction:

 

The salt-bath process offers rapid heating and the possi-
bility of rapid quenching because parts may be removed
from the salt bath and immersed into any cooling medium
of choice. The advent of the salt-bath process demonstrated
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for the first time that nitriding could be successful on car-
bon and low-alloy steel, provided the process was short
(maximum 12 hr) to ensure limitation of white layer
growth. On plain carbon and low-alloy steels, this white
layer exhibited good hardness and wear resistance when
not exceeding approx. 20 µm (0.0008 in.). Keeping proc-
ess time short is also a technological necessity. During the
process, the salt bath becomes progressively depleted of
its active constituents. Besides, the level of the salt in the
pot drops due to dragout on parts. Therefore, the salt pot
must be periodically stopped for regeneration and refill-
ing to its former level.

Short cycle times, due in part to rapid heating of the
load immersed in the salt bath, can be viewed as an
advantage of this process. The disadvantage is the ag-
gressiveness that may cause oversaturation. Moreover,
salt-bath processes are carried out at temperatures often
higher than in gas, typically 570–590°C (1058–1094°F).
Nitriding at these temperatures is successful on plain car-
bon and some low-alloy steels but for many grades with
higher alloy contents these temperatures cause excessive
tempering of the core and a resultant drop of hardness.
Therefore, the salt-bath process can be used only on such
steels and applications where core hardness is not an
issue.

In the 1950s, problems related to health hazard and
waste disposal posed by salt-bath nitriding were not ad-
equately addressed. A new generation of nitriding salt
baths, formulated in the late 1960s, was based mainly
on sodium and potassium cyanates and carbonates. These
baths are cyanide-free prior to use but the reaction at the
surface of the nitrided steel itself produces cyanide, gener-
ally less than 3%. An example of this new technology is
the Melonite process, also known in Europe as TF1 (trade-
mark of Degussa, Germany). To convert the cyanide back
to cyanate, an oxidizing quench bath operated at 400 °C
(750 °F) is placed in the processing line. An off-shoot of
Melonite is the quench–polishquench (QPQ) process in
which parts coming out of the oxidizing quench bath are
polished and once again placed into the oxidizing bath
for approx. 10 min, where they acquire a black finish.

Process control of salt baths is sometimes claimed in
commercial literature; however, once a part is placed in
the bath, processing conditions depend on the cyanate
level and no in-process control is possible. The rate of its
depletion depends on load size. Nevertheless, it can be
said that many applications have been and are success-
fully nitrided by the salt-bath method, especially in those
instances where deep cases are not required and process
time must be short to meet productivity demands.

E. Plasma (Ion) Nitriding

Plasma nitriding, also known as “ion” or “glow dis-
charge” nitriding, utilizes the effect of voltage applied
between two electrodes in a sealed chamber to ionize gas
under low pressure. Positive ions are accelerated toward
the cathode where the potential drop emits visible radia-
tion, popularly called “glow.” The process gas contains
nitrogen and its positive ions strike the treated surface
connected to the cathode when a potential of several hun-
dred volts is applied. The inner wall of the chamber is the
anode. A nitrogen-bearing gas mixture (usually nitrogen
and hydrogen) is introduced into the chamber while a
pump continuously evacuates the gas to maintain a soft
vacuum of 0.1 to 10 mbar. The principle of operation of
the plasma nitriding furnace is shown in Fig. 35.

Besides time and temperature, plasma nitriding imple-
ments new control parameters: pressure, voltage, and cur-
rent density. At higher pressures the current density is higher
but the energy of individual ions is reduced. An advantage
of this process is the possibility of nitriding stainless steels,
which in gas require special activation of the surface. Cath-
ode sputtering, i.e., removal of atoms from the workpiece
surface by the force of striking ions, occurs throughout
the process. Its intensity of material removal from the
surface, depending on several factors, is of the order of
0.03–0.5 µm (1.1–19.6×10-6 in.) per hour. Greater intensity
occurs in the initial stages of the process when the pressure
is lowest and the mean free path of positive ions is longest.
Accelerated ions develop higher velocities and strike the
surface of the steel with greater kinetic energy, removing
contamination, including oxide films, leaving the surface

Figure 35 Principle of operation of a plasma nitriding
furnace.
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depassivated and ready to admit nitrogen atoms. How-
ever, at low pressures, the current density may be insuffi-
cient to attain the required surface temperature. Such cases
are referred to as “weak nitriding response.”

Plasma nitriding also presents certain specific diffi-
culties. Problems exist with temperature uniformity and
measurement because the process is carried out in partial
vacuum where the only viable means of heat transfer is
radiation. Thus, temperature readings by a thermocou-
ple in spaces between parts are not representative. Ther-
mocouples may not touch electrically charged nitrided
surfaces, unless measures are taken to isolate the ther-
mocouple circuit from the load. Temperatures may be
read by an optical pyrometer but correction factors must
be applied, and these vary with the time of process be-

cause of changing emissivity with progressing surface
coverage by nitrides.

Results critically depend on part geometry and arrang-
ement in the chamber. Certain minimum distances
between parts must be maintained to prevent overh-
eating.

The rate of nitrogen adsorption depends on current
density that itself depends on the thickness of the “glow
seam.” At low pressures (below 3 mbar) this glow seam
is thick and diffuse and carries a low current density, gen-
erating lower surface temperatures and a weaker nitriding
response. A diffuse glow does not enter narrow and deep
holes. Higher pressures (3–10 mbar) generate progres-
sively thinner glow seams with greater energy. In order
to enter holes or grooves it is often necessary to make the
glow seam thinner but then some exterior exposed sur-
faces risk being overheated.

The pressure and corresponding glow seam thickness
must be closely monitored through a viewing port
throughout the process. If necessary, manual adjustments
of pressure are made. Failure to monitor and to control
the pressure may result in local overheating due to a phe-
nomenon known as “hollow cathode.”

The hollow cathode effect is demonstrated on a steel
bar with three holes: small, medium, and big, placed in-
side the plasma nitriding furnace. The combination of
parameters will determine a certain thickness of the glow
seam. Figure 36 shows the principle of generation of a
hollow cathode and concentration of heat energy, accom-
panied by rapid local overheating. This phenomenon may

Figure 36 Generation of the hollow cathode effect in a
plasma nitriding process.

Figure 37 Principle of operation of the pulse-plasma system.
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occur with different pressure-current combinations, when
another size of hole (or gap between neighboring parts)
favors the overlapping of two glow seams.

The problem is alleviated by the new-generation
pulsed-plasma equipment, where the direct current is cut
off for controlled periods of the order of micro-seconds.
The system generates pulses and the heat energy dissi-
pated at critical surfaces is reduced.

By controlling the ratio of the duty cycle to pulse fre-
quency it is possible to avoid the hollow cathode effect

in critical gaps and holes. Figure 37 shows the principle
of operation of the pulse-plasma system.

Generally, plasma nitriding may yield excellent results
but always requires a highly skilled, knowledgeable, and
experienced operator. If it is required to obtain a white
layer consisting of the ε phase, an addition of approx.
3–4% CH4 is made to the nitriding gas mixture, thus
accomplishing plasma nitrocarburizing. Moreover, be-
cause of the ease of removing passive films the plasma
process is also suitable for treating Al and Ti alloys. Clean

Table 8 Comparison of Advantages and Disadvantages of Nitriding Methods
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surfaces allow the duplex processes to be run, e.g., a
PACVD process depositing TiN or TiC following a prior
nitriding treatment in the same enclosure.

F. Comparison of Main Nitriding Methods

Advantages and disadvantages of nitriding methods are
compared in Table 8.

G. Typical Industrial Furnaces

1. Gas Nitriding Furnaces

A pit-type gas nitriding furnace is shown schematically
by Fig. 38. It comprises an outer metal shell (1) with a
flanged, water-cooled lid (2). A fan (3) is powered by a
motor (4). The furnace is fitted with a retort (5), inside
which an insert (6) is placed. The retort is usually made
of a heat-resistant alloy, e.g., Inconel 600. A deflector (7)
directs the atmosphere into the space between the insert
and the retort wall. Resistance elements (8) are situated
between the retort and the outer shell. The atmosphere
flows down, around the insert, and back up through the
workspace, over the rack (9) with the load (10). The at-
mosphere inlet (11) and outlet (12) are situated in the
furnace lid. Thermocouples (13) control the furnace tem-
perature. The lid is usually sealed by high-temperature-
resistant rubber seals (14).

Nitriding furnaces have been built over the years in a
variety of shapes, in all of them, the objectives being:

Sealing of gases inside the vessel
Heating and cooling efficiency of the equipment
Stability of control parameters

Ease and low cost of installation
Convenience of use

Design features of other types of gas nitriding furnaces
are given in Table 9.

2. Plasma (Ion) Nitriding Furnaces

Plasma nitriding furnaces are similar in shape to gas
types—most are vertically oriented cylinders. In some
cases the shell of the furnace is composed of segments
that may be stacked, allowing loads of different heights
to be accommodated easily. Plasma nitriding furnaces are
electrically heated. Electric power is used to simultane-
ously ionize the gas and heat the load. In older units heat-
ing was accomplished by the kinetic energy of ionized
particles striking the steel surface. Modern units have
auxiliary resistance heating elements to accelerate heat-
ing to process temperature. The furnace must be extremely
well sealed, as most of the processing is conducted in
partial vacuum.

3. Molten Salt Nitriding Furnaces

A suitably designed vessel of any shape may serve as a
salt-bath furnace. Salt pots are often covered but not
sealed. A typical salt-bath furnace in cross-section is
shown in Fig. 39.

H. Auxiliary Equipment

Depending on the installation, an appropriate collection
of auxiliary equipment is necessary to efficiently and safely
process the components. Such equipment and services
may include the following: water-cooling systems, gas
supply with pressure control, crane or hoist, electric power
with suitable transformers or generators, air compressors,
racking, washers, exhaust neutralizers, and ammonia
dissociators.

I. Process Control Systems

1. Functioning/Hardware Controls

Designed to perform their specified functions, the fur-
naces are equipped with such features as loading devices,
lid or door closing/locking mechanisms, loadmoving
transport systems in flow-through furnaces, gas supply
valves, pressure switches, cooling water controls, power
supply controls, overtemperature protection units, etc.
Many of these are wired to provide a variety of alarms in
the event of a malfunction.

Figure 38 Pit-type furnace used for gas nitriding
(schematic).
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2. Heating and Cooling Controls

The main objective of the temperature control system is to
heat the load while preventing temperature from overshoot-
ing the set point by more than a few degrees, and to
stabilize the temperature at the given setpoint. This is
accomplished by algorithms programmed in dedicated
controllers or as part of the control software for the entire
system. PID controllers are frequently used, with fuzzy logic
being recently employed by certain manufacturers. In some
cases, limiting the heating rate to avoid distortion is
desirable. This function is programmed into the more
sophisticated systems. Temperature uniformity through-
out the furnace, essential for uniform results, depends on
design features and good insulation. Subdividing the
furnace into several heating zones, with independent
temperature control, improves temperature uniformity.

3. Flow Controls/Gas Supply

In gas and plasma installations control of gas flow into
the vessel is critical. In primitive, older installations it
may be a manually operated on/off valve that opens gas

flow at a steady rate. Modern installations are equipped
with flowmeters, flow rates being controlled by solenoid
valves, or electronically operated mass-flow controllers.

4. Pressure Controls

Changing the temperature and gas flow in a sealed vessel
produces variations in pressure, requiring control. In most
gas nitriding furnaces this is applied on the exhaust end.
Motorized, computer-controlled exhaust valves utilizing
pressure transducers are used in modern equipment. The
main objective of pressure control is to prevent ammo-
nia from escaping the vessel, and air from being sucked
in. This may be accomplished by devices as simple as an
oil trap, with computer-controlled valves at the other end
of the spectrum. In certain proprietary nitriding meth-
ods partial vacuum or elevated pressures are used, re-
quiring sophisticated control systems and vacuum pumps.

Because plasma is generated in a partial vacuum and
pressure control is critical, vacuum pumps and relatively
sophisticated pressure controls are required.

X. INSPECTION AND TESTING

A. General

A control system ensuring that all nitrided parts or tool-
ing leaving the facility are of good quality and that all
process results meet specification requirements, encom-
passes in-process control, which may vary, depending on
furnace design and nitriding method used, as well as
postnitriding inspection, which is basically the same, re-
gardless of the method of nitriding employed. While the
first is aimed at ensuring proper processing, the latter
verifies compliance of obtained results with specification
requirements.

Nitriding specification requirements may range from
a simple surface hardness test to determination of white
layer thickness, case depth, and microstructure. Speci-
fied sometimes are surface roughness, dimensional
changes, and service properties, e.g., wear and/or corro-
sion resistance, fatigue, and impact strength. In critical
cases, the specification may call out the phase composi-
tion of the nitrided layer. Such in-depth testing is, in most
cases, outside of the scope of an industrialquality inspec-
tion laboratory and delegated to specialized sources. This
section describes equipment and methods used to test
nitrided objects in industrial metallurgical laboratories.
Because metallographical testing is destructive, quality
inspection is, in most cases, carried out on samples or
coupons placed in the nitriding furnace together with the
load. Such samples or coupons must be made of the same

Figure 39 Cross-section of a salt-bath furnace.
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material (preferably from the same heat) and have the
same prior heat treatment history as the nitrided batch.
In some cases, the customer allows one or more parts
from the nitrided batch to be destroyed for quality in-
spection.

B. Quality Control Equipment and Methods

Most contemporary industrial metallurgical laboratories
have facilities for verification of the following basic pa-
rameters, constituting specification requirements:

Surface hardness
White layer thickness
Nitrided case depth

Some laboratories are additionally equipped to measure
surface roughness, dimensional changes, and corrosion
resistance.

Industrial facilities required to carry out basic quality
inspection must possess the necessary equipment for
preparation of specimens and for the actual inspection.

The sequence of operations carried out from the mo-
ment of removal of the nitrided specimen from the fur-
nace to the certification of results obtained is as follows:

1. Sectioning of specimen, in conditions avoiding
overheating

2. Nickel-plating for edge protection (optional)
3. Mounting of specimen, to facilitate preparation of

selected cross-section
4. Grinding and polishing of surface
5. Etching, to reveal the microstructure of the nitrided

layer and/or of core
6. Drying
7. Metallurgical evaluation
8. Certification

The above operations are described in the ASTM Stand-
ard E3–95 “Standard Practice for Preparation of
Metallographic Specimens.”

Not requiring any special preparation, except for light
cleaning with 360 or finer grit emery paper, surface hard-
ness may be measured on a portion of the specimen at
any time.

Table 10 gives a list of basic equipment required to
prepare specimens and to carry out quality inspection of
nitrided parts in an industrial metallurgical laboratory.

C. Inspection

1. Surface Hardness Testing

Surface hardness testing is carried out on surfaces cos-
metically cleaned by fine emery paper to facilitate a good
contrast view of the indentation. The measurement can

Table 10 Basic Equipment and Supplies for a Metallurgical Laboratory
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be made using a Vickers or a Knoop indentor under a
load of 1 to 30 kg (9.81 to 294.3 N) and measuring the
diagonals of the indentation.

The Knoop method is based on the same principle,
but the indentor is of a different shape, penetrating shal-
lower zones. The Vickers indentor is a square pyramid
with an angle of 136°. The Knoop indentor is a flat pyra-
mid with the cross-section of an elongated diamond.
Figure 40 shows the appearance of the Vickers and Knoop
indentations.

Vickers and Knoop hardness values deviate slightly
from each other. Figure 41 compares Vickers and Knoop
hardness relative to the HRC scale. Tables with conver-
sion between HRC, HR15N, HR30N, HV, and HK hard-
ness can be found in most handbooks [24].

The depth of penetration in the Vickers and Knoop
methods depends on hardness of the tested material and
on the applied load. Measurements taken on nitrided sur-
faces under low loads (especially microhardness readings
below 1 kg) are usually higher because they reflect the
hardness of the external portion of the layer, while meas-
urements taken under increasing loads reflect the effect of
lower hardness of the deeper lying zones. Figure 42 shows

the correlation between hardness and penetration for vari-
ous loads in the Vickers method. In the Knoop method,
the small size of the minor diagonal permits indentations
to be made closer to one another. Its penetration depth is
also shallower than that in the Vickers method (Fig. 43).

2. Portable Hardness Testing

In some cases the use of a regular superficial hardness
tester may not be possible. This occurs in field condi-
tions and on surfaces of big parts that do not fit on the
hardness tester stage. For such needs, portable hardness
testers are used. These are usually compact assemblies,
comprising an indentor moving inside a cylinder, and
connected electrically to a circuit converting electronic
signals to hardness values, displayed on an LCD panel.
The measuring cylinder with the indentor is pressed by

Figure 40 Appearance of the Vickers and Knoop
microhardness indentations.

Figure 41 Comparison between Vickers and Knoop
hardness, relative to the HRC scale.

Figure 42 Correlation between hardness and penetration
depth for various loads in the Vickers method.

Figure 43 Comparison between depth of penetration for
the Vickers and Knoop methods.
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hand against the measured surface. This tester requires
some practice with positioning of the indentor normal to
the surface for proper results. On flat surfaces, this is
ensured by a special attachment (“foot”) resting on the
measured surface and fitted with a hole through which
the indentor is pressed. The advantage of this equipment
is compactness and possibility of field use. The disad-
vantage is low accuracy.

3. Measurement of Effective Case Depth

The determination of effective case depth consists of tak-
ing microhardness measurements at known intervals from
the surface in the direction of the core, thus creating a
microhardness profile, and measuring the depth at which
the hardness is at a specified value. Readings are taken
with Vickers or Knoop indentors, but with lighter loads,
from 1 kg down to 10 g. The resultant indentations are
accordingly smaller and measured with the accurate eye-
piece of a microhardness tester (mounted on or integrated
with an incident-light microscope). Such small indenta-
tions can be made relatively close to one another, thus
obtaining microhardness traverses with test points sepa-
rated by intervals as little as 25 µm (0.01 in.). Different
standards may be used for determining the effective dif-
fusion (hardened) case depth. These are usually defined
by the part designer, but all spell out a depth at which the
hardness drops to an arbitrarily defined value, e.g.,
50 HRC (equivalent) or 50 HV above core hardness.
Microhardness measurements are usually made on
unetched sections. Measurements of particular phases,
usually taken under smallest loads in order to fit the in-
dentation within a limited area, are made on etched sec-
tions to distinguish the microstructure. A typical
microhardness tester is shown in Fig. 44.

4. Surface Roughness Testing

Surface roughness testing is carried out by very sensitive
instruments called roughness testers or profilometers.
Such instruments are equipped with a sharp-pointed sty-
lus that precisely follows surface asperities over a stand-
ardized measuring length. Its movements are amplified
and recorded. An electronic processor calculates the re-
quired roughness parameters, e.g., center line average (Ra),
root mean square roughness (Rq), or maximum peak-to-
valley height (Rt).

Modern roughness tester models feature several op-
tions, e.g., measurement in metric or imperial units. If
required, the equipment is capable of presenting the

roughness profile graphically, with asperities magnified
electronically.

5. Metallographic Evaluation

Metallographic evaluation of a nitrided surface entails
measurement of the thickness of the white layer, depth of
the diffusion case, where revealed by etching, and an as-
sessment of microstructure. This may involve a broader
scope of possible issues, as needed, such as:

Uniformity and continuity of white layer thickness
Uniformity and continuity of diffusion case
Presence of nitrides along grain boundaries
Presence of structural flaws, e.g., microcracks
Surface decarburization
Grain size
Verification that the nitrided material is the one speci-

fied

All of the above assessments can be accomplished with
the aid of a metallurgical microscope. Typical specifica-
tions require all evaluations to be carried out at magni-
fications of not less than 400X. Modern metallographic
microscopes are equipped with filters used for image
enhancement, as well as additional optical systems, like the
Nomarski differential interference contrast (DIC), enabling

Figure 44 Microhardness tester.
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a three-dimensional view of microstructural features.
Metallurgical microscopes are also equipped with a
camera for recording microstructures. Digital cameras
transmit the viewed image to a TV monitor allowing
quantitative image analysis, simultaneous viewing by
more observers, and storing of images as digital files.

XI. TYPICAL NITRIDING FAULTS AND
THEIR PREVENTION

A. General

Heat treatment is often indiscriminately blamed for many
nonconformances. Nitriding, in particular, often receives
blame for faults both caused by this process and those
“inherited” by it. Many faults, evident only upon com-
pletion of the nitriding process, originate during earlier
stages of manufacturing. These cannot be corrected by
nitriding. Results of the nitriding process are also very
sensitive to preconditions; hence some faults may occur
during nitriding, although not caused by it. Some faults
are attributable to poor process control. A new approach,
based on control of the nitriding potential, is able to elimi-
nate some of the most common problems related to the
process itself.

B. Classification of Faults

Table 11 classifies faults most commonly encountered in
nitrided parts and tooling, originating before, during and
after the nitriding process.

C. Faults Originating During and
Attributable to Nitriding

Faults that originate during nitriding may be associated
with the adopted method, i.e., salt bath, plasma (ion), or
gas.

In the salt bath process, a typical problem is the pos-
sibility of growing an excessively thick white layer be-
cause of the very aggressive and rapid nitriding reaction
taking place in that medium. Such a layer usually con-
tains a higher concentration of nitrogen, conducive to
brittleness. Even when the salt-bath composition is well
engineered, once a part is immersed in the bath, there is
practically no in-process control. For that reason, salt-
bath nitriding has developed mainly as a short-cycle
process.

In plasma (ion) nitriding, among the most commonly
encountered problems is nonuniformity of layer thick-
ness along contours of nitrided parts. This is not usually

Table 11 Classification of Faults in Nitrided Steel Components

Copyright © 2004 by Marcel Dekker, Inc.



Korwin et al.586

encountered in gas nitriding, as seen in Fig. 45. Another
problem is the difficulty and sometimes even inability to
nitride inner surface of small and deep bore holes.

Plasma nitriding requires close control of pressure and
current density at the surfaces of the nitrided parts that
directly affect the thickness of the glow seam. More on
the subject can be found in Sec. IX of this chapter.

In conventional gas nitriding, the often-encountered
practice of using raw ammonia as the only gas is con-
ducive to high surface nitrogen concentrations, result-
ing in thick and brittle white layers. Many nitriding
shops have adopted atmospheres diluted by nitrogen or
by dissociated ammonia. Such atmospheres have proven
themselves to be advantageous, giving the process more
flexibility and producing layers with greater ductility.
The most commonly encountered faults originating
during gas nitriding and their root causes are summa-
rized in Table 12.

In potential-controlled gas nitriding, most of the typi-
cal faults connected with conventional gas nitriding are
overcome by the control of the nitriding potential.

D. Examples of Typical Faults Encountered
in Gas Nitriding

1. Nonuniformity of the Nitrided Layer

In particular, the following factors affect the uniformity
of the nitrided layer and the general results of the nitriding
process:

Local decarburization from the forging or rolling proc-
ess, not removed due to shallow machining (“skin-

ning”). This may cause the nitrided layer to be-
come thicker in affected areas, as well as induce
undesired tensile residual stresses. Deep local
decarburization causes the resultant white layer to
be excessively thick and brittle. This fault,
originating in an earlier stage of the manufacturing
process, equally affects subsequent nitriding,
regardless of method used.

Overheating during heat treatment prior to nitriding,
due to poor thermal control, usually affects cor-
ners and thin cross-sections, causing local flaking
of the subsequently nitrided surface. It may also
cause undesired tensile residual stresses. As in the
case described above, overheating during heat treat-
ment affects results of subsequent nitriding, regard-
less of method. Overheating may also occur in
uncontrolled plasma nitriding due to cathodic
sputtering.

Grinding burns may cause severe local oxidation and
inhibition or, at least, retardation of nitriding,
resulting in uneven or discontinuous layers, regard-
less of method.

Electrical Discharge Machining (EDM) usually leaves
a defected, recast layer on the surface, which may
totally or partially inhibit nitriding. For uniform
nitriding results, this defected layer must be re-
moved, usually by grinding, prior to nitriding.

For uniformity of nitriding from part to part within a
batch, it is necessary to ensure:

Temperature uniformity within ±5°C (±10°F) through-
out furnace retort.

Figure 45 Nitrided case on a gear tooth: non-uniform in plasma nitriding (left) and uniform after potential-controlled
Nitreg® process, (right).
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Table 12 Typical Faults Attributable to the Gas Nitriding Process and Their Root Causes

Figure 46 Vickers indentations. Left: conventional gas nitriding process (brittleness of surface revealed by cracks);
right: potential-controlled Nitreg® process.
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Uniformity of atmosphere chemistry within furnace
retort. This requires adequate atmosphere
recirculation within the retort.

Cleanliness of retort internals and load surface. Con-
tamination of some parts or of the furnace retort
may result in precipitation of deposits on the sur-

face to be nitrided, causing local barriers for the
absorption of atomic nitrogen.

Prevention consists of avoiding sharp corners, or where
they cannot be avoided, of running the nitriding process
at lower nitriding potential values, to limit nitrogen
concentration.

2. Brittleness of the White Layer

For a nitrided layer to have good load- bearing capacity
and not exhibit brittleness, the joint nitrogen and carbon
concentration at the surface should not exceed 8.5wt.%
[25]. In a conventional gas process, where the dissocia-
tion rate is the only measured parameter, white layer
brittleness is common. Such layers often require expen-
sive removal.

A good measure of layer brittleness is given by the
density and length of cracks formed at the corners of a
microhardness indentation. It is known from fracture
mechanics that when a hard indentor is driven into rela-
tively softer material, the material deforms to counteract
stresses formed around the indentation, until its plastic
deformability is exhausted. A more ductile material will
thus deform while a brittle material will crack.

Figure 46 shows a comparison between two indenta-
tions, both on 4340 steel, nitrided to the same specifica-
tion. In both cases the underlying diffusion case is of same
depth and the white layer of same thickness. The size of
the indentations, both made under a 30-kg load is the
same, indicating same hardness. It is seen how brittleness,

Figure 47 Comparison of microstructure of cast iron
parts, obtained with two different nitriding potentials
resulting in different degree of porosity. Etched by 3%
Nital. Magn. 400×.

Figure 48 Corner effect on H13 steel. Left: conventional gas nitriding; right: potential-controlled Nitreg® process.
Etched by 3% Nital. Magn. 100×.
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a commonly encountered white layer fault, is prevented
through control of the nitriding potential.

3. Uncontrolled Porous Zone in White Layer

The porous zone in the white layer is associated with the
formation of the ε nitride. Because of thermodynamic
instability of the ε phase at elevated temperatures,
partial recombination to molecular nitrogen occurs,
forming clusters of trapped gas, which create porosity. If
uncontrolled, this porosity will grow to the point where
the white layer becomes spongy and fragile, losing its
wear resistance characteristics. This is a serious fault of
the nitriding process whose main objective is to enhance
wear resistance. However, some porosity is considered
benign, especially in cases requiring surface lubricity and
antiseizure characteristics.

Figure 47 shows two examples of a white layer ob-
tained on a cast iron differential housing. The one with
little to no porosity and a surface hardness of 620 HV1
(top) failed in field tests. By contrast, the one with poros-
ity covering approx. 45–60% of the white layer thick-
ness and a hardness of only 520 HV1 (bottom) performed
well. The extent of porosity depends on nitriding condi-
tions, hence on nitriding potential control. In this par-
ticular case, better results were obtained with a higher
nitriding potential value.

4. Corner Effect

The “corner effect” is caused by simultaneous nitrogen
diffusion from two convergent directions, resulting in
local oversaturation. This causes local embrittlement,
hence spalling.

Although convergent diffusion at corner areas is una-
voidable, appropriate control of the nitriding potential
in gas nitriding makes it possible to avoid oversaturation
in nitrided parts of tooling while maintaining sufficient
diffusion of nitrogen in areas remote from corners.

Figure 48 shows two examples of corners of a nitrided
extrusion die, and the difference caused by appropriate
control of the nitriding potential.
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I. INDUCTION TECHNIQUE IN METAL
PROCESSING

A. Introduction

The induction technique has been around for almost 100
years, but only now have all of the pieces in place reached
their full potential. Induction heating (IH) established
itself as one of the key manufacturing technologies,
especially in the automotive, metal production, forging,
tube welding, and other metal processing industries. The
current growth of induction heating includes the medical,
food, chemical, electronics, and agricultural industries,
to name a few.

The first industrial applications of induction heating
were for melting and were developed in the United States
near the dawn of the 20th century. Induction heating
then became the method of choice for new metal melting
installations. However, it was not until the mid-1930s
that the first induction heat treating process was
developed. Nearly simultaneously, TOCCO USA and
Russia developed commercial processes for the induction
hardening of crankshaft pins and journals. This very
successful development helped to spur a new age of
induction heating, and a great number of new heating
and heat treating applications emerged throughout the
world.

Despite the complicated mathematical description
of induction heating, intensive efforts yielded the
development of the theory and methods for the
calculation of induction heating devices. The first
profound technical book on induction heat treating,

titled Surface Hardening by Induction Method [1], was
published in 1939 in Russia. Shortly after, several other
books on the theory and application of induction
heating were published in the United States and Russia
[2–5]. These publications described the physical effects
in induction systems and provided design guidelines
for heating time, power, and frequency selection for
typical applications, including mass heating, melting,
and hardening (gears and other parts). They
established a good basis for increased penetration of
the induction technique into different industries such
as automotive, military, railway transport, metallurgy,
and some others.

Many new revolutionary processes appeared in the
1950s including crystal growth and induction tube
welding. A long period of technology evolution followed
the initial pioneering period [5–12]. At the end of the
20th century, a new period of rapid expansion emerged
due to the following four factors:

Increased demand for advanced manufacturing
techniques

Microprocessor control and intelligent control
systems

Induction equipment improvements
Computer simulation of induction heating systems.

The increased demand from industry is based mainly on
requirements for highly automated, controllable, and
environmentally friendly manufacturing processes.
Induction heating has special features, which help meet
all of these requirements better than competitive
technologies in many applications.
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Microprocessor-based process control systems are
replacing control systems of previous generations in all
industries. Induction heating processes are ideal for
intelligent control due to very fast responses to control
signals, well-defined process characteristics, and
individual handling of each part.

There have been major strides made in induction
heating equipment including heat treating machines and
power supplies. The most significant of these
improvements has been in power supplies. Up until the
early 1980s, there were three types of power supplies for
induction heating processes: old motor generators,
thyristor inverters, and tube oscillators. Motor
generators generated frequencies up to 9600 Hz. Special
motor generators were made for higher frequencies, but
these were expensive and had low efficiency. Tube
oscillators were used for frequencies 66 kHz and above.
The drawbacks of tube oscillators are low efficiency, very
high output voltages (typically around 10 kV), large size
and weight, and limited tube lifetime.

Thyristor (SCR) solid state power supplies were
introduced at the end of the 1960s. They were the main
power sources for frequencies up to 30 kHz. New
“transistorized” power supplies based on IGBT and MOS-
FET transistors expanded the range of frequency available
with solid state generators to over 1 MHz. Modern units
have smaller dimensions, greater flexibility, and higher
efficiency. Some of them offer frequency variation in the
ratio of 3:1, making the new power supplies much more
versatile than their ancestors. Information about this
equipment may be found easily via the Internet, periodicals
(Industrial Heating, Heat Treating Progress, Heat Treatment
of Metals, etc.), and other sources.

The last factor, computer simulation of induction
heating systems, is also very significant. The complicated
methods of calculation were very time-consuming and
did not grant accurate results for most cases. Laborious
and expensive experiments were necessary to verify
calculations and to adjust the system performance for
the design of induction heating devices. Only a few people
at leading power supply manufacturers and in the
academia were able to provide correct results, combining
calculations, intuition, and their own experience.

That is no longer the case as the old ways are now
replaced by computer simulation. The role of computer
simulation is growing continuously throughout the world
for system study, design, and optimization, and induction
heating is no exception. The induction system design
process is now faster, more accurate, and open to a much
greater segment of the public. The results of computer

simulation can be easily disseminated even to those who
do not have a technical background. Instead of equations,
generic numbers or graphs, two-dimensional (2-D) and
three-dimensional (3-D) graphs, or color shades generated
for each individual case provide a clear depiction of the
process dynamics, which anyone can understand.

Due to the new situation, the goal of this chapter is to
give the readers an overview of the techniques, basics,
advantages, and specific features of induction heating
that make this method unique. This method, often
described by people in the industry as more art than
science, is now accessible to a much wider population.
For a more detailed understanding of induction heating
theory, the following books are recommended for the
basic [8] and more advanced [13, 14] levels. Good
sources for descriptions of induction heating applications
are contained in the following books: Electromagnetic
Induction and Electric Conduction in Industry [15],
Practical Induction Heat Treating [16], and Steel Heat
Treatment Handbook [17, 18].

Many of the referenced books are relatively old and
several of them are available only in Russian. These
references were selected to give credit to those who have
made significant, really pioneering contributions to the
induction technique. Besides just recognition, there are also
many interesting findings contained within these books,
which did not receive wide-scale implementation at that
time. Now, these ideas may be used successfully due to the
new industrial situation and an improved level of
technology.

B. Typical Applications of Induction Heating
in Metal Processing

Induction heating is used in a wide variety of applications
in the metal processing industry, from very large melting
installations (tens of megawatts) to heat treating of small
pins (hundreds of watts). Some of the processes induction
heating is used for include the following:

Melting (metal production, refining, secondary
melting, alloying, pouring, and material research)

Hot forming (rolling, pressing, forging, extrusion,
drawing, and bending)

Heat treating (surface hardening, through hardening,
tempering, annealing, and sintering)

Surface treatment (hard facing, coating, remelting, and
curing)

Bonding/joining (tube and profile welding, contour
welding, soldering, brazing, shrink fitting, and
adhesive bonding)
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Special applications (induction plasma, spectrometry,
medicine, crystal growing, and cooking)

The processes of most interest for this handbook are
found within the heat treating group.

The number of induction heating installations within
the metal processing industry continues to grow and its
use expands into other areas due to improvements in
design tools and strategies, high frequency equipment,
and general awareness of its advantages over competitive
technologies.

C. Special Features of Induction Heating

The induction heating technique has several special
inherent features, which are beneficial in many
applications. Induction heating:

Has internal heat sources
Is a noncontact heating method
Can provide high power densities
Has high selectivity of heating in the depth and along

the surface
Can work in any processing atmosphere (air, protective

gas, and vacuum)
Has very low standby losses
Does not emit any physical pollution.

These physical and technical features give the following
technological and economical advantages:

Short heating cycles and high production rates
Better metallurgical results (hardness, strength, and

ductility)
Good control and high repeatability of the process
Small or negligible surface oxidation and decarburization
Possibility to treat parts “one by one” with individual

cycle control
Low distortion due to localized heating in-depth and

along the surface
Energy costs reduction due to local heating and low

losses
Labor cost reduction in automated processes
Very short start-up times
Simpler and more economical steels and quenching

media (water or polymer solutions instead of oil)
may often be used with the same, or better, final
part properties

A process that is very friendly to the industrial environment
(no exhaust gases and other emissions, small size
of equipment with high reliability, and excellent
automation ability).

There are also some difficulties in the implementation of
the induction heating technique compared to other heating
methods. For effective heating, the part must be closely
“coupled” with the inductor, which usually requires each
part or family of similar parts to have its own induction
coil. The laws of physics and technical limitations set some
restrictions on achievable heat pattern. Induction process
and coil design involve more complicated phenomena than
other heating techniques, and are more knowledge-
demanding than traditional methods. Computer
simulation and modern manufacturing technology with
computer aided design (CAD) and prototyping methods
can provide an accurate design of induction processes,
tooling, and equipment if the user has specific knowledge
of the induction heating techniques [19].

II. BASICS OF INDUCTION HEATING

For an effective use of induction processes and equipment,
knowledge of the basics is mandatory. At the present time,
this knowledge must be in the understanding of
phenomena, rather than in the quantitative description of
dependencies and calculation methods, because computer
simulation can provide very quickly the required solution.
However, the user must know what changes to make and
how to make changes to improve the process.

A. What Is Induction Heating?

Induction heating is electromagnetic heating based on
energy absorption from an alternating magnetic field,
generated by an inductor (induction coil or coil). Only
conductive bodies can be directly heated by induction.
Nonconductive bodies may only be heated indirectly. In
this case, an intermediate conductive body (susceptor) is
heated by induction, which in turn heats the nonconductive
material by heat diffusion, convection, or radiation.

There are two mechanisms of electromagnetic energy
absorption in the process of induction heating: eddy
current losses and hysteresis losses. Hysteresis losses occur
only in ferromagnetic materials. These losses are caused by
the alternating magnetic field forcing the elementary
magnetic areas (domains) of the material to turn back and
forth following the direction of the magnetic lines. The
“internal friction” of these domains generates heat. The
contribution of hysteresis losses in the heating of compact
materials is typically very small, less than 5% at low
frequencies, and gets smaller as frequency rises. In practice,
they are not usually taken into account. In some special
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cases, the contribution of hysteresis losses could be
significant (e.g., in the heating of metal powders,
ferromagnetic particulate materials, and ferrites).

Eddy currents are induced in a conductive body by an
alternating magnetic field flowing through the body’s
cross section (i.e., by the field, “coupled” to the body).
According to the laws of physics, eddy currents must
always be closed, so there must be a conductive path or
loop for the current flow within the body. If there is no
conductive loop (e.g., in a thin, non-magnetic cut ring),
there are no eddy currents and hence no heating. If we
close the ring, there will be heating. A user of induction
heating and a designer of induction heating devices must
have good understanding of what are the possible paths
of eddy currents, which could provide an effective heating
of the required area [20].

Understanding induction heating requires knowledge
of a group of mutually coupled processes: electrical
processes in power supplying circuitry, electromagnetic
processes in induction system (loaded coil), and
electrothermal processes inside the workpiece.

B. Power Flow in Induction Heating
Installation

An induction heating installation consists of alternating
current (AC) power source (RF tube generator, transistor,
or thyristor power supply), heat station, and induction
heating coil or device (Fig. 1). Power supplies convert line
frequency (50 or 60 Hz) electrical energy into a well-
controlled power of “high frequency” current. This
current transfers energy from the power supply to a heat
station containing capacitors and a matching
transformer. The role of the heat station is to match an
induction coil to the power supply. A power supply can
deliver rated power to the load when the load impedance
is in a narrow range close to rated voltage divided by the
rated current of the generator. When the induction coil
impedance does not fit this value and we need high power

from the power supply, precise matching must be made.
The heat station usually contains a matching transformer
and capacitor battery. The matching transformer changes
the load impedance proportionally to the square of its
ratio. For multiturn coils or large single turn radio
frequency coils, their impedance may be high enough and
the coil may be connected to the power supply without a
matching transformer. For surface heat treating coils, a
transformer is almost always required.

The other component of heat station, capacitor battery,
is required for compensation of the coil reactive power.
The induction coil cannot transfer all the electrical power
supplied by the heat station into thermal energy as
resistance heaters do. A significant part of the total power
(a.k.a. apparent power, or kilovolts amperes) is “reflected”
from the induction coil and returns back to the supplying
circuitry. This reflected power is called reactive power
(inductive reactive power). There is no sense to allow the
reactive power to overload an expensive power supply.
Capacitors help to solve this problem. When alternating
voltage is applied to capacitors, they generate capacitive
reactive power, which compensates the inductive power.
Thus, reactive power oscillates between the coil and
capacitors (Fig. 2). This part of high frequency circuitry is
called the resonant or tank circuit. Ideally, the power supply
must deliver only active power to the tank circuit. However,
some solid state power supplies require a small portion of
reactive, usually capacitive, power for their operation, too.
This power may be provided by additional capacitors
inside the power supply, or by the heat station capacitors.
Typically, the capacitors are installed on the primary side
of the transformer in parallel to the primary winding. When
the coil voltage and frequency are high enough, it is better
to install capacitors on the secondary side. In the first case,
the transformer must be designed for the whole apparent
power of the coil (big transformer). In the second case, the
transformer is small, but capacitors may be larger than in
the first case because of the lower voltage applied to them.

The amount of apparent power absorbed by the part
(workpiece or charge) depends on the coil current,

Figure 1 Conceptual layout of an induction heating
installation.

Figure 2 Power flow among power supply, heat station,
and induction coil.

Copyright © 2004 by Marcel Dekker, Inc.



595Design Principles for Induction Heating and Hardening

frequency, coil design, size, and material of the workpiece
and their mutual position. A ratio of absorbed (active)
power to apparent power is called power factor or
“cosine phi” (cos phi) because it equals the cosine of the
phase angle shift between the coil voltage and the current
waveforms. The ratio of reactive power to active power is
called the quality factor Q; this term comes from the
radio technique where low losses and resulting large Q
values are beneficial. In induction heating, the lower the
Q values are, the better. Quality factor is approximately
equal to the inverse value of the power factor. Power
factor usually drops when frequency or coupling gap
between the coil and the workpiece grows. Power factor
is typically 0.15–0.35 for medium frequency range (up to
20 kHz) and 0.05–0.2 for radio frequency. It means that
at radio frequency, reactive power may be 20 times higher
than active power. However, in some applications, the
power factor may be as high as 0.5, even at 1 MHz. In
many cases, especially in small and medium sized
installations, the capacitors and matching transformer
are inside the power supply cabinet and the coil is
connected directly to the power supply. Recently
developed, small, handheld or portable matching
transformers with attached coils may be connected to the
power supply with a flexible cable. This configuration,
which is available now for power up to 60 kW, is
becoming more and more popular in the industry.

Almost all components of induction heating
installations are “standard” because they may be found in
the market. Only the induction coil should be developed
individually for a particular application. Induction coils
may be designed by the original equipment manufacturer
(OEM), by the final user, or by a “coil company”
specializing in induction coil manufacturing. In many
applications, the induction coil is the most critical
component that affects the whole installation performance
(efficiency, product quality, equipment lifetime, etc.).

C. Electromagnetic Processes in Induction
System

The heat station must deliver to the coil electrical energy
at voltages and current levels dictated by the coil. Currents
flowing in the coil turns (ampere turns) generate
alternating magnetic fields in surrounding space. The flux
of magnetic fields (magnetic flux) flows around the coil
conductors in a closed loop (magnetic field path). In
simple cylindrical coils (Fig. 3), magnetic flux density B
(magnetic induction), or corresponding magnetic field
strength H is much higher inside the coil than in the

external space, where magnetic fields return more widely
distributed in space (magnetic field back path). If a
conductive body is placed inside the coil, it gets heated by
induced eddy currents. A tube is the best body shape to
demonstrate how induction heating works. In the general
case, magnetic flux flows in the gap between the tube and
coil internal diameter (ID), in the tube wall, and inside the
tube. According to the law of electromagnetic induction
(Faraday’s law), alternating magnetic flux flowing
through any contour generates an electric field
(electromotive force) of the same frequency in this
contour. If the contour is formed by nonconductive
materials (e.g., a plastic tube), this electric field is
distributed along the contour and there is no
manifestation of electromotive force. If the contour is
made of conductive materials but is not closed, the
electromotive force drives the electric charges of the
conductor to the edges of the contour and voltage
appears between the sides of the opening. This voltage,
which may be measured by a voltmeter, is proportional
to magnetic flux, flowing through the contour and
frequency of the field variation:

(1)

where Φ is magnetic flux, B is magnetic induction, A is
the area encircled by the contour, f is frequency, and k is
a coefficient depending on the unit system.

If we connect the ends of the contour, thus forming a
ring or a tube, the electromotive force will drive the current
around the contour. The value of this induced (eddy)
current is the ratio of the electromotive force (or induced
voltage) to the resistance of the ring or tube (Eq. (2)):

Figure 3 Magnetic field lines for a simple cylindrical
induction coil. (Courtesy of UIE; from Ref. 20.) Other
Figures, which are provided courtesy of UIE, will be
referenced in the Acknowledgements.
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(2)

where I is the eddy current per unit of tube length, and R
is tube resistance per unit of length, calculated in the same
manner as for a direct current (DC) flowing around the
tube circumference.

Eddy currents generate heat according to Joule’s law,
similar to traditional resistance heating:

(3)

where Pw is the workpiece power per unit of length.
Sometimes induction heating is called “resistance heating

by induced currents,” which is true, but the resistance
heating stage is only a small part of a long chain of processes
taking place in an induction heating system. Equation (3)
and the process description correspond to induction
heating at “low frequency.” At low frequency, the absorbed
power is proportional to frequency squared and is inversely
proportional to the workpiece resistance (material
resistivity). This heating mode is not favorable for industrial
application due to low efficiency. We can say that the
workpiece is transparent to the magnetic field and power
absorption is low. These conditions are typical for fixtures
and other system or structural components, which must
not be heated when located in the magnetic field of the coil.

If frequency increases, absorbed power should grow
quickly according to Eq. (3). However, an opposite process
takes place simultaneously when the frequency grows.
Eddy currents generate their own magnetic field (field of
reaction), which, inside the body, is in the opposite direction
to the coil field. This field of reaction reduces magnetic flux
inside the workpiece and hence diminishes the eddy
currents and absorbed power. A simultaneous influence
of these two phenomena provides a complicated
dependence of absorbed power with frequency variation.
However, if the magnetic field strength on the surface is
constant, the absorbed power always grows with
frequency, very fast at low frequency and much slower at
high frequency.

It is important to note that a part of the magnetic field
of reaction is coupled to the coil turns, where it induces
an electromotive force of reaction. As a result, the coil
impedance changes, usually drops, and power factor
always grows. Only in the case of heating of magnetic
materials at relatively low frequency can the impedance
of the loaded coil be higher than for the empty coil.
Change of the coil impedance during the heating process,
or from one heating cycle to another can provide valuable
information for process monitoring. Numerous coil
monitors work on the principle of measuring coil
impedance variation due to the load reaction field.

D. Skin Effect and Reference Depth

In the threshold case of “high” frequency, the field of
reaction compensates for the field of the coil inside the
workpiece. A magnetic field attenuates in the workpiece
material before it reaches the tube ID, or the central part
of a solid cylinder. As a result, eddy currents flow in a
surface layer of the workpiece only. This phenomenon is
usually called “skin effect.” When skin effect is well
pronounced, relatively simple relationships exist between
the frequency and magnetic field intensity, on one hand,
and the induced current and absorbed power, on the
other hand. Because electromagnetic processes are
concentrated in the surface area of the conductor, it is
convenient to consider specific surface and volumetric
values instead of total current and power values. A
magnetic field with density B0 on the workpiece surface
induces current I0 in the surface layer (per unit of the
body length along the magnetic field lines):

(4)

where µ0 is the permeability of air (magnetic constant)
and H0 is magnetic field strength.

Power density per unit of surface equals:

(5)

where ρ is the electrical resistivity of the material, and δ  is
the reference (penetration) depth.

Reference depth depends on the frequency and material
properties and does not depend on the body shape:

(6)

where ρ is in ohm centimeters and f is in hertz. The
permeability of material µ is a relative dimensionless value.

Table 1 and Fig. 4 show reference depth values for
different materials and frequencies. They range from
several centimeters for non-magnetic materials at low
frequencies to fractions of a millimeter at high
frequencies, especially for magnetic materials.

Reference depth plays a fundamental role in induction
heating theory. It allows us to evaluate easily the skin
effect in an induction system, to select the proper
frequency for heat treating and other processes, to predict
the power distribution inside the workpiece cross section
and the power variation in the process of heating. If
characteristic dimensions (cylinder diameter or plate
thickness) are smaller than the reference depth, it is
considered a low frequency case. If these dimensions are
larger than 4δ, it is considered a high frequency case. For
tubes, there may be a case where the tube diameter is
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much larger than δ, but the wall thickness is much less. In
this case, a more complicated criterion must be used. If
the product of wall thickness and diameter is less than δ 2,
the frequency is low; if the product is greater than 4δ 2,
the frequency is high.

Another example that is important for an
understanding of the laws of induction heating is the
heating of a thin disc. Consider a case where the disc
thickness t is less than the reference depth δ but the disc
diameter D is several times larger than δ. Is it possible to

Figure 4 Reference depth values for different materials and frequencies. (From Ref. 20.)

Table 1 Reference Depth Values for Different Materials and Frequencies (in Centimeters)
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heat the disc at this frequency effectively? For the correct
answer, the disc orientation in magnetic field must be
considered (Fig. 5). If the disc surface is parallel to magnetic
lines (longitudinal heating), the characteristic dimension
of the disc is its thickness t and the process efficiency will be
very low because of too low a frequency (t<δ ). If the disc is
located perpendicular to magnetic lines (transversal
heating), both dimensions are important and a criterion
Dt/δ 2 must be calculated. If this criterion is more than 2,
heating is efficient; if it is less than 1, heating is low efficient.

It is clear from the above considerations that the
definition of frequency as “low” or “high” is very relative.
From the point of view of induction theory, a frequency of
50 or 60 Hz may be “high” (e.g., when heating aluminum
ingots or slabs). At the same time, a frequency of 100,000
Hz may be “low” for effective heating of thin plates such
as knife blades or saw teeth above the Curie temperature.
However, in the induction heating industry terminology,
there are three or four main frequency ranges: low, up to 3
kHz; medium, from 3 to 20 kHz; high, from 30 to 100
kHz; and RF, above 100 kHz. This classification or similar
classifications are based on tradition and certain technical
differences in equipment at different frequencies, and not
on electromagnetic effects in the induction system.

E. Workpiece Power

Equation (5) for the absorbed power calculation is the
same as the formula for the power generated by a current
flowing uniformly in a layer δ. This simple formula is very
convenient and widely used in practice. However, it is
necessary to know that in reality, current and power are
not distributed uniformly in the layer δ. Current density
J and power density Pv are distributed exponentially with
a distance x from the surface (Fig. 6):

(7)

where J0 and Pv0 are current and power density on the surface,
respectively.

Only 63% of current and 86% of power are located in
the layer δ . These exponential distributions are correct
only for a flat thick body with constant electromagnetic
properties (ρ and µ). For multilayer ferromagnetic materials
and nonflat bodies, the current and power distributions
are complicated and may be correctly found by computer
simulation, or, in some cases, by sophisticated analytical
methods. Some examples of real power distribution are
given further.

Total power absorbed by a workpiece at high
frequency may be found as a product of specific power P0

and the body surface Sw exposed to a magnetic field. This
method of power calculation may be used at any
frequency when the power absorption coefficient (power
transfer factor) K is added (Eq. (8)):

(8)

As it was shown earlier, at low frequency, the absorbed
power is proportional to frequency squared. Because the
reference depth is inversely proportional to the square
root of frequency, coefficient K at low frequency is
proportional to frequency to the power 1.5. For a well-
pronounced skin effect in the body with constant
properties, the coefficient K is always equal to one. It
means that at high frequency, the absorbed power is
always proportional to the root square of frequency for
the constant magnetic field strength on the surface.

Figure 5 Longitudinal (right) and transversal (left) heating
of a disc.

Figure 6 Ideal current and power density distribution in
the depth of a workpiece. (From Ref. 20.)
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In order to keep low electrical losses in induction coil
conductors, their thickness must be higher than the
reference depth. We do not consider here multilayer coils
or coils made of special stranded cables (Litzendraht or
Litz) [14, 15], where the optimum thickness of individual
strips or wires is less than the reference depth, whereas
the overall copper cross section is much thicker. Electrical
losses in induction coils are approximately proportional
to the root square of frequency. It means that at high
frequency, the power and coil losses vary with frequency
in the same manner and the coil efficiency reaches its
threshold value, which no longer depends on frequency.
This is a general rule, which must be slightly corrected in
particular cases by account of end effects and other
phenomena.

The power transfer factor depends on the workpiece
shape and the ratio of characteristic dimensions of the
workpiece cross section to the reference depth. For a simple
geometry, such as a solid or hollow cylinder, plate, square,
or rectangular profile, coefficient K is tabulated. A transfer
factor for a solid non-magnetic cylinder with diameter d is
drawn in Fig. 7 vs. the ratio d/δ, often called “electrical
diameter.” Electrical diameter is proportional to the root
square of frequency. The transfer factor for a solid cylinder
grows continuously with frequency, asymptotically
approaching the value K=1. Practically, efficiency reaches
its threshold value at d=8δ. The transfer factor for a plate
with thickness d has a maximum K=1.12 at d/δ=3.14 and
then tends to K=1 with increasing frequency. It means that
for longitudinal heating of plates, there is a small
maximum of efficiency, after which efficiency slightly drops
and then remains almost constant as frequency grows.

For tubes, the transfer coefficient K depends on both
the electrical diameter d/δ  and the electrical wall thickness
t/δ  (Fig. 8.). If the wall thickness is less than half of the
radius (t/d<0.25), the transfer factor curve has a maximum,
whose value and location are frequency dependent. The
location of the maximum corresponds approximately to
the relation td/δ2=4. The thinner the tube is, the higher is
the maximum value of K and the greater is the frequency at
which the maximum occurs. It means that thin tubes may
be heated with higher efficiency than thick tubes or solid
cylinders with proper frequency selection.

F. Electromagnetic Effects in Induction
Systems

The complicated real distribution of magnetic field, current,
and power in the induction system may be described by an
interaction of different so-called effects. Besides the already
discussed skin effect, there are proximity effect, coil effect,
effect of magnetic concentrator, and end and edge effects
of the coil and the workpiece.

1. Proximity Effect

Proximity effect describes a fact that induced current
tends to flow as close as possible to the inducing current.
When a coil loop is positioned above the flat workpiece,
the induced current tends to follow the coil geometry
(Fig. 9). For higher frequency and smaller coupling gap,
the proximity effect is more pronounced. The same effect
takes place in the busswork. With high enough skin effect,
the oppositely directed currents flow close to each other
(i.e., on internal sides of the bussbars) (Fig. 10).

Figure 7 Transfer factor for plate and solid non-magnetic
cylinder vs. their characteristic electrical dimensions.
(From Ref. 20.)

Figure 8 Transfer factor vs. electrical thickness for tubes.
(From Ref. 20.)
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2. Coil Effect

High frequency current is distributed uniformly on the
conductor circumference only in the case of a single
straight round rod or tube. In a cylindrical coil, the
current will flow mainly on the internal surface (ID) of
the winding. This phenomenon is called the coil effect.
Actually, the coil effect is a manifestation of proximity
effect in the coil turns. The currents on the opposite sides
of ID attract each other, whereas the currents of the same
direction in neighbor conductors push one another out
from the sides of the profile. If the straight conductor is

bent, current tends to flow on the side of the lower radius
of bending. A widely used saying that “current takes the
shortest way” is closely related to the coil effect. In
external induction coils, the proximity and coil effects
work in one direction (Fig. 11), whereas in internal (ID)
coils, they work in opposite directions. Coil effect forces
the current to flow on an ID surface and proximity effect
moves current to the coil outer diameter (OD), closer to
the workpiece surface. The resulting distribution depends
on a combination of the system dimensions, material
property, and frequency. The application of magnetic flux
concentrator (magnetic core) is strongly recommended
for all ID coils in order to assist the proximity effect in
overcoming the coil effect.

3. Effect of Magnetic Flux Concentrator

The effect of the concentrator (Magnetic Slot Effect) is
extremely important in induction technique [19]. A C-
shaped concentrator made of nonconductive
ferromagnetic materials (laminations, ferrite, and
magnetodielectric composite), attached to the conductor,
pushes a current to the open side of C (Fig. 12). The
influence of concentrators on the coil parameters and
power distribution in the workpiece will be discussed in
Section IV.

4. End Effects in Cylindrical System

End effects are caused by magnetic field irregularity near the
ends of the workpiece or the coil. Figure 13 shows both
effects for a relatively long induction coil with a cylindrical

Figure 9 Induced current flow for a coil above a flat
workpiece demonstrating the proximity effect. (From
Ref. 20.)

Figure 10 Induced current flow for parallel bussbars
demonstrating the proximity effect. (From Ref. 20.)

Figure 11 Current distribution for an external induction
coil showing the proximity and coil effects. (From
Ref. 20.)
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load inside. On the right side (zone b), the magnetic field is
weaker due to the coil end effect. It results in a smooth
decline of power along the workpiece. Near the workpiece
end (zone a), magnetic field lines tend to “cut” the edge of
non-magnetic cylinder. It leads to more flux coupled to the
metal, higher current induced, and higher absorbed power
in this area. This effect gets stronger when frequency grows.
Simultaneously, the length of the end effect zone gets shorter.
The zone of end effect for a non-magnetic cylinder is one
diameter or five reference depths, whichever is smaller. For
non-magnetic material, the workpiece end effect is always
positive (power increases to the end). For magnetic material,
the end effect may be positive or negative (power decreases),
depending on frequency, cylinder diameter, and material
properties [14, 20, 21].

At low frequency, it is always negative. It means that for
low temperature heating such as for tempering operation
on tubes or shaft ends, underheating of the end area may
be a problem and increasing frequency is recommended to
achieve uniform heating. When heating ferromagnetic
material to high temperature, the end effect can change
from negative to positive in the process of heating mainly
at the Curie point, resulting in a quick temperature
redistribution along the workpiece end. In a real induction
system, the coil and workpiece end effects interfere.
Balancing a proper selection of frequency and the coil
position or length allows the designer to provide a uniform
or required gradient heating of the workpiece end. A
coupled electromagnetic and thermal 2-D simulation
program such as Flux 2D provides an accurate description
of end effect dynamics during the heating process.

5. Electromagnetic Effects in Slab

Electromagnetic effects in bodies with a rectangular cross
sections are more complicated due to two types of effects:
end effect and edge effect.

Edge Effect in Slab

When a long body with a rectangular cross section is
heated in an oval induction coil, the magnetic field
strength is constant along the slab perimeter. Induced
currents flow around the cross section as shown in Fig.
14. In the central area of the cross section, the current
distribution corresponds to the regular skin effect
phenomenon. Approaching the slab edges, the currents
tend to cut the edges and turn to the back path, taking
“the shortest path.” The skin effect opposes this tendency
and, as a result, different current patterns take place at
different frequencies. When frequency is low (slab
thickness is less than two reference depths), the current
turns back relatively far from the edges and the whole
edge area is underheated. For high frequency (high skin
effect), currents flow in a thin surface layer and the edge
areas are overheated because of heating from three sides,
instead of two sides, in the regular zone (Fig. 14a). It was
shown that the most uniform power distribution in the
slab width occurs when the reference depth is 3.14 times
less than the slab thickness (Fig. 14b). For high
temperature heating, a higher frequency is required for
the most uniform heating because additional power is
necessary to compensate for additional thermal losses in
the edge area [14]. If the slab is not wide enough, the edge
effects from both sides of the body interact and there is
no regular zone corresponding to heating of a very wide
plate. A body with a square cross section may be
substituted for a cylinder with the same cross section for
the calculation of absorbed power and temperature
distribution. The single difference is that for a square
cross section, the very corners are always underheated
(local minima) because of higher thermal losses and

Figure 12 Magnetic slot effect. (From Ref. 20.)

Figure 13 End effects for a long induction coil for heating
a cylinder.
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reduced heat source densities (currents cut the corner,
taking the shortest path). Using a higher frequency results
in better heating of the corners.

End Effect in Slab

End effects in slab are principally the same as for
cylindrical workpieces, with power increase in the end
area at any frequency for non-magnetic bodies and
possible power decrease for magnetic bodies when
frequency is low. The single difference is that for a wide
slab (plate), the end effect is more pronounced than in a
cylindrical system.

There are also special areas (the 3-D corners) where
end and edge effects interfere. The electromagnetic field
structure in this area is very complicated and difficult for
analysis due to the 3-D nature. Some results (Fig. 15)
have been obtained by means of computer simulation
only recently. Figure 15 shows the power density in the 3-
D corner area for a non-magnetic stainless steel slab with
a ratio d/δ  equal to 4.1. The areas in white correspond to

the highest power density and those in black correspond
to the lowest. With this ratio, there is relatively strong
end effect in the system and the edge effect is positive also.
In the 3-D corner, these two effects combine to make this
the area of highest power absorption [22].

In bodies with small cross section especially for
materials with high thermal conductivity such as
aluminum alloys, these 3-D areas are not important due
to fast temperature equalization by heat diffusion.
However, for heating of big slabs of materials with low
thermal conductivity, such as titanium alloys, the 3-D
end-edge effects must be taken into consideration.

G. Electromagnetic and Thermal Properties
of Materials

In the process of heating, the electromagnetic and thermal
properties of materials vary. The electrical resistivity of all
metals grows with temperature, resulting in reference
depth increase and higher power absorption (Fig. 16).
For carbon steel, resistivity at 900°C is six to eight times
higher than at room temperature. For austenitic stainless
steel, the difference in resistivity levels is much lower, less
than two times. The resistivity of graphite remains almost
constant with temperature variation in very wide range.
Many nonconductive-at-room-temperature materials
such as salts, oxides, carbides, and glasses become
conductive at high temperature and may be heated by
induction. External start heating is required in order to
start the process [15, 20].

Figure 14 Edge effect for slab heating. (a) Induced current
flow near the edge of the slab (edge effect) for low and
high frequencies. (b) Power distribution in width at
different frequencies.

Figure 15 A 3-D computer simulation of slab heating
showing power density distribution in a 3-D area.
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The magnetic permeability of steels and other
ferromagnetic materials drops significantly before the
temperature reaches Curie point, after which the material
becomes completely non-magnetic. Figure 17 shows the
variation in the electromagnetic properties of steel as a
function of temperature, with µ1 and µ2 representing
surface permeabilities at two different levels of saturation.
The corresponding values of reference depth δ1 and δ2 grow
gradually with temperature until the Curie point, where
they increase sharply with temperature. Above the Curie
point, the reference depth continues to grow slightly due
to resistivity increase with temperature rise. Resistivity and
permeability variation with temperature influence the coil
parameters and power source distribution during heating.
The thermal properties of materials also depend on the
temperature, especially near the points of structural or
phase transformation (austenization point, melting point,
etc.). Material property temperature dependence may be
accurately accounted for by means of a computer
simulation of the process.

For magnetic materials, the permeability depends on
magnetic field strength. On the workpiece surface, the
field strength is high and permeability is relatively low:
typically 6–25 for surface hardening and 30–60 for
through heating. The magnetic field strength drops with
distance from the surface and the permeability grows
correspondingly, reaching a maximum (600–1000 for
carbon steels) and then declines to the initial permeability
value.

H. Temperature Distribution in Induction
Heating Processes

There are two major applications of induction heating:
surface hardening and through or mass heating for
forging, rolling, extrusion, and other operations. In
surface hardening, the goal is to heat a surface layer above
the austenization temperature before quenching. The core
of the workpiece may remain relatively cold. In mass
heating, the entire cross section should be heated
uniformly, or with a specified gradient.

With flame heating, all the heat power should flow
through the surface from outside to inside, resulting in
large temperature gradients near the surface, which
restrict power density and heating speed. The maximum
temperature is always on the surface. Induction heating
is heating by internal sources. Therefore, on the
workpiece surface, the heat flow is always directed outside
the body due to heat losses. Maximum temperature is
always inside the body. In surface hardening processes,
these heat losses are very small compared to the absorbed
power density, and maximum temperature is very close
to the surface (Fig. 18). In high temperature mass heating,
these losses may be of the same order as the absorbed
power and maximum temperature shifts inside the body
(Fig. 18). Finally, in temperature holding processes, the
surface losses must be equal to induced power. After a
long holding process, the temperature distribution is
uniform in the body core with reduction near the surface.

Figure 16 Resistivity of metals as a function of temperature.

Figure 17 Variation of electromagnetic properties of steel
with temperature and corresponding reference depth.
(From Ref. 20.)
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The higher the losses are, the higher is this “inverse”
temperature gradient between the workpiece surface and
the center in the process of holding. At higher frequencies,
overheating of the core is less than that at low frequency.

The goal of the designer is to provide the optimum
combination of power, frequency, and time in order to
obtain the required temperature distribution at the end
of the process (e.g., before quenching or extrusion).

I. Heat Source Distribution Dynamics in the
Process of Induction Heating

In the process of heating, the material properties vary
with temperature, and heat source distribution varies,
too. This phenomenon is very favorable for surface heat
treating of steels. At the beginning of heating, the steel is
magnetic and its resistivity is relatively low. The reference
depth is small and the power density drops quickly with
distance from the surface (Fig. 19). As temperature rises,
the power penetrates deeper into the material due to
increasing resistivity. When surface temperature reaches
Curie point, the outer layer of steel becomes non-
magnetic. It leads to a dramatical change in power
distribution due to electromagnetic field “reflection”
from the magnetic core. Power density drops slightly in

the non-magnetic layer, grows (reaching a maximum in
the magnetic transient zone), and then drops very quickly
inside the magnetic core. The marked curves in Fig. 19
correspond to the end of the heating process showing
this phenomenon. This power distribution is very
favorable for fast and efficient heating for steel
austenitization.

The fastest and most efficient heating takes place when
a non-magnetic layer is 0.3–0.6 of the reference depth
value calculated for hot steel. This ratio is usually used
for the selection of optimal frequency for induction
hardening (Table 2). With higher ratios of hardness depth
and reference depth (i.e., for too-high frequency), power
and temperature gradients inside the hardness depth are
larger and it is necessary to reduce power and to increase
heat time in order to avoid surface overheating. The
temperature of the core and the total energy for the
heating cycle also increase due to longer heating. With
too-low frequency, power penetrates too deep, resulting
again in a higher temperature of the core and increased
energy demand. In addition, at lower frequency, power
density is higher, resulting in larger power supply. Plus
the coil lifetime may become problematical due to heavy
loading of the copper. The Curie point for carbon steels,
which are typically hardened by induction, is 710–780°C
(i.e., just below the temperature of austenization).
Additional temperature rise is required for the completion
of the austenization process.

When heating completely non-magnetic materials,
power distribution is less favorable. It is parabolic in the
workpiece radius or thickness at low frequency, and
drops exponentially from the surface at high frequency.

J. Induction Coil Parameters Variation
During the Heating Process

In the process of heating, the coil parameters can
significantly change due to changes in the workpiece
material properties with temperature. This effect is
especially strong when heating a magnetic part to a
temperature above the Curie point. Variation of the coil
parameters in the process of heating is very important
for the coil matching to the power supply and for power
delivery to the workpiece. Coil impedance and resistance
variation are especially strong for surface hardening coils
because they usually work with a small coupling gap.
Multiturn inductors for high temperature through
heating have a big coupling gap with thermal insulation.
Their impedance does not change much, but the coil
resistance and power factor variation may be large.

Figure 18 Temperature distribution in workpiece radius
for surface hardening (right side) and mass heating and
holding (left side). (From Ref. 20.)
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Figure 20 shows the variation in the coil impedance,
reactance, and resistance for induction heating of carbon
steel cylinder with diameter of 4 cm at 3 kHz. The coil
inner diameter is 6 cm. At the beginning of the process,
the coil impedance grows due to increasing resistivity, but
then decreases as permeability starts to decline and the
impedance drops to the level corresponding to a non-
magnetic workpiece. The coil and workpiece power
variation depend not only on the coil parameter variation,
but also on the mode of power supply operation. Many

modern power supplies can work in three operation
modes: constant coil current, constant coil voltage, or
constant power. For the case of constant voltage applied
to the coil of the previous example, the coil power remains
almost constant for the first 20 sec (Fig. 21). When the
workpiece surface reaches Curie point, the coil power
grows and then drops to a final level. The overall power
variation is less than 1.7 times. For constant current
operation mode, the power variation is more than three
times. The induction coil parameter variation is very
important for both the heating process and the power
supply selection and performance.

K. Electrodynamic Forces in Induction
Heating Systems

Electrodynamic forces are caused by the interaction
between the magnetic field and currents (Lorentz forces),
or between magnetic field lines and magnetic masses. Both
kinds of forces may be described as a side pressure
between the magnetic lines and tension along the lines.

Figure 19 Power density (left) and temperature distribution (right) at different stages in a surface hardening process.

Table 2 Optimal Frequency for Induction Surface
Hardening Processes
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This rule, proposed by the father of electromagnetism,
J.Maxwell, is very simple and illustrative. In a generic
induction system, there are three types of “active” bodies
that influence the magnetic field distribution and in its
turn are influenced by the magnetic field: induction coil
turns (copper), nonconductive magnetic pieces (magnetic
flux controllers), and conductive magnetic or non-
magnetic workpiece. Magnetic field lines enter the
concentrator perpendicular to its surface and the forces
applied to the poles tend to move them inside the area
with high magnetic field strength (i.e., closer to the surface
of the workpiece and inside the coupling gap of the coil).

On the contrary, under the coil face, the field lines are
almost parallel to the surface and there are forces of
pressure applied to the copper surface current-carrying
layer. Forces applied to magnetic workpieces (Fig. 22) are
the forces of repulsion under the coil face and the forces
of attraction under the concentrator poles. The sum of
the forces applied to all the components of the system
equals zero at any moment of time. The designers of
induction systems often do not pay attention to
electrodynamic forces and believe that they are
unimportant for the process of heating and for induction
system performance. This is true for smallpower, high
frequency induction heating installations, but there are
many processes where electrodynamic forces must be
accounted for.

Electrodynamic forces are proportional to the square
of the magnetic field strength and therefore have a
permanent (static) component Fc and alternating
component with magnitude Fa. Alternating force varies
in time at double the frequency of the coil current:

(9)

where ω is an angular frequency ω=2πf, C is a coefficient,
and F, Fa, and Fc are forces per unit of body surface.

If the skin effect is well pronounced, the static force Fc

and the magnitude of alternating force Fa do not depend
on frequency. It means that with higher frequency, the
ratio of absorbed power to applied force gets smaller
and, at radio frequency, forces are almost always small.
Electrodynamic forces are especially high when heating
materials with low electrical resistivity (aluminum and
copper alloys) at low frequency.

Figure 20 Variation in coil resistance (bottom line),
reactance (marked line), and impedance (top line) in an
induction hardening process.

Figure 21 Variation in inductor power for a constant
voltage output mode of operation: coil losses (lower curve),
workpiece power (marked curve), and total coil power
(upper curve).

Figure 22 Electrodynamic forces in an induction heating
system. (From Ref. 20.)

Copyright © 2004 by Marcel Dekker, Inc.



607Design Principles for Induction Heating and Hardening

There are several effects caused by electrodynamic
forces in induction systems:

(a) Induction coil deformation caused by the static
component of electrodynamic force

(b) Additional distortion of heated workpiece
(c) Coil turn vibration, which can damage electrical

insulation and cause failure of brazed seams.
(d) Liquid metal stirring and shape deformation
(e) Strong vibration of the system components and noise
(f) Attraction of magnetic chips or bits of scale from

the workpiece to the coil turns, causing short
circuiting.

These effects are mainly negative for the process and coil.
At the same time, liquid metal stirring may be positive,
providing better uniformity of the melt temperature and
composition in an induction furnace (Fig. 23). Small
quantities of molten metal may even be levitated by the
magnetic field (levitation melting) without physical
contact to the crucible [20].

III. INDUCTION COILS

A. Induction Heating Coils

The term “induction coil” or “work coil” denotes a
current-carrying conductor in close proximity to a
workpiece to be heated [23]. The induction coil is the most
critical component of an induction heating installation,
which defines process efficiency and product quality. An
ideal induction coil must meet the following requirements:

Provide a specified heat pattern
Have parameters favorable for matching to the power

supply (high impedance and power factor)
Have a high efficiency
Provide easy loading and unloading of workpieces
Have a satisfactory lifetime
Have low sensitivity to changes in the part dimensions

and positioning within the specified range
Meet special needs such as quenchant supply,

atmosphere, material handling, incorporation into
the machine structure, etc.

The importance of each of these requirements in a given
application depends upon the process. For heat treating
pins or small shafts, having a high efficiency is not so
important. For larger heat treating applications, such as
single-shot axle hardening, which require high power,
the efficiency and matching to the power supply are the
most important after heat pattern quality [24].

B. Induction Coil Styles

All induction heating coils can be classified into two
families based upon the relationship between the magnetic
flux direction and the part surface, longitudinal or
transversal inductors. Longitudinal inductors create
magnetic field with lines flowing along the main axis of
the part. The field lines are perpendicular to the main axis
or part surface for transversal ones. Within these two
families, there is a large number of induction coil
geometries used, but only a few types of them are
common in the metal processing industry.

For through heating of long tubes, bars, and billets
with round, square, and other cross sections, cylindrical-
type inductors are typically used (Fig. 24). These induction
coils have good electrical efficiency, high power factor,
good reliability, and good uniformity of heating. In
addition, this style of inductor often does not need a
transformer because it is possible to change the number
of turns to match the coil directly to the power supply. In
high temperature applications, cylindrical inductors have
thermal insulation to protect the coil turns from
radiation and to obtain good thermal efficiency (Fig. 3).

Another type used for through heating is the oval
inductor (Fig. 25). Oval inductors are often used for
heating slabs as well as bars and billets with reasonable
lengths. The difference between the performance of oval
induction coils and traditional cylindrical inductors is
that the axis of the part may or may not be the same as
the axis of the workpiece(s). The bars may be located
either parallel or perpendicular to the magnetic field lines

Figure 23 Electrodynamic forces causing metal stirring in
an induction crucible furnace. (From Ref. 20.)

Copyright © 2004 by Marcel Dekker, Inc.



Nemkov and Goldstein608

inside the coil. Therefore, oval inductors can be members
either of the longitudinal or the transversal family.

For through heating of thin bodies such as thin slabs,
plates, and strips, a flat transverse flux inductor (Fig. 26)
is often used. As its name implies, this type of inductor
belongs to the transversal family, Magnetic flux
controllers (see Section IV) are almost always used for
this type of induction coil. Transverse flux inductors have
a much lower frequency demand and higher electrical
efficiency than solenoidal-type inductors. However,
generated power is distributed nonuniformly in the
workpiece width, and special measures must be taken in
order to obtain good temperature uniformity.

For through heating of rings, small plates, wires, or
discs, a transformer-type inductor may be used. There
are two types of transformer inductors: those with an
open magnetic circuit (Fig. 27) and those with a closed
magnetic circuit (Fig. 28). Inductors with open magnetic
circuits are used for heating discs or other parts, which
are placed in the gap in the magnetic circuit. Inductors
with closed magnetic circuits are used for heating rings
and short tubes.

Local heating applications (mainly represented by
surface hardening) require different styles of induction
heating coils. The goal is to heat uniformly only a specified
area on the surface of the part with a defined temperature
gradient in-depth. The heating of adjacent areas is not
required and is actually undesirable in most cases.

For local heating of shafts, single-turn cylindrical
inductors (Fig. 29) are often used. Single-turn inductors
provide heating mainly underneath the face of the
inductor. They almost always require a transformer for
matching to the power supply.

Figure 24 Solenoidal-type inductor heating a cylindrical
rod. (From Ref. 20.)

Figure 25 Transversal heating of cylindrical bars in an
oval-type inductor. (From Ref. 20.)

Figure 26 Flat transverse flux inductor for continuous
heating of strip. (From Ref. 20.)

Figure 27 Transformer-type inductor with open magnetic
circuit for heating of small plates. (From Ref. 20.)
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Another type of inductor used for local heating
applications is called a clamshell or clam inductor (Fig.
30). When the current is flowing through them, clamshell
inductors behave like single-turn inductors. The
difference is that clamshell inductors can be opened for
part loading and unloading. Clamshell inductors are for
parts that cannot be loaded inside cylindrical inductors,
or unloaded from them after a joining operation. A
typical example is the hardening of crankshaft pins and
journals. Special attention must be paid to the contact
area design and maintenance for a reliable operation of
these inductors.

Another type of local heating inductor is the singleshot
inductor (Fig. 31). Single-shot inductors are used for
heating a large area of a rotating cylindrical workpiece,
such as a shaft. Magnetic flux controllers are used on
single-shot inductors for local temperature control and
improvement of the coil electrical efficiency and power
factor.

For local heating of flat surfaces, a hairpin (Fig. 32)
induction coil is often used. Like single-shot inductors,
the electrical efficiency of hairpin inductors is dramatically
improved through the application of magnetic flux
controllers. For hairpin inductors, due to the laws of
physics, the induced current and corresponding power
density at the centerline must be zero, so temperature
along the centerline is lower than under the conductor
faces. Therefore, with hairpin-style inductors,
temperature uniformity under the conductor face is not
as good as for other choices. However, they are very
effective when used for induction scan hardening
operations. Single-shot coils are similar in design to
hairpin coils for heating rotating cylindrical parts.

Figure 28 Transformer-type inductor with closed magnetic
circuit for heating of rings. (From Ref. 20.)

Figure 29 Single-turn inductor for the local hardening of
shafts.

Figure 30 Clamshell-type inductor with manual operation
for crankshaft hardening. (From Ref. 10.)

Figure 31 Single-shot style inductor for heating of rotating
shafts.
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Pancake inductors (Fig. 33) produce a circular heat
pattern. The temperature at the center is less than that
under the face of the inductor because the power density
at the center is zero. They are often used for surface
hardening, or joining of discs or plates (e.g., for brazing
of copper or aluminum heat dispensers to the bottom of
cookware). Magnetic flux controllers improve
significantly the performance of pancake inductors. They
reduce the underheating of the central area, and increase
efficiency and power factor.

If a single path needs to be heated, such as a bearing
race or machine way, a vertical loop (Fig. 34) or
splitn-return inductor (Fig. 35) is typically used. The heat
pattern produced by both of these induction coils is
concentrated under the face of the main (central) leg of the
inductor. Magnetic flux controllers are almost always used
for this style of induction coil because they increase coil
impedance, improve efficiency, and lead to increased
concentration and better utilization of power in the
workpiece.

For heating of internal surfaces, such as sleeves,
internal gears, or bearing races, internal diameter
inductors are used. There are three common types of ID
inductors: single-turn ID (Fig. 36), multiturn ID, and
hairpin ID (Fig. 37). Magnetic flux controllers
significantly improve the electrical efficiency, power factor,
and coil impedance of ID inductors. With small ID
inductors, there is limited space for magnetic flux to
return inside the inductor. If the same coil current is
supplied, the inductor with magnetic core generates a
much higher magnetic flux and subsequent power
transferred to the workpiece. For small multiturn ID coils,
the return leg for the current passes through the coil ID,

which reduces the space for magnetic flux to flow even
further. A magnetic flux controller must be used in such
coils for the process to work at all.

Many real-world inductors for heat treating are
combinations of different types of inductors described
above. All coils have leads of various designs (busswork
and flexible cable) for connection to the power supply or
heat station. Real coil assembly may also include
components for part fixturing, quenchant supply,
sensors for process monitoring and control, shields,
thermal insulation, and other devices [19, 20, 24].

For example, Fig. 38 shows a multiturn ID coil that
has three water systems. One is for the copper winding
cooling. The second is for permanent cooling of the part
outer diameter. The third is for quenchant supply. The
quenchant is delivered through channels machined in the
magnetic core, which is made of Fluxtrol® B
magnetodielectric material (MDM) [19].

C. Induction Heating Coil Manufacturing

The technology for induction coil manufacturing can have
a significant influence upon the induction coil
performance and lifetime. Work coils are typically made
from copper tubing or solid machined blocks and are
almost always water cooled [16, 23]. Induction coil
failures are caused by one of the following reasons:

Damage due to mechanical impact
Copper cracking due to thermal stresses from cyclical

overheating
Braze joint failure due to overheating and/or

mechanical stresses

Figure 32 Hairpin-type inductor used for heating a flat
part. (From Ref. 20.)

Figure 33 Pancake-style inductor for heating a circular
area on a flat plate. (From Ref. 20.)
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Over heating due to insufficient cooling flow
Deformations caused by electrodynamic forces
Arcing due to contact with the part
Short circuiting between turns on multiturn inductors

due to electrical insulation damage, or metallic chips
from the workpiece

Magnetic flux controller deterioration, or failure due
to overheating

Arcing in or overheating of connections due to poor
contact.

The induction coil manufacturing technique must address
all of these issues to provide reliable operation. Some of
the guidelines for induction of coil manufacturing are
given below.

The prevention of failure due to mechanical impact is
the most difficult to address in the coil manufacturing
stage. The best way to prevent “crashes” is to use good
handling equipment and to ensure good dimensional
tolerances of the incoming parts. If it must be addressed
from the coil side, then the induction coil must have a

robust design and/or incorporate protective components.
To minimize mechanical damage, protective components
can include a sacrificial or protective material between the
coil face and the workpiece to absorb the impact.
Robustness can be provided by a structural
nonconductive material, such as G-10, or use a heavy-
walled copper tubing. Another danger in the event of
impact is electrical damage caused by arcing between the
part and the coil. To prevent this, there is a special
grounding control device, which automatically shuts
down the system in the case of contact, preventing
significant damage due to arcing. Both mechanical and
electrical damages can be limited in some cases through
the use of a slightly larger coupling gap. Using a larger
coupling gap will have a negative impact upon heat pattern
controllability, power factor, and electrical efficiency, so
this option should be used as a last resort.

Figure 34 Vertical loop inductor for local heating of a flat plate.

Figure 35 Split-n-return inductor for local heating of a
flat plate.

Figure 36 Layout of a single-turn ID induction coil (left) and
coil view without the upper piece of a magnetic flux controller.
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Copper overheating occurs due to insufficient cooling
in heavily loaded inductors or high temperature
applications. For heavily loaded inductors, oxygen-free
high-conductivity (OFHC) copper should be used in coil
manufacturing. It has better service properties than
standard copper. Both OFHC and standard copper
should be annealed prior to bending or forming and
after for removal of the cold work induced in the
manufacturing process. For applications with rectangular
copper cross section, the corners should be round, like in
standard round-cornered square copper tubing. For high
temperature applications, a protective layer, such as a
refractory spray coating or protective liner, should be
applied to the surface of the inductor.

Braze joint overheating is one of the most common
forms of induction coil failure. Power losses tend to
concentrate in the copper conductor corners, where the
braze joint is located. The best way to eliminate this failure
is to not use braze joints wherever possible, using bending
or forming instead. When brazing is necessary, attention
must be paid to joint design and proper selection of the
filler metal(s). Copper silver alloys are best for induction
coil brazing. The use of electrical solders instead of brazing
is not recommended.

In low to middle frequency applications, coil
deformations or insulation damage due to
electrodynamic forces can occur. Although not part of
the coil manufacturing technology, one way to limit the
potential for deformations is to increase the frequency.
With regards to the coil manufacturing technology, there
are two main choices for reducing deformation. The first
is to use heavy-walled copper tubing, which gives the
induction coil more rigidity. The other choice is to provide
additional support through a nonconductive structure,
made, for example, of G-10 or coil potting in cementlike
or resin materials.

Short circuiting between the turns is common for high
frequency, high voltage inductors. For these induction
coils, two levels of insulation may be used. The first level
should be either an electrical varnish or a nylon coating
applied on the entire copper coil head, typically in a hot
dipping process. The second level should be a solid
dielectric material between the inductor turns. Teflon is
the most popular material for the second level, but other
materials such as Mica, Kapton, or Mylar may be used.

IV. MAGNETIC FLUX CONCENTRATION AND
CONTROL

A. Principles of Magnetic Flux Control

In induction heating, the heat pattern is dependent upon
the distribution of the magnetic flux in the workpiece.
The magnetic field distribution is a function of the
induction coil copper geometry, frequency, workpiece
(geometry and material(s)), and other materials in close
proximity to the induction coil.

Magnetic flux controllers are a powerful tool in
induction heating technology [25, 26]. Recently, a better
understanding of their role in different induction heating
systems has been obtained through the use of computer
simulation with experimental validation. The simulation
results show that the proper use of a magnetic flux
controller is always beneficial in an induction heating
system. The degree and the type of system improvement
depend upon the coil type and dimensions [25]. They can
play different roles in induction heating installations and,Figure 37 Layout of a hairpin ID induction coil.

Figure 38 Multiturn ID coil with separate quenching and
cooling systems.
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in various applications, are being named as concentrators,
controllers, diverters, cores, impeders, or screens.

1. Magnetic Field Control

A highly conductive material, such as copper block, in
close proximity to the induction coil will divert the
magnetic flux away from it. These highly conductive
materials are often used as diverters or screens to prevent
or to reduce unintended heating of induction system
components, such as parts of the material handling
machine or workpiece zones adjacent to the area to be
heated. For example, if a copper ring (often called a
Faraday or “robber” ring) is located near the end of a
cylindrical induction coil, it will prevent magnetic field
penetration into the area beyond it. Faraday rings always
reduce the induction coil efficiency because their action is
based on generating eddy currents. These eddy currents
“repel” the magnetic field. The eddy currents generate
heat and, oftentimes, the Faraday ring requires water
cooling. These highly conductive materials can be referred
to as deconcentrators.

A magnetic material in close proximity to the induction
coil will attract the magnetic field to it. Materials that reduce
the reluctance of the path for the magnetic field in induction
heating systems are called magnetic flux concentrators.
When a magnetic flux controller alters the path of the
magnetic field, it also alters the induction heating coil
parameters. The concentrator “attracts” the magnetic field
and directs it toward the desired heating zone of the
workpiece. Concentrators usually have a positive effect on
the induction coil efficiency. At the same time, the magnetic
flux in the concentrator causes what are called magnetic or
core losses. Core losses are heating due to hysteresis and
eddy currents in the concentrator. Every magnetic material
has core losses when exposed to an alternating magnetic
field. Core losses increase with increasing frequency and
flux density. The heating that occurs is usually small
compared to the power in the workpiece and losses in the
copper coil, and is removed through thermal contact with
the water-cooled induction coil.

Of the two types of magnetic flux controllers,
concentrators should be used instead of deconcentrators
whenever possible in induction system design.
Deconcentrators have a negative effect on many
parameters of the induction installation, such as coil
impedance and electrical efficiency reduction, whereas
concentrators tend to improve the system performance.
Concentrators are also the most commonly used in the
industry for magnetic field and heat pattern control. In

the rest of this chapter, deconcentrators will not be
discussed further and only the role of concentrators as
magnetic flux controllers will be covered.

2. Power Distribution

Heat pattern control, process repeatability, and coil
reliability are more important than energy savings in
many processes, such as local case hardening. On many
parts with complicated geometries (tulips, bearing rings
with grooves, etc.), the required hardness pattern may
not be obtained without flux controllers.

When coils or parts of a coil are connected in series,
the concentrator strongly increases the magnetic flux and
specific power in the place where it is applied. The power
density under the coil may increase by more than two
times for external cylindrical coils [27], and by over three
times for a flat one. In coils with parallel current circuits,
the application of controllers can redistribute currents
smoothly between sections and can effectively control
temperature distribution.

Proper application of magnetic materials can also
protect machine components against unintended heating.
Magnetic flux shielding makes it possible to incorporate
induction coils into small spaces inside the production
lines without undesirable heating of adjacent machine
components and without interference with the control
systems and sensors. Flux shielding can also protect parts
of the workpiece from undesired heating. For example,
thin plates of magnetic materials can solve a problem of
backtempering of previously hardened area adjacent to
the zone to be heated [25].

Figure 39 illustrates the shielding effect for a singleturn
coil in an ID bearing ring race hardening application. The
coil has a complex machined profile in order to produce
an approximately uniform heat pattern. The magnetic
flux controller in this application fulfills three roles:
improvement of the heat pattern under the coil,
improvement of the coil electrical parameters (efficiency,
power factor, and current demand), and shielding of the
flange against heating. Without a concentrator (Fig. 40),
strong overheating of the flange takes place with less
uniform and shallower heating [25].

3. Induction Coil and System Parameter
Improvement

Oftentimes, when a magnetic flux controller is applied,
the induction coil parameters are improved dramatically.
One example of this is a local heating application. In this
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application, the goal is to harden an area on the face of a
flat part. Typical local heating applications are seam
annealing, bearing race hardening, machine ways
hardening, etc. Usually, one of two induction coil styles is
used for this process: split-n-return or vertical loop [27].
In both of these coil styles, the use of magnetic flux
concentrators is very beneficial.

Figure 41 shows the temperature profile produced by
a split-n-return-type coil with concentrator and Fig. 42
shows the temperature profile for an inductor with the
same dimensions, but no concentrator. The heat pattern
for the coil with concentrator is more focused, whereas
the bare inductor produces a wider temperature
distribution. The heat penetration depth for both
inductors is approximately the same. The more focused

Figure 39 Magnetic field lines and power sources density
map produced by coil with Fluxtrol A concentrator. Black
corresponds to the highest power density; white
corresponds to low power density; and grey corresponds
to negligible power density.

Figure 40 Magnetic field lines and power sources density
map produced by bare coil. Same legend as in Fig. 39.

Figure 41 Final temperature distribution, split-n-return
coil with concentrator.

Figure 42 Final temperature distribution, split-n-return
coil without concentrator.
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heating leads to better power utilization in the workpiece
and reduced power demand. Table 3 shows a summary
of the electrical parameters for the two cases. It is clear
that the application of a magnetic flux controller on split-
n-return inductors provides drastic improvements in
terms of efficiency, required power, coil impedance, and
power supplying circuitry performance.

Figure 43 shows the temperature profile produced
with the vertical loop coil with concentrator and Fig. 44
shows the temperature profile for the inductor without
concentrator. Similar to the split-n-return inductors, the
coil with concentrator produces a more focused heat
pattern in width than that without a concentrator,
whereas the depth of heating is close to the same. The
electrical parameters of the vertical loop coil show even

greater improvement by the concentrator than for the
split-n-return one (Table 3) [27].

B. Materials for Magnetic Flux Concentrators

Requirements for magnetic flux controlling materials in
induction heating processes can be very severe in many
cases. They must work in a very wide range of frequencies,
and possess sufficient permeability and saturation flux
densities. The concentrator permeability required is
strongly dependent upon the application.

Unlike transformers or electrical motors, almost all
induction coils have an open magnetic circuit. The magnetic
field path includes not only the area with concentrator, but
the workpiece surface layer and the air between the surface

Table 3 Electrical Parameters for Split-n-Return and Vertical Loop-Style Induction Coils with and Without
Concentrator in Local Heating of Flat Bodies

Figure 43 Final temperature distribution, vertical loop
coil with concentrator.

Figure 44 Final temperature distribution, vertical loop
coil without concentrator.

Copyright © 2004 by Marcel Dekker, Inc.



Nemkov and Goldstein616

and the concentrator, which cannot be changed. Therefore,
the reluctance of the magnetic path is only partially
dependent upon the concentrator permeability. For the
same coil current, the workpiece power increases with
increasing concentrator permeability very quickly at first,
but then it approaches asymptotically the threshold value.
At the same time, losses in the induction coil increase slowly
with increasing concentrator permeability. Computer
simulation shows that for most induction heating
applications, the threshold value for workpiece power
occurs when concentrator permeability is less than 100.
For high frequency induction heating applications (greater
than 50 kHz), the threshold value occurs at lower levels of
permeability [20–40]. Therefore, increasing the
permeability to higher values will not improve the coil
parameters.

Besides electrical and magnetic properties, magnetic
flux controllers must have stable mechanical properties
and exhibit resistance to elevated temperatures from
losses in the concentrator and radiation from the heated
part surface. In heat treating and brazing, the material
must withstand hot water attack, quenchants, and active
technological fluxes. Machinability is also a very
important property for successful application of flux
controllers because it allows you to obtain the exact
concentrator dimensions necessary to assure consistent
results and precise magnetic field control.

1. Material Types

Three groups of magnetic materials may be used for
magnetic flux control in induction heating systems:
laminations, ferrites, and magnetodielectric materials [27].

Laminations

Laminations manufactured from silicon steel are a
traditional material for low frequency electrical
equipment including induction melting or forging
furnaces, matching transformers, cores, etc. The main
frequency range of their application is below 10 kHz.
The technology of manufacturing and the application of
traditional laminations are mature techniques and it is
difficult to expect significant improvements of their
properties. New amorphous laminations have much
lower losses than laminations, but they are expensive
and the technology of manufacturing is more difficult.

Laminations have high permeability and high
saturation flux density Bs=1.8–2 T (18,000–20,000 G)
(Fig. 45). The Curie point is about 700°C. For that
reason, laminations can theoretically work at elevated

temperatures if they are protected against chemical
degradation such as intensive oxidation in air, or rusting
in water.

Laminations of different types including grain-
oriented silicon steels are available in thickness of 0.05–
0.2 mm. Each individual lamination is coated with an
insulating material several microns thick to prevent
shorting between adjacent laminations and to reduce
chemical degradation. A thickness of 0.1–0.2 mm is used
usually for audio frequencies of 1–10 kHz. Very thin
laminations (0.05 mm) may be used up to 100 kHz under
conditions of intensive cooling [27].

An inherent feature of laminations, very important
for induction heating applications, is that they work well
in plane-parallel fields only when a magnetic flux passes
along the sheets. If a component of the magnetic field is
perpendicular to the sheet plane, significant eddy currents
are induced and intensive heating of the material occurs
in laminations of any thickness, resulting in rapid
concentrator destruction.

When comparing laminations to other magnetic
materials, one must consider the space factor (ratio of the
length of magnetic material to the total length of a stack of
laminations). Usually copper separators are placed between
6 and 12 mm stacks of laminations to remove more easily
the heat generated in laminations by eddy currents and
hysteresis losses. The insulation and the stacking factor (ratio
of the length of lamination to the total length) cause a
reduction in the space factor. Real space factor accounting
sheet insulation and separators are about 0.75–0.85 for
simple linear coils and notably less for cylindrical coils,
especially ID coils where it can be as low as 0.5. This leads to
a corresponding reduction of equivalent saturation flux
density to 1.3–1.5 T, instead of 1.8–2 T, and a proportional
decrease in equivalent permeability.

Mechanical properties of laminations are not
favorable for induction heating applications. Typically,
they require special fixtures and cooling systems, and
may not be used as a construction material. In addition,
the application of laminations to induction heating coils
is a labor-intensive operation as all laminations must be
stacked individually. Furthermore, machining lamination
is a relatively difficult operation.

Ferrites

Ferrites are ceramic-like materials with magnetic
properties varying in a wide range depending on the
composition and technology of manufacturing. They are
widely used in electronics and electrical engineering due
to their high permeability (in weak fields), high electrical
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resistivity, and low magnetic losses. Different kinds of
ferrites may cover a very wide range of frequencies up to
and above 100 MHz. These materials are generally
isotropic and can work in three-dimensional fields.

Different types of ferrites are widely used in
communications and electronics due to their high
permeability in weak magnetic fields and relatively low
magnetic losses. However, ferrites have some properties
that limit their application in the induction heating
technique. Ferrites have relatively low saturation flux
densities, Bs<0.5 T (5000 G), and the Curie points are
typically less than 250°C. Above the Curie temperature,
the material becomes non-magnetic. At elevated
temperatures (e.g., 160°C), the saturation flux density and
permeability decrease, resulting in strong temperature
dependence of the concentrator performance. Although
chemically inert, ferrites are sensitive to thermal and
mechanical shocks. Due to their high brittleness, they crack
easily under mechanical impact, or when temperature
shocks or gradients occur in their volume. They are also
very hard and not easily machinable, requiring careful
grinding or diamond cutting. This property is very

unfavorable for induction heating applications, where a
small quantity of concentrators with different shapes is
the typical situation.

Magnetodielectric Materials (MDM)

These materials are made from soft magnetic powders and
dielectric materials, which serve as binders and electrical
insulators of the particles [26]. The magnetic properties of
these composites depend on the properties of their
constituents and the technology of manufacturing. MDMs
have a valuable combination of electromagnetic, thermal,
and mechanical properties, adjustable in a wide range to
match particular process requirements. Modern materials
and technologies permit us to provide a complex of
magnetic, mechanical, thermal, and chemical properties
for effective use in the induction heating systems.

MDMs are well known in power electronics,
communications, and radio electronics due to their thermal
stability and quasi-linear properties. The components for
these industries usually have simple shapes (rings, cups,
and rods) and have very large production volumes. Similar

Figure 45 Magnetization curves for laminations, ferrites, and magnetodielectrics.
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to ferrites and laminations, these MDMs are not easily
machined and do not fit well to induction heating
requirements. Machinable MDMs, represented mostly by
the Fluxtrol and Ferrotron families of materials, now
cover almost all of the world’s induction heating market
demands. They are produced by pressing magnetic powder
mixed with a binder, which then undergoes a thermal
treatment according to special technology.

MDMs for induction heating applications have varying
degrees of anisotropy. Permeability and saturation flux
density are minimal in the direction of pressing and
maximum in perpendicular directions. The degree of
anisotropy depends on material composition and
technology of manufacturing. Anisotropy is significant in
low frequency materials (Fig. 46, curves A and A’) and is
less significant or negligible in high frequency materials. A
coil designer must take anisotropy into consideration to
achieve the optimum results in MDM application.

The Fluxtrol and Ferrotron materials have been
designed specifically for use in the induction heating

industry. These materials all have excellent machinability,
chemical stability, temperature resistance, and good
magnetic properties. The family of materials contains
materials specifically designed for the low frequency
(below 30 kHz), medium frequency (30–200 kHz), and
high frequency (above 200 kHz) ranges. The high
frequency materials generally have lower permeability and
saturation flux density. Sometimes, a combination of
materials with different permeabilities may be used for
smooth heat pattern control in challenging applications.

MDM Application Technique

In the case of single-turn coil, net shape or machined
MDM pieces may be applied to the water-cooled coil
tubing directly. Soft soldering of MDM to the coil copper
provides the best heat transfer. This method is possible
only for Fluxtrol A. A thin layer of thermally conductive
epoxy filled with alumina, silica, or metal powder, when
properly applied to the copper, provides excellent
bonding and superior heat removal.

Figure 46 Permeabilities of magnetodielectric materials: Fluxtrol A’-Fluxtrol A in a direction of pressing.
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In multiturn coils, the MDM pieces must be insulated
from the coil copper in order to avoid electrical shorts
and subsequent thermal breakdown. Low frequency
MDMs have electrical resistivity sufficient to prevent the
origin of induced eddy currents in the concentrator body
but not enough to withstand high external electrical
voltages. One millimeter of silica-filled epoxy compound
or silicon resin is usually sufficient for attaching the
concentrator to multiturn coils for heat treatment.

For high voltage coils (>500 V), better electrical
insulation, such as mica sheets, must be provided and a
separate means of MDM cooling may be required.
Properly applied MDMs have been working on some
induction heating coils for many years without
degradation (Fig. 38).

V. INDUCTION PROCESS AND COIL
DESIGN TECHNOLOGY

The design of induction processes and coils may be very
different even when the parts to be treated look similar
(e.g., axles or shafts). The same axle can be hardened by a
static single-shot or scanning process with many variations
in coil design and operating conditions (frequency, power,
time, scanning speed, and quenching method).

The traditional practice of process and coil design is
based mainly on an empirical approach and “rules of the
thumb.” Many induction coils are improperly designed.
In some installations, this results in poor heat pattern
control, low efficiency, low power factor, poor metallurgical
results, and short induction coil lifetime. The situation with
induction processes and coils may be explained by the
complexity of the involved processes (electromagnetic,
thermal, mechanical, and hydraulic). Solving some
problems, such as coil copper or part cracks, requires a
fundamental study with a multidisciplinary approach. In
the meantime, the development of the methods and
programs for the mathematical simulation of induction
systems and new materials and technologies constitutes a
good base for process and coil enhancement.

A. Designed-for-Induction-Heating Strategy

Sometimes, small changes in heat treating specifications
and part manufacturing process flow lead to a drastic
simplification or complication of the process and coil
design. Hence, a reasonable compromise must be found
to adapt the specifications to the nature of induction
heating. A detailed examination of the process

specifications must include hardness pattern, tolerance
of specified parameters, part handling method, sequence
of operations, etc. Sometimes, the part material and
geometry can be changed for better matching to the
induction heating technique.

To take full advantage of induction heating, some
companies have begun using a Designed-for-Induction-
Heating (DFIH) strategy [28, 29]. It is important to
consider that induction hardening can provide higher
hardness and better mechanical properties than
traditional hardening of the same steel. In addition, many
materials respond differently to induction hardening than
furnace hardening. DFIH is a new process design strategy
where the part and heat treatment specifications are
formulated with an account of the special features of the
induction technique [28, 29]. It is necessary that the part
designer and the process engineer understand the
specifics of induction heating in order to simplify the
manufacturing process. Dimensional tolerances, basic
surfaces, and the sequence of mechanical and heat treating
operations all must be considered in the DFIH strategy.

The DFIH strategy includes the following:

1. Material selection: The selection of a material that
fits well to the conditions of very fast heat treating
cycles is the first consideration in the DFIH strategy.
A fine-grained structure is required for fast diffusion
process completion during austenitization. It is
desirable to avoid materials that require oil
quenching. Oil does not fit well to the induction
heating treating lines. Water and polymer solution
spray quenchants are best for induction processes.
Because only a portion of the part volume is being
heated, it is easier to quickly extract the heat during
quenching. Some alloyed steels can even be quenched
with forced air. In some applications with small case
depth for alloyed steels, the possibility of self-
quenching due to heat soaking inside the part
should be considered.

2. Part geometry: In the part geometry design, it is
necessary to avoid sharp edges and internal
corners. External sharp corners will tend to
overheat, causing stress concentration, which may
lead to possible part cracking. In addition to edges
and corners, orifices or holes can cause
complications in the induction heating process and
coil design. Too steep variations of shaft diameter
can also lead to problems with heating processes.

3. Sequence of operations: The sequence of the
mechanical and heat treating operations can have
an influence upon the induction heat treating
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process. One example could be a gearshaft with a
relatively thin wall, which needs to have both
internal and external splines machined during the
manufacturing process and the internal spline
must be surface hardened. It is more simple to
heat treat the internal spline before the external
spline has been machined because the equivalent
wall thickness will be greater, which helps to avoid
through hardening.

4. Hardness pattern specification: With induction
heating, the induced current lines must be closed
or continuous. For this reason, it is difficult to
harden uniformly a rectangular spot on a flat
surface. One solution for this problem is to move
the heat source loop across the spot for uniform
heating. Another possibility is to slowly heat the
perimeter of the closed loop area and wait until
the heat diffuses across the whole area. By
specifying smooth hardness patterns (Figs. 47
and 48), the design process can be greatly
simplified.

The examples used above were mainly focused on surface
hardening. In other applications, such as brazing or
soldering, the DFIH strategy may be even more important.

B. Modern Induction Coil and Process
Design Technology

In the past, induction heat treating processes and coils
were designed based upon “rules of thumb” and the
“trial and error” method. Now, there are new tools and
opportunities available to induction coil and process
designers such as computer simulation, possibility to
use power supplies with almost any frequency between

50/60 Hz and 500 kHz, and a wider selection of
materials for magnetic flux control. To fully utilize these
improvements requires a different approach to
induction process and coil design. The authors
recommend the following five-step induction coil design
procedure for complex applications:

1. A detailed analysis of engineering specifications
and industrial conditions

2. Induction coil style and process-type selection
3. Computer-aided design of the coil
4. Coil manufacturing
5. Coil tests and validation.

1. Detailed Analysis of the Engineering
Specifications and Industrial Conditions

The first stage of the coil design is a detailed analysis of
process specifications. There are many different
situations regarding the part that must be heat treated,
which can simplify or hinder the induction heat treating
process design. Often, the initial specifications to the part
hardening are created without an account for the
particular features of induction technique and cannot be
reached because of restrictions laid by the laws of physics
or technical limitations on power density, active materials
properties, etc. In other cases, the specifications are very
favorable for induction heating because the part has been
designed using the DFIH strategy. Another case could be
when the process exists already, but has problems such
as part cracking or undesired through heating, low
production rate, etc. Oftentimes, better parts and an
improved process can be achieved with only minor
modifications to the specifications.

The laws of continuity of magnetic flux (div B=0,
where B is the magnetic flux density vector) and of
electrical current (div J=0, where J is the current density

Figure 47 Favorable (right side) and unfavorable (left side)
geometry for induction hardening of an axle fillet area.

Figure 48 Favorable (right side) and unfavorable (left
side) hardness pattern specifications for an axle flange.
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vector) are the main “restrictive” laws in the induction
technique. Due to the law of magnetic flux continuity, the
magnetic field lines must always be closed. After they
pass through the “work area” under the face of the coil,
they must return back around the coil turns that carry
the current, the driving force of the magnetic field. The
currents and power sources induced in the workpiece
have bell-shaped distribution in a direction perpendicular
to the coil current flow (Fig. 49). By varying the coil profile,
frequency, and coupling gap, and especially by applying
magnetic flux concentrator, a designer can control this
distribution within certain limits, but cannot change its
nature completely. Figure 49 shows the influence a
concentrator has on power distribution in a two-layer
(non-magnetic/magnetic) workpiece imitating the part at
the end of a surface hardening process.

According to the law of current continuity, eddy
currents induced in a certain area must return back
somewhere on the surface layer of the workpiece, causing
material heating on this “current back path” area. In
cylindrical induction systems, this law does not impose
any restrictions because the heat pattern forms a natural
close loop. For local heating with hairpin, “split-nreturn,”
and some other coil styles, this additional heating in
unintended areas may be a serious problem. The variation

of the coil copper geometry and the application of magnetic
flux controllers are sufficient for the elimination of this
unintended heating in some cases. In others, local air, water,
or quenchant shower cooling may be used during the
heating cycle for cooling the back path area.

2. Induction Coil Style and Process Type Selection

The second stage of the process and coil design is
choosing the heating method and the coil style, in
combination with a preliminary choice of frequency and
power. In many cases, the same specifications may be met
using different coil styles. For example, a relatively short
shaft with a variation in diameter may be surface
hardened using a scanning, single-shot, or static heating
technique with corresponding coil designs. Each method
has its own advantages and disadvantages. The single-
shot method permits us to heat relatively easily the zone
of fillet due to the favorable natural current density
distribution (Figs. 50 and 51).

Power density is highest at the root where heat
soaking into the part core is high, and much less on the
corner where heat soaking is small. Additional heat
pattern control by application of magnetic flux
controllers and by variation of coupling gap or coil bar
width can provide the desired hardness pattern on both
diameters and in the zone of diameter change [24].

It is much more difficult to do this with a scanning or
static coil (Fig. 51). Here, the maximum power density is in
the corner, where the energy demand is smallest and there
is a lack of power at the root. A special coil profile and
significant coupling gap variation are required to obtain
acceptable results with the static heating method. Single-
shot coils are also much more favorable for automatic
part handling fit well to high production rates. At the same
time, these coils are more heavily loaded because the coil’s

Figure 49 Influence of magnetic flux concentrator on
power density distribution (top) and magnetic field lines
(bottom) in a workpiece.

Figure 50 System layout and heat sources pattern. Heating
with a single-shot style coil. Frequency, 20 kHz.
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copper covers only a part of the surface to be heated.
Special attention must be, therefore, paid to the coil design
in order to prevent overheating of the copper and coil
failure. In addition, a designer must consider the
electrodynamic forces, which can cause coil deformation.
Single-shot coils need to be rigid enough to withstand these
forces and coil reinforcement is usually required.

Both static and single-shot methods require high
power and provide short heating times. Compared to
these methods, the scanning method requires much less
power and is widely used for “smooth” shaft hardening.
When there is “smooth” shaft diameter variation in a
scanning process, either the speed, the power level, or
both can be changed to achieve the specified hardness
depth. However, if there is a significant and steep diameter
variation, these control methods are insufficient. A
scanning process with a short linear coil, similar to an
abbreviated single-shot coil, is a relatively new technique
and can help in these cases. The short linear coil combines
the benefits of the single-shot and scanning methods and
should be considered for complex geometries if the
production rate is relatively low.

The first and second stages of coil development require
good experience from the designer in aspects of induction
heating, metallurgy, and material processing techniques.
Certain calculations are necessary for a correct choice of
the coil style, frequency, power, and production rate. At
these stages, it is very difficult to formalize the problem
and solve it mathematically. The experience and the
intuition of the designer are very important here. The
application of magnetic flux controllers for heat pattern
control and/or coil performance enhancement must be
considered at these stages as well [24].

3. Computer-Aided Design and Engineering
of the Coil

The third stage is determining the coil dimensions and
operating conditions. The goal of this stage is to find the
optimal combination of coil design and operating
conditions (frequency, power density, heat time, scanning
speed, etc.) to ensure an efficient, high-quality heating of
the specified area. The optimization of the coil geometry
is a complex problem. In addition to high efficiency and
correct heating pattern, a coil must be mechanically strong
and reliable. For this reason, many designers make
scanning machined integral quench (MIQ) coils with a
big radial dimension. This leads to high current demand
and low efficiency of the coil, mainly due to poor
utilization of the power transferred into the workpiece
and increased losses in supplying circuitry. A solution
may be found in the application of magnetic flux
controllers, which concentrate power in a desired area of
the workpiece and reduce the current demand.

Computer simulation is a very effective tool at this
stage. Due to the large variety of heat treating processes
and part geometries, it is difficult to expect that one single
universal program will cover all the needs of the coil
design. Coupled (electromagnetic plus thermal) 3-D
programs may be considered as the most universal and
adequate codes for this job. However, there are no 3-D
coupled packages on the market that could be able to
handle general induction heat treating systems at this
time. Some software packages hope to add this capability
soon. ID coupled and 2-D coupled or electromagnetic
programs may be successfully used for practical needs in
coil design [22, 30].

This stage of design requires knowledge of induction
heating techniques, and practical experience in computer
simulation and coil manufacturing technology. It provides
input data for the coil engineering (theoretical copper
profile, magnetic flux controller type and dimensions, etc.)
and process parameters (cycle time, power, coil current,
voltage, efficiency, and power factor) required for a choice
of supplying circuitry components and power supply. The
real induction coil with all the required constructive
components (feet, concentrators, quick change adapter if
required, quenchant supply for MIQ coils, etc.) must be
engineered after the copper coil head cross section is
finalized. The technology of coil manufacturing must also
be developed at this stage. A final choice of materials,
machining and joining operations, and electrical and
thermal insulation must be made.

Usually, coil designers do not use computer simulation
at this stage, but rely only on existing technology and

Figure 51 System layout and heat sources pattern. Heating
with a multiturn static style coil. Frequency, 20 kHz.
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experience. However, computer simulation may also be
very useful at this stage. It can provide valuable
information on maximum temperatures of copper and
concentrator materials under different conditions of
heating and cooling to assure coil reliability. Even if water
cooling is intensive and the average temperature of copper
during the treatment cycle is not high, local overheating
can occur. This causes significant stresses and an
accumulation of defects. The resulting surface
microcracks lead to further increases in the local
concentration of losses and stresses. The cracks grow,
causing coil copper failure. Mechanical loads due to
electrodynamic forces and machine operation accelerate
the process of failure. The calculation of electrodynamic
forces affecting the workpiece and coil components may
also be important. The computer simulation of copper
heating with local optimization of the coil profile can help
to reduce high local temperatures without notable affects
on the heat pattern and coil parameters.

Coil engineering drawings and manufacturing
specifications are the outputs of this stage. Cost analysis
and long-term experience clearly demonstrate that the
best available materials and solutions, even if more
expensive, must be used if they provide better coil
performance and longer coil lifetime. The coil design is
now completed, but not the coil and process development.

4. Coil Manufacturing

The fourth step is coil manufacturing. The level of
manufacturing technology and discipline is as important
for coil quality as its design. The parameter most sensitive
to manufacturing technology is the coil life. Although the
main technological solutions must be established at the
engineering stage, some changes are often required to
fulfill or simplify a manufacturing process. Special
attention must be paid to the technology of magnetic flux
controller application. In addition, tests should be made
to ensure the hydraulic, electrical, and mechanical
soundness of the inductor.

5. Coil Testing and Validation

The final stage of development is the coil tests. They
include a test of coil performance and an analysis of the
results (metallurgy, distortions, etc.). In the case of
unsatisfactory results, a minor coil or operating condition
adjustment may be done on site; otherwise, a return to
one of the previous stages may be necessary. One of the
most effective methods of coil adjustment and final tuning

is the modification of magnetic flux controllers. Although
changes in copper profile require significant coil
rebuilding, the modification of some types of controllers
may be easily done during testing. For example,
controllers made of magnetodielectric materials may be
removed, reshaped, and reinstalled onto the coil. When
the required results are achieved, the controllers may be
permanently fixed using soldering, gluing, or mechanical
fastening. Sometimes, minor changes to the concentrator
profile by means of cutting or shaving without removing
it from the coil are sufficient for heat pattern adjustment.
More and more induction companies use this method in
the development of single-shot, hairpin, and other coils.

The described design methodology has proven to be
effective for the development of challenging processes and
induction coils. For simpler cases, some stages may be
omitted. For example, stages 2 and 5 are not necessary if
the design has already been validated and used in the
industry.

VI. COMPUTER SIMULATION OF INDUCTION
HEATING PROCESSES

The authors use computer simulation as an everyday tool
for the study and design of induction heating systems. The
purpose of this section is to help the reader to understand
the general situation and existing opportunities for
simulation in the induction heating technique. This chapter
is not intended to compare different computer simulation
packages available on the market. Although the description
of programs and examples of their application are
contained in this section for the software used by the
authors, there is no intention to say that this software is
the best, or the only software for induction heating
computer simulation for a given application.

A. Current Status of Computer Simulation for
Induction Heating

Computer simulation of induction heating systems,
which was once a tool used only by the academia or at
various technical centers, is now penetrating into the
industrial world. Computer simulation is used for
induction project evaluation, process development, setup,
maintenance, marketing, and business presentations [22].
There is still some resistance mainly from the old
generation, but even this sector is warming to the modern
simulation tools with the ever-increasing evidence of their
advantages. This increased acceptance has happened
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faster than most would have predicted and can be
attributed to vast improvements in both the computer
hardware and software available on the market today.

1. Computer Hardware and Software

The most obvious factor that has contributed to the
growth of computer simulation is the increased speed
and memory of personal computers. The computational
power of the personal computer has risen exponentially
over the past decade. What 3 years ago would have taken
minutes, hours, days, or even weeks on the average
personal computer now takes several seconds, minutes,
hours, or possibly days for the most complicated tasks.

Besides the increased processing power of today’s
computers, great strides have been made in the
complementary hardware such as data storage,
communications (Internet), and peripherals. In 1998, a
good personal computer had a 1-GB hard drive and a
1.44-MB floppy drive. By 2001, the average new computer
came with a 20- to 40-GB hardware and a read/write CD
ROM (550 MB) drive, making it possible to store and to
transfer much larger amounts of information including
pictures, computer animations, and even movies.

The amount of information exchanged between
computers is also much greater. Through the Internet, it
is possible to send papers, drawings, simulation results,
and pictures via email. It is also possible now to remotely
operate another computer through the Internet. One
example is a big automotive parts supplier that has
people using Flux 2D in the United States, Germany, and
France. Through a secure Internet site, the users at one of
the offices can let someone from one of the other sites
take control of their computer and demonstrate how to
perform certain operations in Flux 2D [30].

2. Types of Software

Programs for the simulation of induction heating and
quenching processes may be classified as 1-D coupled
(electromagnetic+thermal); 2-D electromagnetic, thermal,
or coupled; and 3-D electromagnetic or thermal. Other
programs also have the possibility to calculate structural
transformations, stresses, and distortions.

The majority of 2-D and 3-D programs used for
induction heating simulation originate from companies
specialized in the development of general purpose software
for the calculation of physical fields in electrical engineering.
For induction heating simulation, only a part of the whole
package is used, usually an “eddy current block,” a

“thermal block,” or a combination of these blocks with an
electrical circuit block (power supply circuitry). The
programs usually do not have the proper databases
necessary for induction heating, or the explicit means for
simulation of the induction heating machine performance
(scanning, pushing of billets, etc.). Many of them must be
adapted for the simulation of real induction heating
processes. Flux 2D is probably the exception to the rule
because it has been developed by taking into account the
special features of induction heating processes [31, 32].

The 2-D and 3-D programs for induction heating
simulation are mostly based upon the finite element
analysis (FEA) method. However, some computer
simulation programs use other techniques, such as the
finite difference method (FDM) or integral equations
method, for problem solution. The FEA method is the
most universal technique, providing accurate results for
any properly described case. There are other methods
available, which are developed for specific types of
systems, such as transverse heating of strips. They have
reduced computation time compared to FEA and
problem-oriented interfaces.

3. Rule of Pyramid Strategy

Induction heating coil designs and operating conditions
are very diverse, and different programs are necessary in
order to meet practical needs (Fig. 52). Theoretically, we

Figure 52 Different phenomena involved in induction
heat treating process.
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can assume that a single, universally coupled 3-D
program would be able to meet all the major needs of the
simulation of induction heating systems, including power
supplying circuitry and machine operating mode.
However, at the present time, no program like this exists
despite tremendous progress in computer hardware and
software tools. Any 3-D code requires powerful
computers and the process of simulation is knowledge-
consuming and time-consuming. Workstations or the
most powerful personal computers must be used.

From 3 days to 1 week of work for a skilled operator
may be used as an estimate for the average time for one
case study using 3-D electromagnetic simulation. This
estimate takes into account problem formulation,
laborious preparation of input data, checking and
correction of the almost inevitable errors or inaccuracies,
geometry and mesh construction, physical property and
boundary condition description, calculation itself,
analysis of results, parameter variation (design
iterations), and preparation of documentation (reports
and graphs). The complexity of 3-D analysis and the
required skill of the user make direct 3-D optimization of
induction heating processes and systems rather difficult
and inefficient. A strategy based on a hierarchical use of
programs is most effective [31].

This strategy is called the “rule of pyramid” for
induction heating computer simulation (Fig. 53). For
most cases, the first stage in the simulation of the
induction heating system should be done with a 1-D
coupled program. This allows you to study the influence
of frequency, power level, quench type, and temperature
dynamics on the process. The ranges of interest can be
studied quickly and effectively. A good estimate for the
heating time, coil power, coil voltage, and coil current
level can be made from the results of the 1-D simulation

[32]. In most practical cases, 1-D simulation is sufficient;
in other cases, a higher level of software must be used.

The second stage in the simulation may be done using
2-D electromagnetic or coupled code. The coil current,
tube profile, coupling distance, and magnetic flux
concentrator dimensions that furnish the required field
and power intensity may be determined. For nearly all
cases, the use of 1-D plus 2-D coupled simulation is
sufficient for induction heating process and coil design.
With this strategy, 3-D simulation and/or experiments
are only required for the coil design correction in zones
of irregularity where 3-D effects are significant, such as
the corner area of a slab (Fig. 15).

B. Simulation vs. Experimental Method

For many processes, computer simulation provides very
exact results and experimental tests are unnecessary.
Through heating of billets before forging or extrusion is
an example of this type of process. The system geometry
is simple, material properties are relatively well defined,
and the magnetic permeability is equal to one during the
majority of the process. In this case, only the
electromagnetic and thermal processes need to be
simulated. For other processes, the accuracy of the results
obtained from simulation may be lower. Surface
hardening is a good example of this because of the more
complex nature of the process. More phenomena are
involved in the simulation to obtain the final results
(hardness and mechanical properties). The initial part of
the coil design problem and process simulation may be
rather far from the final metallurgical result. The case
depth and hardness are separated from the coil design
and power supply setup by electrical circuit,
electromagnetic and thermal process, quenching, and
structural transformations. Inaccuracies during each
stage of computer simulation can accumulate, resulting
in more significant final discrepancies.

There are three sources of inaccuracy in computer
simulation: errors of computation, mathematical
description of the process, and material properties or
process parameters. The errors of computation depend
strongly on the algorithm of the process simulation and
the discretization of the problem in space and time.
Modern simulation programs can control these errors
inherently and reduce them to a negligible value.
Electromagnetic and thermal processes are quite
accurately described by the Maxwell and diffusion
(Fourier) equations, respectively. With correct physical
properties of materials, the solution of these equations is

Figure 53 Rule of pyramid for induction heating computer
simulation.

Copyright © 2004 by Marcel Dekker, Inc.



Nemkov and Goldstein626

accurate. The processes of structural transformations
and quenching have less accurate mathematical
descriptions. Existing descriptions of these processes are
mainly approximations of experimental data, with
parameters depending on the material composition and
operating conditions [31]. These parameters and
inaccuracies in the physical properties of the material to
be treated are the main sources of error in simulation in
most induction processes.

Additional phenomena and factors are involved in
some other induction processes. For example, in induction
brazing, besides electromagnetic and thermal processes,
an important role is played by chemical, capillary,
gravitational, and magnetohydrodynamic effects.

Specific heat and thermal conductivity as functions of
temperature are necessary for the simulation of any heating
process. For induction heating, we also need to know
electrical resistivity vs. temperature and magnetic
permeability vs. temperature and field strength. The errors
in temperature field prediction resulting from material
properties inaccuracy depend on the process type. For
through heating or surface hardening, they may be rather
small because the whole workpiece or a surface layer of steel
is non-magnetic during the final stage of the cycle and the
material properties are well defined. Correct temperature
prediction in the simulation of the tempering process, where
the steel is magnetic and the material properties are not as
well defined, may be more difficult. Errors in the prediction
of the results of structural transformations, residual
strengths, and distortions may be more significant.

However, the results of computer simulation are very
valuable even if they are not quite accurate. With a series
of calculations, the user can find the system’s response to
the intended (process design) or unintended (input data
tolerance) variation of parameters. One can then modify
the process without experimental tests.

A simulation’s accuracy may be improved by using the
results of experiments, or by a study of material properties
for the different stages and parameters of the process. The
existing data on structural transformation in steel during
heating and cooling refer mainly to furnace heating
conditions. The local heat concentration, high heating
speeds, and short processing cycles typical of the induction
method influence material response to heat treatment. A
special study of steels’ properties for the purposes of
induction heating computer simulation is strongly desired.
It is especially important for the powder metal industry,
where public information on electromagnetic and thermal
properties, which is required for induction heating
computer simulation, is very poor.

C. Simulation of Axle Scan Hardening
Process Using a 1-D Approach

One very common application that was previously
designed using rules of thumb supported by the empirical
method is the hardening of an axle shaft. Figures 54 and
55 show the temperature distribution for an induction
scan hardening of a shaft with an OD of 5 cm for the
automotive industry. Figure 56 shows the cooling curves
for the quenching part of the scan hardening process.
The curves begin when the temperature at a given radius
passes through the Ar level and phase transformations
begin. For the process simulation, the ELectroThermal
Analysis (ELTA), 1-D coupled electromagnetic plus
thermal program was used. ELTA has a special scanning
application, which is able to make fast and accurate
simulation and optimization of this actually 2-D process.
The results of simulation provide the required power,

Figure 54 Temperature distribution map for an induction
scan hardening process of an automotive axle.
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scanning speed (5 mm/sec), coil face width, and frequency
(10 kHz) for the necessary hardness depth (2.5 mm).

D. 2-D Simulation of Seam Annealing
Process

Induction heating is used for many operations in the
tube manufacturing industry: tube welding, seam
annealing, heat treating, cutting, bending, etc. The
following example shows how computer simulation can
help to optimize and to study the process and coil design
for seam annealing of a 0.4% carbon steel welded tube.
The tube is 2 in. in diameter with a 1/8-in. wall thickness.
In the welding seam area, the tube needs to be annealed
(heated to above 800°C) to improve the microstructure.
The production rate is 3.8 ft/sec.

Typically, one of two induction coil styles is used for
this process: split-n-return or vertical loop [22]. These
two coil styles provide the majority of their heating under
a central or main leg with magnetic flux concentrator.
The difference between the two coils is the return path for
the induction coil current. Vertical loop inductors return
the coil current above the main leg of the induction coil
(Fig. 57). In split-n-return coils, the coil current is split in

two halves and returned along the sides of the part (Fig.
58). Before 2000, there were no published studies on
which induction coil style performs better.

To study the performance of these two induction coil
styles for seam annealing, the 2-D coupled software Flux
2D was used for computer simulation. Half of the
geometry was simulated due to a plane of symmetry. The
same current is applied to both coils such that the losses
in the busswork, transformer, and power supplying
circuitry will be the same. The frequency used for
simulation is 10 kHz. In the seam annealing process, there
is a continuous feed of tube underneath the inductor. For
simulation, the time corresponds to the position of the
cross section of the tube under the coil.

The maximum temperature exiting in the coil in the
vertical loop (Fig. 57, Table 4) and the split-n-return (Fig.
58, Table 4) inductors with the same current applied is
within 2% (959°C and 934°C, respectively) and their
distributions are close to the same. The highest
temperature is directly under the center of the main leg of
the respective inductors for both cases. The heating
outside of the area under the face of the main leg is
negligible for both induction coil styles. The power
required for the vertical loop inductor is slightly less than

Figure 55 Temperature graphs at different radii vs. time for the axle hardening process. The marked curve corresponds
to the hardness depth (2.5 mm).
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for the split-n-return one, but the electrical efficiency is
slightly lower (Table 4). This paradox is due to better
utilization of the power in the workpiece for the vertical
loop inductor. When adjusted to the same maximum
temperature, the vertical loop inductor will require 4%
less power.

1. Vertical Loop Inductors

Figure 59 shows the magnetic field lines at the end of
heating for the vertical loop inductor. The field lines from
the main leg of the inductor penetrate into the non-
magnetic area under the face of the main leg of the
inductor and are concentrated in the magnetic material
near the magnetic/non-magnetic boundary (temperature
of 750°C). There are less field lines surrounding the
return leg of the induction coil, but they do interact with
the magnetic flux concentrator.

In seam annealing processes, both the coil copper and
the magnetic flux controller are heavily loaded. The
interaction of the top turn with the magnetic flux controller

Figure 56 Cooling curves at different radii (0, 1, 2, and
2.5 mm from the surface, respectively) for the quenching
process.

Figure 57 Final temperature distribution for vertical loop
inductor.

Figure 58 Final temperature distribution for split-n-return
inductor.
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causes a wide area of high flux density (greater than 0.5 T)
in the top portion of the concentrator where it is farthest
from the copper, which provides the cooling. This can lead
to concentrator overheating and eventual failure.

If the return leg of the induction coil is made wider, the
magnetic field lines around the return leg are much flatter.

This leads to less interaction between the top leg and the
concentrator and less field lines around the top leg (Fig.
60), which means that less coil voltage is required (321 V
compared to 378 V). The wider return leg also leads to
reduced flux density in the concentrator, which improves
the induction coil performance. It also leads to lower
losses in the return leg (6.9 kW compared to 7.6 kW),
but this amount is insignificant when compared to the
total power (248 kW). This inductor produces an almost

Table 4 Summary of the Results of the Study

Figure 59 Magnetic field lines at the end of heating for the
vertical loop inductor with the same return leg cross
section as the main leg.

Figure 60 Magnetic field lines at the end of heating for
vertical loop inductor with a wider return leg cross section.
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identical heat pattern as the one with the same size tube
for the return leg as for the main leg.

For both versions of vertical loop inductor, the
induced currents are focused under the main leg of the
inductor and return relatively uniformly around the
surface of the tube with the highest density in the magnetic
material near the magnetic/non-magnetic boundary.

2. Split-n-Return Inductors

Figure 61 shows the magnetic field lines at the end of
heating for the split-n-return inductor. The field lines from
the main leg penetrate into the non-magnetic area of the
tube and are concentrated in the magnetic material near
the magnetic/non-magnetic boundary (temperature
750°C). The return leg has even less field lines than the
vertical loop inductors, which leads to a lower coil voltage
(272 V) and higher coil power factor. The flux density in
the magnetic flux concentrator for the split-n-return coil
style is much less than for the vertical loop (around 0.3

T). With this lower flux density, there are no questions
about the induction coil reliability because the losses in
the concentrator increase at a rate slightly higher than the
square of flux density.

The induced currents are focused under the main leg of
the inductor with the highest density at the magnetic/ non-
magnetic boundary. The currents return along the surface
of the tube with the highest density under the face of the
return leg. However, this peak is much less than under the
main leg and produces a small amount of heating.

3. Results of the Study

The split-n-return and the vertical loop induction coil
styles perform similarly for seam annealing for steel tubes.
The vertical loop induction coil requires slightly less
power than the split-n-return one. However, the split-n-
return inductor has a higher power factor and reliability
(very important factors in tube production), which is
usually runs continuously, and any shutdown causes a
great deal of lost production. The vertical loop induction
coil’s performance can be improved using a wider return
leg. Both induction coil styles can be effectively used when
properly designed and the final decision must be made
based on mechanical and maintenance considerations.

All induction coils compared in this study used
Fluxtrol A magnetic flux controlling material. It has
already been established that without a magnetic flux
controller, the induction coil performance would be
extremely poor for this type of system, especially in the
case of the vertical loop inductor [22]:

VL same=vertical loop with the same return tube
VL wide=vertical loop with a wide return tube
SNR=split-n-return.

VII. INDUCTION HEATING APPLICATIONS

A. Induction Melting

Induction melting was the first industrial application of
induction technique (see Section I.A). There are three
main types of induction melting furnaces: channel,
crucible, and special furnaces.

1. Channel Furnaces

Channel furnaces operate almost always at a line
frequency of 50 or 60 Hz. They are used for the
production of large quantities of molten metal with

Figure 61 Magnetic field lines at the end of heating for the
split-n-return inductor.
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relatively low melting temperature such as cast iron,
copper, aluminum, zinc, and their alloys for casting and
other purposes. These furnaces have the capacity from
several tons to hundred of tons, and a power up to 4
MW. An induction channel furnace (Fig. 62) consists of a
refractory covered vessel containing molten metal, one or
several melting units (inductors), and mechanical
equipment. Installations also contain power supplying
transformer, compensating capacitor battery, and control
and auxiliary systems. Channel furnaces have better
efficiency and require less capital investments than
crucible ones. However, they do not work reliably when
the metal temperature exceeds 1350°C and have
difficulties with the start-up process [15, 20].

The melting inductor is essentially a transformer with
magnetic core, water-cooled primary winding(s), and a
refractory channel forming a loop with the ends merged
into the bath. The channel filled with molten metal acts as
the secondary of the transformer. The current induced in
the channel heats the molten metal. The rest of the metal
heats due to mass exchange between the channel and the
bath caused by thermal convection or stirring due to
electrodynamic forces. These forces are created in some
channel furnaces by a special design of the inductor. The
furnace must work continuously and the channel has to
always be filled with metal. For start-up, the channel must
be filled with metal melted in another furnace [15, 20].

2. Crucible Furnaces

There is a large variety of crucible furnaces for induction
melting. These furnaces are called also coreless because,

unlike channel furnaces, they have no magnetic core. Small
coreless furnaces are used for metal alloying and refining
in research and industrial laboratories, and for metal
casting in jewelry, dentistry, and other applications. They
have capacity ranges from several grams to several
kilograms, and operate at frequencies from 10 to 400
kHz. Smaller furnaces generally work at higher frequencies.
Crucible furnaces are very versatile apparatuses. They can
start from the cold condition, work at any temperature
acceptable for the refractory, operate in a vacuum or
protective atmosphere, and provide uniform metal
composition due to intensive stirring caused by
electrodynamic forces. Small furnaces usually have no
magnetic circuit at all, but computer simulation and new
practical experiments show that the application of magnetic
concentrators to these furnaces is beneficial in many
applications. Furnaces with magnetic circuit in the form of
shunts or an external shell have higher power factor and
efficiency and strongly reduced stray magnetic fields. The
last factor is especially important for vacuum and protective
atmosphere furnaces.

The furnace consists of water-cooled winding, a crucible
containing the melt, and a mechanical system. The power
supplying circuitry consists of a tube generator or solid
state power supply with compensating capacitor battery
and control system. Coreless furnaces with a conductive
crucible, made of metal or graphite, may be used for the
processing of nonconductive materials.

Large crucible furnaces are used in the industry for the
production of high-quality steels such as stainless steels
and special alloys, and for casting purposes. These
furnaces have the capacity of up to hundreds of tons and
operate at frequencies from 50/60 Hz up to several
kilohertz. The rated power of these installations ranges
from 100 kW to 20 MW. Large crucible furnaces are
supplied either directly from the line transformer, or from
a thyristor frequency converter. Crucible furnaces have a
low power factor, so large compensating capacitor batteries
are required. The size of the battery grows with the furnace
capacity due to higher power and lower power factor
(refractory is thicker), and lower frequency is usually
required.

A typical furnace design (Fig. 23) consists of a
multiturn coil made of a rigid copper profile; one or
several layers of refractory, magnetic shunts (yokes) made
of laminations in the form of stacks distributed around
the coil; mechanical structure; tilting mechanism; and
other equipment. Large furnaces must have a rigid case
or shell, which holds all of the furnace components
together. Magnetic shunts work as structural elements

Figure 62 Induction channel furnace. (From Ref. 20.)
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and as concentrators, improving efficiency and power
factor and providing a screen, protecting the furnace shell
and mechanisms from unintended heating by stray
magnetic field. Rigid construction is very important
because the furnace must support the mass of the charge
and withstand strong electrodynamic forces applied to
the winding turns and magnetic shunts [15, 20].

3. Special Furnaces

In advanced technological processes, an important role is
played by special crucible furnaces. These special furnaces
include cold crucible and levitation furnaces.

Levitation Melting

Levitation “furnaces” are mainly research tools used in
laboratories for the production of very pure metals and
special alloys. These devices melt metal samples levitated
by electrodynamic forces. These forces are produced by
the melting inductor, or by an additional inductor with a
current of the same or different frequency. Levitation is
necessary to avoid contact of the molten metal to the
ceramic or metal crucible, and thus avoid any
contamination. For levitation melting, three different
criteria must be met simultaneously:

The power transferred to the charge must be sufficient
for melting.

The total electrodynamic force affecting the charge
must be equal to its weight.

The electromagnetic force distribution on the surface
of the charge, together with the surface tension of
molten metal, must keep the melt integrity.

Due to the complicity of these requirements, only small
quantities of metals (from several grams to tens of grams)
may be levitation-melted. This quantity depends on
material properties, induction system design, and
operating conditions (frequency and current).

Larger quantities of metals may be melted without
contamination in furnaces for pedestal melting. In this
device, the melt has contact with the support on the
bottom only. The side surface of the melt is shaped and
supported by the combined action of electrodynamic
forces, surface tension, and gravitational forces [15].

Cold Crucible Furnaces

Cold crucible furnaces found various applications in the
research area and the industry, ranging from the synthesis
of materials to oxide crystal growth. A cold crucible furnace

consists of a multiturn coil containing a “crucible” made
of isolated water-cooled metal sections called often
“fingers” (Fig. 63). The crucible is usually made of copper
alloys with or without an insulating coating. The magnetic
field generated by the coil penetrates inside the crucible
through the gaps between the sections and melts the
material. The advantage of these furnaces is that they can
melt, with negligible contamination, large quantities of
materials including high temperature and reactive
materials. The cold surface of the crucible does not react
with the melt and contaminate it. However, cold crucible
furnaces have low thermal efficiency when melting metals
due to very large heat losses from the melt to the crucible
sections. With proper frequency selection and power level,
the electrodynamic forces are strong enough to push the
molten metal out of the gaps between the sections, reducing
the area of contact to the cold crucible fingers. This factor
and other techniques, such as ceramic coating, are used to
reduce losses.

Another case where cold crucible furnaces are used is
the melting of nonmetallic materials such as glasses,
oxides, carbides, etc. These materials are nonconductive
at room temperature. However, when preheated, they
become conductive enough to be heated and melted by
induction. These processes require high frequency (200
kHz-5.28 MHz). The electrical efficiency of glass and
oxide melting may be very high due to the high resistivity
of the material. Thermal efficiency is relatively high also
because a nonconductive layer (skull) of frozen materials
is formed on the surface of the crucible. This layer reduces
heat losses. There are many other technologies where
cold crucible furnaces are used [15, 20]. They include the

Figure 63 Cold crucible melting furnace with a special
design for melt levitation. (From Ref. 15.)
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extraction of precious metals from slams and other
wastes, the production of high-quality abrasive materials
and monocrystals for technical purposes and jewelry (e.g.,
cubic zirconia), and the treatment of radioactive
wastes, etc.

B. Induction Heat Treating

There is a huge variety of induction heat treating
processes used in the industry. A short summary of some
of the main areas of application is provided below.

1. Continuous Induction Heat Treating of Wires,
Rods, Tubes, and Profiles

Wire, tube, and rods are usually heat treated in continuous
processes. The advantages of induction heating in these
applications are fast heating with no decarburization and
very low oxidation, small length of heating zone, no
environment pollution, fast start-up, excellent
controllability, and better mechanical properties due to
small grain size. All heat treating operations (austenization,
quenching, tempering, and cooling) may be incorporated
into the production line with other operations.

Two main coil types are used for this application.
Multiturn solenoidal induction coils are very robust and
reliable and may be easily matched to power supply by
means of the turn number variation. Solenoidal coils are
used for tubes and profiles with relatively large cross
sections. The typical frequency range is 3–20 kHz. The
required power may reach thousands of kilowatts (e.g.,
for tube heating). To boost production rate and to
improve efficiency, sometimes oval coils are used for the
simultaneous continuous heating of several wires.

When heating non-magnetic loads with small cross
section (rods and wires), solenoidal coils have low

efficiency and power factor. In addition, solenoidal coils
cannot provide selective heating of the profile cross section
that is required in some applications. Tunnel coils with
magnetic flux concentrators (Fig. 64) have better
efficiency and power factor, allow convenient material
loading, and provide selective heating of the load cross
section. The typical frequency range for hardening is 10–
300 kHz (for tempering, the range is 10–50 kHz), with
power requirement from tens to thousands of kilowatts.

2. Surface Hardening of Machinery Parts

The surface hardening of machinery parts was the second,
after melting, industrial application of the induction
method [1, 2]. The advantages of induction hardening
compared to carburizing and other surface treating
technologies are as follows:

Short heating times with the possibility of in-line
treatment

Better treatment quality than with furnace operations
Selective heating in-depth and along the surface
Low distortions due to local heating and repeatable,

individual handling of each part
Cheaper steels used to achieve the same final mechanical

properties of the parts
No additional operations required, such as masking

for carburizing technology
Immediate start-up and very low standby losses
Small space (footprints) required
No, or very low, environmental pollution
Protective atmosphere used for bright heat treating
Possibility to monitor treating process for each part

and to provide continuous quality control.

Some of these advantages are evident, whereas others
require some explanations. The most important issue for
discussion is the improvement in metallurgical results.
Typically after induction hardening, the material has
higher hardness (2–3 HRc) compared to furnace
hardening and better mechanical characteristics,
especially ductility and impact strength. There are several
factors that contribute to quality improvement:

1. No surface decarburization and low oxidation
due to very short heating. The material is subjected
to temperature above AC3 for several seconds,
or even a fraction of a second.

2. Fine martensite structure after hardening with
uniform carbon and alloying element distribution.

3. Favorable distribution of residual stresses with a
properly designed process. In the process ofFigure 64 Tunnel coil with flux concentrator.

Copyright © 2004 by Marcel Dekker, Inc.



Nemkov and Goldstein634

martensitic transformation, the surface layer tends
to expand due to the lower density of martensite
compared to other structures. The core resists
this expansion and strong compressive stresses
appear in the hardened layer. These forces increase
the mechanical properties of the part including
the equivalent surface hardness.

A large variety of parts are subjected to induction
hardening with many types of induction coils and
installations developed for this purpose. Several typical
applications are described below as examples of induction
hardening technology for machinery components.

Crankshaft Hardening

The first part hardened by induction was a crankshaft in
the early 1930s [1, 2]. There are three main types of
processes for induction hardening of crankshaft bearing
pins and journals.

The first one employs single-turn MIQ clamshell
inductors, which encircle a pin or journal (Fig. 30). The
induction coil face may be profiled in order to provide a
more uniform hardness pattern. The crankshaft is
stationary in the hardening machine with several
clamshell inductors. A pneumatic, mechanical, or
hydraulic system closes the inductors, providing
sequential hardening of journals one after another. This
method was the first industrial application of induction
hardening and still remains competitive due to fast
heating, local heat pattern control, and relatively low coil
copper loading. If only one journal is being hardened, the
crankshaft may rotate inside the inductor; however, a
complicated mechanical machine is required in this case.
Contact problems and some limits on heat pattern are
the drawbacks of this type of hardening process.

The second type of crankshaft hardening process was
developed in the 1960s for the mass production of
automotive crankshafts [33]. In this process, the
crankshaft rotates in centers. Several U-shaped induction
coils with magnetic flux concentrators are applied to the
journals, which must be hardened simultaneously (Fig.
65). Ceramic separators installed on the coil structure
provide fixed coupling gaps. Local concentrators, made of
laminations or magnetodielectric materials, are applied to
these inductors to provide the required heat pattern and
to improve coil parameters. Because the coil face surface is
much less than that of the journal, the coil is very heavily
loaded. Inductors are connected to special matching
transformers with “flat” designs. These transformers are
attached to the second crankshaft drive, which rotates

synchronously with the shaft to be hardened. This rotation
allows the coils to follow the surface of the journals. The
hardening machine is completely automated.

The third type of crankshaft hardening process
employs two semicircular induction coils for the
hardening of each journal. In this process, the crankshaft
does not rotate. These coils may be energized from the
same or two different power supplies. When coils are
attached to the journal from two sides, they form a coil
system similar to a single-turn cylindrical coil, but without
electrical contact. The original version of this method
was developed by Dr. A. Demichev, who utilized two
semicircular inductors attached to two adjacent journals,
which were connected in series to the secondary of the
output matching transformer. The two opposite
semicircular inductors were also connected in series,
forming a short-circuited contour. The second contour
was magneticly coupled to the first contour by means of
a special magnetic circuit located on the connecting busses
[12]. The advantages of the nonrotational method are
the same as for clamshell inductors, but without the
weakpoint of the electrical contact [34]. Instead of the
physical contact, there is magnetic “contact” of the two
halves of the magnetic coupler, which is completely
reliable. This method has been successfully used for the
hardening of crankshafts and camshafts.

Gear Hardening

Many types of gear hardening processes and machines
have been developed, and their number continues to grow
due to more rigid hardening specifications and new
possibilities opened by advancements in the induction
technique. Process type selection depends on the gear

Figure 65 A U-shaped inductor for crankshaft hardening.
(Courtesy of Robotron Corporation.)
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type, material, module and dimensions, hardening
specifications, production rate, and other factors.

Small gears with modules less than 2.5 mm are usually
hardened in single-turn cylindrical inductors. Frequency
selection plays a very important role in this case [3]. When
the reference depth for hot steel exceeds the tooth
thickness, intensive tooth heating takes place only until the
Curie temperature is reached. After that, the tooth becomes
transparent to magnetic field and its temperature remains
almost constant and insufficient for austenization. The
root area initially heats slower than the teeth, but then the
temperature continues to grow above Curie point. As a
result, with fast heating, the teeth remain unhardened (Fig.
66). For longer processes, small teeth will be heated by
heat diffusion and the whole gear crown will be hardened.
If frequency is high enough (tooth thickness greater than
three times the reference depth for the hot steel), the teeth
will be austenitized, whereas the roots will be at low
temperature and only the teeth will be hardened.

By balancing frequency, power, and heating time, it is
possible to obtain the required hardness depth at the
root with through hardening of the teeth without
overheating in the process of austenitization [3].

CONTOUR HARDENING. Contour hardening (Fig.
67) provides the best service properties of gears; however,
it is also the most difficult hardness pattern to achieve.
Several methods have been proposed for contour
hardening. It is clear from the above considerations that
there must be a frequency, which could provide more or
less uniform hardening of both gear teeth and roots.
Theoretically, any gear may be contour-hardened by
heating in cylindrical coil with the proper combination of
frequency, time, and specific power. Optimal frequency,
time, and power density depend mainly on the gear
module M [3]:

 

For small modules, high frequency and specific power
are required and the heating time must be very short. The
generation of high power at a certain fixed frequency,

especially in the range from 10 to 60 kHz, was for many
years a factor limiting this technology. Now, modern solid
state power supplies can generate power at almost any
frequency and are even able to change it in the same
machine in the ratio of 3:1. However, this method has
not found wide application because different
combinations of high power and frequency are required
for different gears.

Another method called dual frequency or “dual pulse”
was developed for the contour hardening of gears [16,
17, 35]. The dual frequency method employs powers at
two frequencies applied one after another to the same
inductor, or to two different inductors. The first pulse
heats the gear at a lower frequency (3–10 kHz, depending
on gear dimensions). In this stage, the teeth are heated
below Curie point, with the roots heated to a slightly
higher temperature. In the second stage, a shorter pulse
of power at high frequency (50–450 kHz) provides
surface austenitization along the whole contour. Fast
quenching by water or polymer solutions immediately
after the pulse provides contour gear hardening.

This method is very flexible. By varying the power and
the duration of pulse, it is possible to harden a wide
range of gears. There are special installations for contour
hardening with rated high frequency power up to 700
kW [35]. Typically, gears with modules from 2.5 to 6 mm
are contour-hardened using the dual frequency method.

Another method for contour hardening is called
simultaneous dual frequency induction heating. Currents
of two frequencies may be supplied to the induction coil
simultaneously, providing contour hardening. There are
two potential means for simultaneous dual frequency
heating, using two power supplies (high and low
frequency) or one power supply. A version of this method
based on a simultaneous application of power from a
motor generator and a tube oscillator was known for a

Figure 66 Gear hardness pattern for low frequency (left)
and high frequency (right). (From Ref. 3.)

Figure 67 Gear with contour hardness pattern. (From
Ref. 9.)
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long time, but did not find practical implementation.
Using two power supplies requires the installation of
special filters in order to prevent interference between the
low frequency and high frequency generators.

A new technology was developed recently [36] with a
special solid state power supply capable of generating
“lower” frequency voltage modulated by a high
frequency signal. Thus, one power supply generates
simultaneously the power of two frequencies. Power
transferred to the gear by each frequency may be
controlled independently, assuring the process flexibility.

DEEP HEAT CONTOUR HARDENING. There is one
more method of contour hardening of gears and many
other parts with complex geometries. If the parts are
made of special steel with controlled (usually reduced)
hardenability, contour hardening may be achieved
through deep induction heating of the whole tooth area
above the austenization temperature followed by
quenching. After quenching with a severe water spray,
only the surface layer will have a martensite structure.
Between the hardened layer and the soft core, there is a
layer with a bainite structure (Fig. 67). The bainite layer
provides additional strength to the gear. High hardness,
up to 65 HRc, may be achieved with steels containing
0.6% carbon. Several carbon and low-alloy steels with
different hardenabilities have been developed and
successfully used for gears, truck springs, big bearing
rings, and others [9].

TOOTH-BY-TOOTH HARDENING. For gears with
large modules and dimensions, high power is necessary
for contour hardening. For very large gears with
diameters reaching several meters, simultaneous
hardening is not possible at all. High power installations
require significant capital investments. When a large
investment is not justified by high production rates, the
tooth-by-tooth method is used. If the hardening of the
tooth flanks is sufficient, a simple coil in the form of a
loop around the tooth may be used. Magnetic flux
concentrators made of laminations or MDMs
significantly improve the coil parameters and prevent the
overheating of the tooth ends where the induced current
flows from one tooth to another. This method provides a
good wear resistance of gear teeth, but not bending
strength.

For better results, the hardness pattern must cover
the whole tooth valley and sides. An unhardened strip
along the tooth tip does not influence the gear service
characteristics. The most common method of “contour”
tooth-by-tooth treatment is scan hardening with a coil
moving along the valley (Fig. 68). The coil is a vertical

loop-style inductor with profiled coil “leads” according
to the valley shape. The coil must have a magnetic flux
controller in order to be effective. This method is widely
used for the hardening of gears with dimensions up to 3
m and tooth modules of 40 mm or more.

A quenching head usually follows the induction coil
in this method. However, there is a version of this method
where the gear and the induction coil are submerged into
a water or oil bath. During the heating process, heat losses
are relatively small due to the formation of a static vapor
blanket in the small gap between the coil and the gear.
After heating, the coil is removed and intensive cooling
occurs, providing quenching.

3. Quenching for Induction Heat Treating

Induction surface hardening is an organized process, with
individual part positioning and orientation. The area of
high temperature is confined to the hardened zone
(surface area), higher rates of heat extraction are possible
due to the relatively cold part core, and more severe
quenchants are often used. These factors result in better
process repeatability, higher part quality, and lower
distortion.

There are four main types of quenchants used for
surface hardening applications:

Water
Polymer solutions
Oils
Air, mist, or high-pressure gas.

Water quenchants are the most severe followed by
polymer solutions, oils, and air quenchants, respectively.

Besides the four types of quenchants, there are three
different quenching techniques: dipping, spray, or self-
quenching. In dipping quench processes, the heated

Figure 68 Induction coil and induced current heat
pattern for tooth-by-tooth induction scan hardening.
(From Ref. 12.)
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workpiece is submerged in a fluid, which may be still or
agitated. Dipping quench processes have lower heat
transfer coefficients than their spray counterparts. This
technique is popular for furnace hardening applications
to provide milder quenching, but is not often used in
induction hardening processes.

Spray quenching is the most widely used method for
induction hardening. In some applications, the spray is
delivered from the induction coil itself. These inductors
are called MIQ inductors and have holes drilled in the
induction coil copper or magnetic flux controller (if an
MDM is applied). In other applications, the spray is
delivered from a separate nozzle or “quench head.” In
induction hardening applications with multiple heat
treating stations, the spray quench may be delivered at
separate stations. In static hardening installations, the
part is often indexed from the coil directly to the spray
quench located under the coil head. For induction
scanning applications, the quench head, made of copper
or plastic, is typically located just after the induction coil
head. Figures 55, 56, and 57 show a computer simulation
of a typical induction scan hardening process for an
automotive shaft. The pictures and curves were generated
by the ELTA computer simulation program. Water spray
quench with a 1.2 m3/sec m2 velocity was used as a
quenchant. The results provide a good illustration of the
temperature dynamics for a typical induction scan
hardening process.

Sometimes, quenching in induction hardening
processes can be done through the part wall from the
side opposite of the heating. This is used for parts with
relatively thin walls, or for alloyed steels that do not
require fast cooling rates. Water is sprayed on the cold
side of the part throughout the process to prevent
through heating of the wall, and to provide final cooling
for surface hardening after heating. For high-alloyed
steels, it is sometimes possible to substitute an air
quenchant for water in this process.

In some applications, the quenching could be made
through heat conduction within the part itself. This
process is called “self-quenching” and is widely used in
laser heat treating processes. Self-quenching with
induction heating is only possible for alloyed steels and
shallow case depth. Very fast heating (pulse heating 50–
500 msec) and high frequency are required for this
technology [37]. The highest frequency used for
hardening with self-quenching was 27 MHz.

A great deal of attention is given to quenching and
distortions in steel heat treatment processes [38], but not
much information is available on the quenching

characteristics for induction at this time. Due to the
stability of forced quenchant flow, the characteristics of
induction quenching are more consistent and computer
simulation may be made more accurately than for batch
furnace heat treating [39].

Heat transfer coefficients K depend upon the
quenchant composition, part surface temperature,
quenchant flow rate or velocity, and method of quenchant
supply (radial, axial, and rotating axial). Besides these
factors, the heat transfer coefficient depends most
strongly upon the part surface temperature. Figures 69
and 70 show the heat transfer coefficients for a water
spray, oil spray, and agitated oil bath, respectively [11].
The water spray quench has much higher K values
between the temperatures of 150°C and 250°C than in
the rest of the temperature range due to intensive boiling.
At temperatures below the boiling point, cooling is due
to convection only and K is low. At higher temperatures,
the value of K is low again due to the formation of a
“vapor blanket,” but remains high enough for fast heat
extraction.

The zone of maximum cooling for agitated oils is in
the temperature range of 350–600°C with very low values
for K outside of this zone. The oil spray quench provides
much higher K values, especially at higher temperatures.
In addition, the maximum K value for the oil spray
quench occurs at a higher temperature and declines more
slowly with increasing temperature than for the agitated
oil bath. This may be explained by the action of the spray
disrupting the formation of the vapor blanket.

Figure 69 Heat transfer coefficient for water spray quench
as a function of temperature. (From Ref. 11.)
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For accurate CAD of the quenching process, more
experimental studies are required to build a database for
heat transfer coefficients for induction heat treating
conditions, especially for polymer solutions.

4. Steel Selection for Induction Hardening

The steels for induction hardening must have a favorable
composition and microstructure for rapid heating
conditions and low tendency for crack formation due to
stresses caused by temperature gradients and structural
transformations.

Heating times in induction hardening installations
range from several seconds to 20–30 sec. As of this time,
the material is above the austenitization temperature
(AC3) for a very short time, from a fraction of a second
at the depth to several seconds on the surface. Because
the obtainable time for diffusion processes is very short,
a fine-grain microstructure with a uniform distribution
of carbon and alloying elements is required for best
results. The short diffusion time may be partially
compensated for by using a higher temperature, which
for induction hardening is usually 50–100°C higher than
for furnace hardening. The short heating times limit
oxidation and grain growth despite the use of higher
processing temperatures. Due to this, cheaper carbon or
low-alloyed steels may be used for induction hardening
processes compared to steels used for furnace heating.

The steel types traditionally used for induction
hardening include the following:

Plain carbon steels with 0.3–0.5% carbon
Carbon steels with up to 0.8% carbon

Low-alloy steels with chromium, manganese,
molybdenum, and vanadium

High-alloy steels, such as bearing steels, tool steels,
high-speed steels, martensitic stainless steels, etc.

Besides steel, some types of cast iron may also be induction
hardened, such as pearlitic or malleable cast iron. There
have been recent developments for induction heat treating
of nonferrous materials, such as aluminum and titanium
alloys.

The applications discussed in this section represent only
a few of the most common areas where induction heating
is used and some of the key considerations such as steel
selection and quenching methods. More information on
induction heating processes may be found in the following
books: Electromagnetic Induction and Electric
Conduction in Industry [15], Practical Induction Heat
Treating [16], or Steel Heat Treatment Handbook [17,
18]. Another good source for applications of induction is
periodicals (e.g., Refs. 40 and 41). Good guidelines for
induction system maintenance may be found in periodicals
also, especially the two article series published in the
Journal of Industrial Heating [42, 43].

VIII. CONCLUSION

The induction technique is currently in a new period of
rapid expansion. One of the main driving forces for this
expansion is that it is very well suited to the new industrial
environment. The application of induction to high value-
added processes is not sensitive to such drawbacks as
higher cost of electrical energy, compared to gas and initial
capital investments, compared to traditional heating
methods. Improvements in power supplying equipment,
computer simulation, materials for magnetic flux control,
and thermal insulation open up many new possibilities
for the induction technique. The vision for the future of
the heat treatment industry described in the Roadmap
for Process Heating Technology (Vision 2020) [44]
identifies induction heating as one of the key technologies
moving forward.

“Bienergy” processes are one of the areas where
induction may be used especially efficiently. These
processes include induction boosters before gas or
resistance furnaces in metal product heat treatment or
hot forming. The other example of bienergy heating is
the combination of induction and laser heating, where
laser assists induction, heating local areas, which it is
difficult to reach with induction techniques. New
emerging technologies include bright hardening with

Figure 70 Heat transfer coefficient for oil spray and
agitated oil quench as a function of temperature.
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heating in a protective atmosphere, induction carburizing
in liquid active media [45], hot gas forming [40], and
other processes. The Designed-For-Induction-Heating
strategy promises many improvements especially the
develop-ment and application of steels with controlled
properties favorable for induction heat treating.

Together with the development of more universal
software packages, problem-oriented simulation codes
are expected with more vast and reliable databases. The
promotion of induction techniques and educational
efforts is also necessary for a wider and more effective use
of induction heating.
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I. INTRODUCTION

Lasers represent one of the most important inventions
of the 20th century. With their development it was pos-
sible to get a highly intensive, monochromatic, coher-
ent, highly polarized light wave [1, 2]. The first laser
was created in 1960 in Californian laboratories with
the aid of a resonator from an artificial ruby crystal.
Dating from this period is also the first industrial appli-
cation of laser which was used to make holes into dia-
mond materials extremely difficult to machine. The first
applications of laser metal machining were not particu-
larly successful mostly due to low capabilities and in-
stability of laser sources in different machining condi-
tions. These first applications, no matter how success-
ful they were, have, however, led to a development of a
number of new laser source types. Only some of them
have met the severe requirements and conditions present
in metal cutting. As the most successful among them,
CO2 laser should be mentioned. The high-intensity CO2

lasers have proved to be extremely successful in various
industrial applications from the point of view of tech-
nology as well as economy. A great number of success-
ful applications of this technique have stimulated the
development of research activities which, since 1970,
have constantly been increasing.

Laser is becoming a very important engineering tool
for cutting, welding, and to a certain extent also for heat
treatment. Laser technology provides a light beam of
extremely high-power density acting on the workpiece
surface. The input of the energy necessary for heating up
the surface layer is achieved by selecting from a range of

traveling speeds of the workpiece and/or laser-beam
source power.

The advantages of laser materials processing are as
follows [3–7]:

• Savings in energy compared to conventional surface
heat treatment welding or cutting procedures.

• Hardened surface is achieved due to self-quenching
of the overheated surface layer through heat conduc-
tion into the cold material.

• As heat treatment is done without any agents for
quenching, the procedure is a clean one with no need
to clean and wash the workpieces after heat treat-
ment.

• The energy input can be adapted over a wide range
with changing laser source power, with having fo-
cusing lenses with different focuses, with different
degrees of defocus (the position of the lens focus
with respect to the workpiece surface), and with
different traveling speeds of the workpiece and/or
laser beam.

• The guiding of the beam over the workpiece surface
is made with computer support.

• It is possible to heat-treat small parts with complex
shapes as well as small holes.

• The optical system can be adapted to the shape or
complexity of the product by means of different shapes
of lenses and mirrors.

• Small deformations and/or dimensional changes of the
workpiece after heat treatment.

• Repeatability of the hardening process or constant
quality of the hardened surface layer.
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• No need for/or minimal final machining of the parts
by grinding.

• Laser heat treatment is convenient for either individual
or mass production of parts.

• Suitable for automation of the procedure.

The use of laser for heat treatment can be accompanied
by the following difficulties:

• Nonhomogeneous distribution of the energy in the
laser beam;

• Narrow temperature field ensuring the wanted micro-
structure changes;

• Adjustment of kinematic conditions of the workpiece
and/or laser beam to different product shapes;

• Poor absorption of the laser light in interacting with
the metal material surface.

Engineering practice has developed several laser proc-
esses used for surface treatment:

• Annealing;
• Transformation hardening;
• Shock hardening;
• Surface hardening by surface layer remelting;
• Alloying;
• Cladding;
• Surface texturing;
• Plating by laser chemical vapor deposition (LCVD)

or laser physical vapor deposition (LPVD).

For this purpose, besides CO2 lasers, Nd: YAG and excimer-
lasers with a relatively low power and a wavelength be-
tween 0.2 and 1.06 µm have been successfully used. A char-
acteristic of these sources is that, besides a considerably
lower wavelength, they have a smaller focal spot diameter
and much higher absorption than CO2 lasers.

In heat treatment using laser light interaction, it is
necessary to achieve the desired heat input, which is nor-
mally determined by the hardened layer depth. Cooling
and quenching of the overheated surface layer is in most
cases achieved by self-cooling as after heating stops, heat
conducted into the workpiece material is so intensive that
the critical cooling speed is achieved and thus also the
wanted hardened microstructure. Figure 1 illustrates the
dependence of power density and specific energy on la-
ser light interaction time and on the workpiece surface in
order to carry out various metalworking processes. Di-
agonally there are two processes, i.e., scribing and hard-
ening, for which quite the opposite relationship between
power density and interaction time has to be ensured
[5–6]. In scribing material vaporiza tion at a depth of a

few microns has to be achieved, ensuring the prescribed
quality and character resolution. On the other hand, for
hardening a considerably lower power density per
workpiece surface unit is required, but the interaction
times are the longest among all the mentioned
metalworking processes.

Thus different power densities and relatively short
interaction times, i.e., between 10-1 and 10-3 sec, are related
to transformation hardening and remelting of the material.
This group thus includes the processes in which either the
parent metal alone or the parent metal and the filler material
are melted. The highest power densities are applied in the
case that both the parent metal and the filler material are to
be melted. Such processes are laser welding and alloying.
With cladding, however, the lowest power densities are
required as the material is to be deposited on the surface of
the parent metal and only the filler material is to be melted.
The power density required in both welding and alloying of
the parent metal, however, depends on the materials to be
joined or alloyed. In hardening of the surface layers by
remelting it is necessary, in the selection of the power density,
to take into account also the depth of the remelted and
modified layer. In laser cutting a somewhat higher power
density is required than in deep welding. In the cutting area
the laser-beam focus should be positioned at the workpiece
surface or just below it. In this way a sufficient power den-
sity will be obtained to heat, melt, and evaporate the
workpiece material. The formation of a laser cut is closely
related to material evaporation, particularly flowing out of
the molten pool and its blowing out due to the oxygen
auxiliary gas, respectively.

Figure 1 Dependence of power density, specific energy,
and interaction time at laser metalworking processes.
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Lasers produce a collimated and coherent beam of
light. The almost parallel, single-wavelength, light rays
that make up the collimated laser beam have a consider-
ably higher power density profile across the diameter of
the beam and can be focused to a spot size diameter on
the workpiece surface [8–10].

Various types of lasers are classified with reference
to a lasing medium [15–19]. In laser treatment proc-
esses, the most frequently used gaseous lasers are CO2,
lasers [20].

The transverse power density distribution emerging
from the laser source is not uniform with reference to
the optical laser axis. It depends on the active lasing
medium, the maximum laser power, and the optical sys-
tem for transmission and transformation of the laser
beam [10–14].

Figure 2 shows different mode structures of the laser
beam, i.e., TEM00 (Gaussian beam), and multimode beam
structures TEM01 (b), TEM10 (c), TEM11 (d), and TEM20

(e), respectively [11].
The transverse power density distribution of the la-

ser beam is very important in the interaction with the
workpiece material. The irradiated workpiece area is a
function of the focal distance of the convergent lens and
the position of the workpiece with reference to the fo-
cal distance. The transverse power density distribution
of the laser beam is also called the transverse electro-
magnetic mode (TEM). Several different transverse
power density distributions of the laser beam or TEMs
can be shaped. Each individual type may be attributed
a different numeral index. A higher index of the TEM
indicates that the latter is composed of several modes,
which makes beam focusing on a fine spot at the
workpiece surface very difficult. This means that the

higher the index of the TEM is the more difficult it is to
ensure high power densities, i.e., high energy input. For
example in welding, mode structures TEM00, TEM01,
TEM10, TEM11, TEM20, and frequently combinations
thereof are used. Some of the laser sources generate
numerous mode structures, i.e., multimode structures
[8–12].

The most frequently used lasers are continuous la-
sers emitting light with the Gaussian transverse power
density distribution, TEM00. A laser source operating
100% in TEM00 is ideal for cutting and drilling. A
TEM00 beam can be focused with a convergent lens to
a very small area thus providing a very high power
density. In practice TEM01, having energy concentrated
at the periphery of the laser beam with reference to
the optical axis, is used as well. This mode is applied
primarily to drilling and heat treatment of materials
because it ensures a more uniform elimination of the
material in drilling and a uniform through-thickness
heating of the material in heat treatment. For welding
and heat treatment, very often mixtures of multimode
structures giving an approximately rectangular, i.e.,
top-hat-shaped, energy distribution in the beam are
used [13–20].

Heat treatment requires an adequate laser energy dis-
tribution at the irradiated workpiece surface. This can
be ensured only by a correct transverse power density
distribution of the laser beam. The power density re-
quired for heat treatment can be achieved by the
multimode structure or a built-in kaleidoscope or seg-
ment mirrors, i.e., special optical elements.

Heating of the material for subsequent heat treatment
requires an ideal power density distribution in the laser
beam providing a uniform temperature at the surface,

Figure 2 Basic laser beam mode structures. (From Ref. 11.)
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and below the surface to the depth to which the material
properties are to be changed.

Figure 3 shows different shapes of transverse power
density distribution which can be accomplished by both the
defocusing of the laser beam and the laserbeam
transformation through the mirrors or differently shaped
optical elements [21]. When the focused laser beam with
the Gaussian power density distribution is used, the
irradiated spot (A) is smaller than the one obtained with the
defocused beam (B). To fulfill the requirements of a uniform
power density distribution, the top-hat mode of the power
density should be ensured. Figure 3 shows two solutions
both giving a rather uniform power density distribution.
Such a power density distribution can be accomplished by
the unidirectional (C) or bidirectional (D) oscillating laser
beam that is obtained by being guided through
appropriately shaped optical elements showing adequate
kinematics [21]. It is characteristic of the two basic shapes
of the laser beam that they are suitable for heat treatment
and can be applied to heating of larger areas. Thus with the
unidirectional oscillating laser beam, heating of the material
is relatively fast whereas with the bidirectional oscillating
beam heating is less intense, but it provides a larger and
rectangular heated surface. Both types of laser beam are
very suitable for fast hardening of larger areas. In any case
it should be taken into account that such a transformation
of the laser beam is feasible only with a laser source of
sufficiently high maximum power.

II. LASER SURFACE HARDENING

A. Laser Heating and Temperature Cycle

A prerequisite of efficient heat treatment of a material is
that the material shows phase transformations and is fit

for hardening. Transformation hardening is the only heat-
treatment method successfully introduced into practice.
Because of intense energy input into the workpiece sur-
face, only surface hardening is feasible. The depth of the
surface-hardened layer depends on the laser-beam power
density and the capacity of the irradiated material to ab-
sorb the radiated light defined by its wavelength. Laser
heating of the material being characterized by local heat-
ing and fast cooling is, however, usually not suitable to
be applied to precipitation hardening, steroidization,
normalizing, and other heattreatment methods [3–6, 22].

Kawasumi [23] studied laser surface hardening using
a CO2 laser and discussed the thermal conductivity of a
material. He took into account the temperature
distribution in a three-dimensional body taken as a
homogeneous and isotropic body. On the basis of derived
heat conductivity equations, he accomplished numerous

Figure 3 Basic shapes of transverse power density distribution. (A) Focused laser beam suitable for deep penetration
welding and cutting, (B) defocused laser beam suitable for heat treatment, (C) unidirectional oscillating laser beam
for wide paths and intensive heating, and (D) bidirectional oscillating laser beam for wide paths and medium heating.
(From Ref. 21.)

Figure 4 Temperature cycle on the workpiece surface and
its interior versus interaction time. (From Ref. 23.)
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simulations of temperature cycles and determined the
maximum temperatures achieved at the workpiece
surface.

Figure 4 shows temperature cycles in laser heating and
self-cooling. A temperature cycle was registered by
thermocouples mounted at the surface and in the inside
at certain workpiece depths [23]. In this case the laser
beam with its optical axis was traveling directly across
the centers of the thermocouples inserted in certain
depths. A thermal cycle can be divided into the heating

and cooling cycles. The variations of the temperature
cycles in the individual depths indicate that:

• The maximum temperatures have been obtained at
the surface and in the individual depths.

• The maximum temperature obtained reduces through
depth.

• The heating time is achieved at the maximum tem-
perature obtained or just after.

• The greater is the depth in which the maximum tem-
perature is obtained the longer is the heating time re-
quired.

• In the individual depths the temperature differences
occurring are greater in heating than in cooling.

• Consequently, in the individual depths the cooling times
are considerably longer than the heating times to ob-
tain, for example, a maximum temperature.

Figure 5 shows two temperature cycles in laser surface
heating [23]. In each case the maximum temperature
obtained at the surface is higher than the melting point
of the material; therefore remelting will occur. The
remelting process includes heating and melting of the
material, fast cooling, and material solidification. The
maximum temperature at the surface being higher than
the melting point, a molten pool will form in the mate-
rial surrounding the laser beam. Because of a relative
travel of the laser beam with reference to the workpiece,
the molten pool travels across the workpiece as well
whereas behind it the metal solidifies quickly. The depth
of the remolten material is defined by the depth in which

Figure 5 The effect of laser light interaction time on the
temperature cycle during heating and cooling at various
power densities and traveling speeds. (From Ref. 23.)

Figure 6 The effects of power density and traveling speed on hardening. (From Ref. 23.)
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the melting point and the solidification temperature of
the material have been attained.

The depth of the remelted layer can be determined
experimentally by means of optical microscopy or by
measuring through-depth hardness in the transverse cross
section.

Figure 6 shows the dependence of the maximum tem-
perature attained at the workpiece surface in laser heat-
ing on the given power density and different traveling
speeds v [23]. The four curves plotted indicate four dif-
ferent power densities Qi, i.e., 2, 4, 6, and 8 kW/cm2.
With the lowest power density Q1, transformation hard-
ening can be performed if the traveling speed is varied
between 0.3 and 0.5 m/min. With the highest power den-
sity Q4 hardening by remelting of the thin surface layer
can be efficiently performed as the traveling speed v of
the workpiece should not exceed 2.0 m/min. With the
power densities between the highest and the lowest, Q2

and Q3, it is transformation hardening which can be effi-
ciently performed because the wide range of the traveling
speeds, i.e., from 0.4 up to 2.0 m/min, makes it possible
to obtain a hardened microstructure. The wide range of
traveling speeds of the workpiece and/or the laser beam
enables hardening of the surface layers of different thick-
nesses.

III. METALLURGICAL ASPECT OF LASER
HARDENING

Prior to transformation hardening, an operator should
calculate the processing parameters at the laser system.
The procedure is as follows. Some of the processing pa-
rameters shall be chosen, some calculated. The choice is
usually left to operators and their experience. They shall
select an adequate converging lens with a focusing dis-
tance f and a defocus zf taking into account the size of
the workpiece and that of the surface to be hardened,
respectively. Optimization is then based only on the se-
lection of power and traveling speed of the laser beam.
The correctly set parameters of transformation harden-
ing ensure the right heating rate, then heating to the right
austenitizing temperature TA3, and a sufficient
austenitizing time tA. Consequently, with regard to the
specified depth of the hardened layer, in this depth a tem-
perature a little higher than the transition temperature
TA3 should be ensured. Because of a very high heating
rate the equilibrium diagram of, for example, steel does
not suit; therefore it is necessary to correct the existing
quenching temperature with reference to the heating rate.

Thus with higher heating rates a higher austenite trans-
formation temperature should be ensured in accordance
with a time-temperatureaustenitizing (TTA) diagram.
The left diagram in Fig. 7 is such a TTA diagram for
1053 steel in the quenched-and-tempered state (A)
whereas the right diagram is for the same steel in the
normalized state (B) [24]. As the steel concerned shows
pearlitic-ferritic microstructure, a sufficiently long time
should be ensured to permit austenitizing. In fast heat-
ing, austenitizing can, namely, be accomplished only by
heating the surface and subsurface to an elevated tem-
perature. For example with a heating time t of 1 sec, for
total homogenizing a maximum surface temperature Ts

of 880°C should be ensured in the first case and a much
higher surface temperature Ts, i.e., 1050°C, in the sec-
ond case. This indicates that around 170°C higher sur
face temperature ∆Ts should be ensured in the second
case (normalized state) than in the first case (quenched
and tempered state).

Figure 8 shows a space TTA diagram including nu-
merous carbon steels with different carbon contents. The
TTA diagram gives particular emphasis to the character-
istic steels, i.e., 1015, 1035, 1045, and 1070 steels, and
their variations of the transition temperature TA3 with
reference to the given heating rate and the corresponding
heating time [24].

When the laser beam has stopped heating the surface
and the surface layer, the austenitic microstructure should

Figure 7 TTA diagram of steel 1053 for various states.
(From Ref. 24.)
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be obtained. Then the cooling process for the austenitic
layer begins. To accomplish martensite transformation,
it is necessary to ensure a critical cooling rate that de-
pends on the material composition. Figure 9 shows a
continuous cooling transformation (CCT) diagram for
EN 19B steel including the cooling curves. As carbon
steels have different carbon contents, their microstruc-
tures as well show different contents of pearlite and fer-
rite. An increased carbon content in steel decreases the
temperature of the beginning of martensite transfor-
mation TMS as well as of its finish TMS. Figure 10 shows
the dependence between the carbon content and the two
martensite transformations. Consequently, the increase
in carbon content in steel results in the selection of a
lower critical cooling rate required. In general, the micro-
structures formed in the surface layer after transforma-
tion hardening can be divided into three zones, i.e.:

• A zone with completely martensitic microstructure,
• A semimartensitic zone or transition microstructure,

Figure 8 Influence of heating rate and carbon content on
austenitic transformation temperature. (From Ref. 24.)

Figure 9 Continuous cooling transformation (CCT) diagram of steel EN19B. (From Ref. 24.)

Copyright © 2004 by Marcel Dekker, Inc.



Grum648

• A quenched-and-tempered or annealed zone with ref-
erence to the initial state of steel.

Sometimes, particularly in the martensitic zone, re-
tained austenite occurs too due to extremely high cool-
ing rates and the influence of the alloying elements
present in steel.

Figure 11 shows three calculated depths of the hardened
layer of C45 heat-treatment steel obtained with three differ-
ent shapes of the laser beam, i.e., square, top-hat, and
Gaussian distributions [25]. Different energy inputs selected
permitted to achieve different maximum temperatures at
the material surface. In the calculations two cases of laser
heating, i.e., a steady beam, the traveling speed v being 0
mm/sec (Fig. 11A), and a beam traveling with a speed v of
20 mm/sec (Fig. 11B), were taken into account. The great-
est depth of the hardened layer was obtained with the square
power density distribution in the beam cross section. It was
followed by the depths of the hardened layer with the top-
hat and Gaussian distributions. With the stationary hard-
ening, the depth of the hardened layer was by approximately
30% greater than with the top-hat distribution. In kinematic
or scan hardening, i.e., when the laser beam is traveling at
20 mm/sec, and with the square energy density distribu-
tion, a 2.3-times smaller depth of the hardened layer was
obtained at the maximum surface temperature TSmax, i.e.,
1420°C, a temperature just below the melting point of the
given steel.

Figure 12 shows a through-depth variation of the
maximum temperature of transformation-hardened SAE
1045 steel [26]. Two heating conditions were selected,
they were defined by different power densities and
different traveling speeds of the laser beam across the
material surface. It is true in both cases that with the
same transformation temperatures, TA1 in TA3, different
depths of the hardened layer and different widths of the
transition zone consisting of the hardened microstructure
and the microstructure of the base metal were obtained.
The results of measurements indicated that the depth of
the transition zone amounted to around 20% of the depth
of the hardened layer. This relationship between the

Figure 10 Influence of carbon content in steels according
to start and finish temperature of martenzitic
transformation.

Figure 11 Calculated hardening depths for C45 steel at stationary and progressive laser beam acting for a square
beam of 5×5 mm, a uniform distributed beam of 5 mm, and a Gaussian beam w=5 mm. (From Ref. 25.)
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depth, i.e., the width of the transition zone and the depth
of the hardened layer depends primarily on thermal
conductivity of the material. The materials with higher
thermal conductivity require a higher energy input so that
the same maximum temperature in the same depth may
be obtained, which, however, results in greater depths of
the hardened layers and a larger transition zone. Figure
13 shows a complete diagram including possible
processing parameters and the depths of the hardened
layers obtained in transformation hardening [26]. The
data are valid only for the given mode structure of the
laser beam (TEM), the given area of the laser spot (A),
and the selected absorption deposit. In this case the
processing parameters are selected from the laser-beam
power P [W] and the traveling speed of the laser beam v
[mm/sec]. The upper limit is a power P of 8 kW. This is
the limiting energy input which permits steel melting.
Although the data collected are valid only for a very
limited range of the processing parameters, conditions of
transformation hardening with the absorptivity changed
due to the change in the deposit thickness of the same
absorbent, or other type of absorbent, can efficiently be
specified as well. Greater difficulties may occur in the
selection of the laser trace that can be obtained in
different ways and can be varied too. In case the size of

the laser spot changes due to optical conditions, it is
recommended to elaborate a new diagram of the
processing conditions of transformation hardening.

IV. MICROSTRUCTURAL
TRANSFORMATION

In transformation hardening of steel we start from its
initial microstructure, which is ferritic-pearlitic, pearlitic-
ferritic, or pearlitic. In steel heating, transformation into
a homogeneous austenitic microstructure should be en-
sured.

We have thus a controlled diffusion transformation
of the microstructure in the surface layer of the workpiece
material of a certain thickness. The thickness of the hard-
ened layer required can be obtained if the heating proc-
ess is well known. Heating is, namely, defined by the heat-
ing rate, the maximum temperature attained at the sur-
face, heating to the depth required, and the time of heat-
ing of the material above the austenitizing temperature
TA3. The time required for homogenizing of austenite de-
pends on the type of the initial microstructure and the
grain size. It is a basic prerequisite to ensure a homoge-
neous distribution of carbon in austenite, which results
in homogeneous martensite showing a uniform hardness
after quenching and self-cooling, respectively. Account
should be taken that the martensite transformation is a

Figure 12 Influence of processing parameters on
hardening depth in laser surface transformation
hardening. (From Ref. 26.)

Figure 13 Influence of laser power and traveling speed on
depth of hardened layer at a given laser spot. (From Ref. 26.)
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nondiffusion transformation occurring during the cool-
ing process only at a sufficiently high cooling rate.

Figure 14 shows two thermal cycles, i.e., the one at
the surface, z=0.0 mm, and the one below the surface,
z=0.5 mm, in laser heating of C45 heat-treatment car-
bon steel [25]. Figure 14A shows two thermal cycles of a
laser beam with a spot diameter D of 6.0 mm traveling
at a speed v of 25 mm/sec. Figure 14B shows the opera-
tion of a static laser beam of the same diameter.

For efficient homogenizing, the temperature difference
∆T is important. It is defined as a difference between the
maximum temperature Tmax and the austenitizing tem-
perature TA3 occurring in a depth z of 0.5 mm. Such a
temperature difference ensures, with regard to the heat-
ing and cooling conditions of the specimen, the time re-
quired for austenite homogenizing ta in the given depth.

Figure 15 shows a shift of the transformation tempera-
ture, which ensures the formation of inhomogeneous and
homogeneous austenite within the selected interaction
times [25]. A shorter interaction time will result in a slightly
higher transformation temperature and also a higher trans-
formation temperature TA3. To ensure the formation of
homogeneous austenite with shorter interaction times,
considerably higher temperatures are required. Figure 15A
shows a temperature/ time diagram of austenitizing of C45
steel. The isohardnesses obtained at different interaction
times in heating to the maximum temperature that ensures
partial or complete homogenizing of austenite are plotted.
Figure 15B shows the same temperature/time diagram of
austenitizing of 100 Cr6 hypereutectoid alloyed steel. The

diagram indicates that with short interaction times, which
in laser hardening vary between 0.1 and 1.0 sec, homoge-
neous austenite cannot be obtained; therefore the micro-
structure consists of austenite and undissolved carbides of
alloying elements that produce a relatively high hardness,
i.e., even up to 920 HV0.2. After common quenching of
this alloyed steel at a temperature of homogeneous
austenite, a considerably lower hardness, i.e., only 750
HV0.2, but a relatively high content of retained austenite
was obtained. Retained austenite is unwanted as it will
produce unfavorable residual stresses and reduce wear
resistance of such a material.

V. MATHEMATICAL MODELING

A. Mathematical Prediction of Hardened
Depth

The classical approach to modeling the heat flow
induced by a distributed heat source moving over the
surface of a semi-infinite solid starts with the solution
for a point source, with integrations over the beam area
[27]. This method requires numerical procedures for its
evaluation. These solutions are rigorous, so their
computations are complex and the results difficult to
be applied. Bass [28] gives an alternative approach by
presenting temperature field equations for various
structural beam modes. Analytical results show good
response to various materials. Ashby and Easterling [29]
and Li et al. [30] developed further analytical approach

Figure 14 Temperature cycles during laser heating and cooling of steel C45 at the same interaction time. (From Ref. 25.)
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and an approximate solution for the entire temperature
field. Comparison of the analytical results with
numerical calculations shows adequate description of
laser transformation hardening. Variability of laser
transformation hardening parameters and changing
material properties with temperature result in some
scatter. With the use of dimensionless parameters to
simplify computation, results general to all materials
are obtained. There exist many such examples in the
analysis of welding [31] and in laser surface treatment
[32– 34].

In mathematical modeling the following assumptions
were considered:

• The surface absorptivity A is constant.
• The latent heat of the α- to γ transformation is negli-

gible.
• The thermal conductivity λ and thermal diffusivity of

steel are a constant.
• The eutectoid temperature TA1 is as given by the phase

diagram.

• The radius of Gaussian beam rB is the distance from
the beam center to the position where the intensity is
1/e times the peak value.

The origin of the coordinate system is the beam center.
The laser of total power P moves in the x direction with
traveling speed v, with the y axis across the track, and z
axis is the distance below the surface.

The temperature field equation from Ashby and
Easterling [29] is valid for the Gaussian line source:

 

The equation contains two reference parameters, defined
by  and zo is a characteristic length, as a func-
tion to limit the surface temperature.

Figure 15 Temperature-time-austenite diagrams with lines of resulting hardness for various steels. (From Ref. 25.)
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Shercliff and Ashby [33] define the following
dimensionless parameters:

 is the dimensionless
temperature rise,

q*=Aq/rBλ  is the dimensionless beam
power,

v*=vrB/a is the dimensionless traveling speed,
t*=t/t0 is the dimensionless time, and
(x*, y*, z*)=(x/rB, y/rB, z/rB) is the dimensionless x, y,

z coordinates.

The distance zo is normalized as follows

 

and dimensionless temperature parameter is then

 

The time-to-peak temperature  at an (x*, y*, z*) posi-
tion is found by differentiating with respect to the time.

At stationary laser beam of uniform intensity Q produces
a peak surface temperature given by Bass [28]:

 

The average intensity of a Gaussian beam is Q=q/πrB
2 so

the previous equation can be rewritten:

 

or in dimensionless form τ being 2rB/v and

 

The conditions for the first hardening  or the
onset of melt Tp=Tm are thus defined by a constant value
of the process variables as follows:

 

with  taking the value appropriate to the peak tem-
perature of interest TA1 or Tm.

Bass [28] gives a more general solution for the peak
surface temperature at stationary Gaussian beam acting
in dimensionless form

 

A constant value of a single dimensionless parameter
defines the first hardening and the onset of melt as fol-
lows for all v*:

 

Four dimensionless parameters define laser hardening
with a Gaussian beam. The aim is to produce a diagram
from which process variables may be readily selected. A
convenient plot is the dependent variables , v*, q*,
and  which give  as shown in Fig. 16A. As
surface melting is generally undesirable, the contours are
dashed if the surface melts   at
z*=0. Figure 16A shows the depth at which surface melt
commences for a 0.4-pct carbon steel at .

A non-Gaussian source may be simulated by
superposing a number of Gaussian sources. The total
power is shared between the Gaussian sources, to give
the best fit to true energy profiles. For particular location
and given time the temperature rises due to each source
contribution to heating. This is valid if the thermal
properties of the material are independent of the
temperature, meaning that the differential heat flow
according to the equation is linear. This method will be
presented by the same authors for laser-beam heating
with rectangular sources defined as laser beam spot ratio.
A laser-beam ratio R is defined by length l in travel
direction x, and the width w, of track in cross direction y
(R=1/w). In practice fixed width is normally used and
the length is varied, so it is sensible to normalize the
process variables using the beam width as follows:

 

where the subscript R refers to rectangular laser beam.
Figure 16B shows a dimensionless diagram for

medium carbon steel according to various ratio power to
track width q/w [W/mm] and spot ratio R=1/w[-].

The diagram shows the nondimensional ratio of the
hardened-layer depth to the laser-spot width for a
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rectangular laser beam as a function of a product of the
traveling speed and the laser-trace length. Three
characteristic power densities per unit of laser-spot
width, i.e., q/w=50, 200, and 800 W/mm, were chosen,
which equals a ratio of 1 to 4 to 16. In the diagram
there are curves plotted for individual power densities

q/w valid with certain ratios of the laser-spot dimensions
of the rectangular beam, i.e., l/w=0.2, 1.0, and 2.0. In
the individual cases laser-hardening conditions and
boundary conditions of laser hardening, i.e., laser
remelting, were known too. The individual curves in
the diagram indicate that by increasing the laser-beam
power density per unit of laser-spot width the boundary
conditions will be achieved with smaller depths of the
hardened layer. The diagram shown is of general validity
and permits the determination, i.e., prediction, of the
hardened-layer depth based on the variation of the
power density per unit of laser-spot width and the
traveling speed.

It can be summarized that the approximate heat flow
model of Ashby and Easterling [29] for laser
transformation hardening has been presented, describing
Gaussian and non-Gaussian sources over a wide range
of process variables.

The following advantages can be noted:

• Simplification by choosing dimensionless parameters.
• Surface temperature calibration, extending the ap-

proximate Gaussian solution to all laser-beam
traveling speeds.

• High traveling speed solution was found to be accept-
able for rectangular, uniform sources.

• General Gaussian solution and enabling extension of
the model to non-Gaussian sources.

• Identification of constant dimensionless parameters
containing all of the process variables for both sources,
which determine the position of the first hardening or
the onset of melting.

• Process diagrams for rectangular sources allow the
choice of the process variables such as the beam
power, track width, traveling speed, and spot dimen-
sions.

B. Mathematical Modeling
of Microstructural Changes

Ashby and Easterling [29] presented their results as la-
ser-processing graphs, which show the microstructures
and hardnesses regarding process variables.

In their experiments they studied two steels, i.e., a Nb
microalloyed and a medium-carbon steel. They varied
the laser power P, the beam spot radius rB, and its
traveling speed v.

They carried out laser surface heat treatments using a
0.5- and a 2.5-kW continuous wave CO2 laser using
Gaussian and “top hat” energy profiles.

Figure 16 (A) Dimensionless hardened depth  against
laser beam traveling speed v* with curves of constant
laser beam power q* for Gaussian power density cross
section. (B) Dimensionless hardened depth Zc/w against
laser beam traveling speed parameter v l with curves of
q/w=const. for rectangular power density and spot ratio
l/w=const. (From Ref. 29.)
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The microhardness of individual martensitic and
ferritic regions in the low-carbon steel could be estimated
fairly well from a simple rule-of-mixtures

 

where Hm is the mean microhardness of the martensite
and Hf that of the ferrite at that depth.

Figure 17 shows the hardness profiles for the two
steels with different energy densities q/vrB and interac-
tion time rB/v. It can be noted that worse hardening is
obtained when the carbon content of the steel is low. For
the high-carbon steel, complete carbon redistribution
occurs within the austenitization process, which gives a
uniform high hardness.

They developed simple models for pearlite dissolu-
tion, austenite homogenization, and martensite forma-
tion.

The heat cycle T(t) at the depth causes microstruc-
tural changes if high enough temperature is achieved.
Some of the microstructure changes are diffusion con-
trolled such as the transformation of pearlite to austenite
and the homogenization of carbon in austenite. The
microstructure changes depend on the total number of
diffusive jumps that occur during the temperature cycle.
It is measured by the kinetic strength, I, of the tempera-
ture cycle, defined by

 

where QA is the activation energy for the typical micro-
structural transformation and R is the gas constant. It is
more convenient to write it as

 

where Tp is the maximum temperature and τ is the ther-
mal constant. The constant α is well approximated by

 

At rapid heating, the pearlite first transforms to austenite,
which is followed by carbon diffusion outward and in-
creases the volume fraction of high-carbon austenite.

If the cementite and ferrite plate spacing within a colony
distance is λ, it might be thought that lateral diffusion of
carbon to austenite occurs. In an isothermal heat treatment,
this would require a time t given by λ2=2Dt, which is

 

where D is the diffusion coefficient for carbon. In a tem-
perature cycle T(t) the quantity Dt is where the maximum
temperature (Tp) is found to cause the transformation.

The most important to the understanding of laser trans-
formation hardening is the modeling of the carbon redistri-
bution in austenite. When a hypoeutectoid, plain-carbon
steel with carbon content c is heated above the TA1 tempera-
ture, the pearlite transforms instantaneously to austenite.
The pearlite transforms to austenite containing ce=0.8%
carbon and the ferrite becomes austenite with negligible
carbon content cf. Thereafter, the carbon diffuses from the
high to the low concentration regions, to an extent which
depends on temperature and time. On subsequent cooling
of steel from austenitic temperature, the austenite with car-
bon content greater than the critical value of 0.05 wt % C
transforms to martensite and the rest of austenite with car-
bon content less than 0.05 wt % C transforms into pearlite.

The volume fraction occupied by the pearlite colonies
is as follows:

 

where cf is the carbon content of the ferrite.
The volume fraction of the martensite is as follows [29]:

 

where g [m] is mean grain size.

Figure 17 Hardness profiles for the two steels with
different energy densities, E=q/vrB and interaction time,
ti=rB/v. (From Ref. 29.)
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The hardness of the transformed surface layer depends
on the volume fraction of martensite and its carbon con-
tent. The authors [29] calculated the hardness of the
martensite and ferrite mixture by using a rule of mix-
tures.

 

and suggested the following formula for calculating hard-
ness

 

Figure 18 shows three measured hardness profiles for
different energy parameters (full lines) and the calculated
profiles (dashed lines). Figure 19 shows a laser-process-
ing diagram for a 0.6 wt. % plain carbon steel. The hori-
zontal axes present energy density q/vrB and beam spot
radius rB. These variables determine the temperature cycle
in the transformed layer. The vertical axis is the depth
below the surface. Within the shaded region, melting
occurs and outside the transformation hardening proc-
ess. The diagram also shows the contours of martensite
volume fraction. The volume fraction and carbon con-
tent of the martensite are used to calculate the hardness
HV after laser surface transformation hardening.

The author [29] showed that:

• Steels with a carbon content below about 0.1 wt. %
do not respond to transformation hardening.

• Optimum combination of process variables gives
maximum surface hardness without surface melting.

The method could be used for laser glazing and laser
surface alloying.

Figure 18 Measured and calculated hardness profiles for
the 0.6 wt. % carbon steel compared with those predicted.
(From Ref. 29.)

Figure 19 Laser processing diagram for 0.6 carbon steel. (From Ref. 29.)
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VI. COMPUTING METHOD FOR CALCULAT-
ING TEMPERATURE CYCLE

Several methods exist to solve the heat conduction equa-
tions for various conditions; interesting descriptions are
given by Carslaw and Jaeger [27]. Most of the comput-
ing method to calculate temperature cycles are based on
one of the many cases which are modified to suit the
particular case [35].

Gregson [36] discussed a one-dimensional model us-
ing a semi-infinite flat-plate solution for idealized uni-
form heat source which is constant in time. Expressions
used for temperature profile separated for heating and
cooling are as follows.

Heating temperature-time profile:

 

Cooling temperature-time profile:

 

where T [°C] is the temperature, z [cm] is the depth be-
low the surface, t [sec] is the time,  is the emissiv-
ity, QAV [W/cm2] is the average power density, λ [W/cm
°C] is the thermal conductivity, a [cm2/sec] is the thermal
diffusivity, t0 [sec] is the time start for power on, tL [sec]
is the time for power off, and ierfc is the integral of the
complementary error function.

These equations for description of laser heating and
cooling process are valid if the thickness of the base
material is greater than  and they could be
approximately described for the hardened layer.

These one-dimensional analyses may be applied to
laser transformation hardening process with idealized
uniform heat sources, which are produced by using
optical systems such as laser-beam integrator or
highpower multimode laser beam with top-hat power
density profile. These equations present one-dimensional

solutions and provide only approximate temperature
time profile. For better description of thermal conditions,
a two- or three-dimensional analysis considering actual
input power density distribution and variable
thermophysical properties treated material is required.

Sandven [37] presented the model that predicts the
temperature time profile near a moving ring-shaped laser
spot around the periphery of the outer or inner surface
of a cylinder. This solution can be applied to the
transformation hardening processes using toric mirrors.
Sandven [37] developed his model based on a flat-plate
solution and assumed that the temperature time profile
T(t) for cylindrical bodies can be approximated by

 

where θ depends on workpiece geometry and I is the ana-
lytical solution for a flat plate. The final expression for a
cylindrical workpiece, which is derived from this analy-
sis, is:

 

where the +sign means the heat flow into a cylinder, the -
sign means the heat flow out of a hollow cylinder, Qo is
the power density, v is the laser-beam traveling speed in
the x direction, Ko is the modified Bessel function of the
second kind and 0 order, u is the integration variable, 2b
is the width of the heat source in the direction of motion,
and z is the depth in radial direction,

 

where , and R is the radius of the cylinder.
Sandven [37] provided graphical solutions for Z=0

for various values of B. To estimate an approximate depth
of hardness, maximum temperature profile across the
surface layer is the only item to be interested.

Cline and Anthony [38] presented most realistic
thermal analysis for laser heating. They used a Gaussian
heat distribution and determined the three-dimensional
temperature distribution by solving the equation:

 

where QAV is the power absorbed per unit volume and cp

is the specific heat per unit volume.
They used a coordinate system fixed at the workpiece

surface and superimposed the known Green function
solution for the heat distribution; the following
temperature distribution is:
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where f is the distribution function

 

where µ2=2at�/rB, τ=vrB/a, X=x/rB, Y=y/rB, Z=z/ rB, P is
total power, rB is the laser-beam radius, t� is the earlier
time when laser was at (x�, y�), and v is the traveling
speed.

The cooling rate can be calculated as follows:

 

where .
The given cooling rate is calculated only when point

heat source is used.
This three-dimensional model is a great improvement

over one-dimensional models because it includes
temperature-dependent thermophysical properties of the
material used for numerical solutions.

Grum and Šturm [39] obtained a relatively simple
mathematical model describing the temperature
evolution T(z, t) in the material depending on time and
position, where we distinguished between the heating
cycle and the cooling cycle.

For reasons of simplifying the numerical calculations,
it is necessary to make certain assumptions:

• The latent heat of material melting is neglected.
• The material is homogeneous with constant physical

properties in the solid and liquid phase. So we assume
that material density, thermal conductivity, and spe-
cific heat are independent of temperature.

• Thermal energy is transferred only through transfer
into the material, thermal radiation and transfer into
the environment are disregarded.

• The laser light absorption coefficient to workpiece
material is constant.

• Limiting temperatures or transformation temperatures
are assumed from phase diagrams.

• The remelted surface remains flat and ensures a uni-
form heat input.

Thus we obtained a relatively simple mathematical
model describing the temperature evolution T(z,t) in the
material depending on time and position, where we dis-
tinguished between the heating cycle and the cooling
cycle.

(1) The heating cycle conditions in the material can be
described by the equation:

 

for 0<t<ti.

Figure 20 Temperature cycles and cooling rate versus time at various depths. (From Ref. 39.)
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(2) The cooling cycle conditions in the material can be
expressed by the equation:

 

for t>ti.

Where variable t0 represents the time necessary for heat
to diffuse over a distance equal to the laser-beam radius
on the workpiece surface and the variable z0 measures
the distance over which heat can diffuse during the laser-
beam interaction time [29]. C is a constant, in our case
defined as C=0.5. Figure 20A presents the time evolution
of temperatures calculated according to equations at spe-
cific depth of the material in the nodular iron 400–12 at
a laser-beam traveling speed vB=12 mm/sec. Figure 20B
illustrates the variation of heating and cooling rates dur-
ing the process of laser remelting in the remelted layer
and in deeper layers of the material. The temperature
gradient is at the beginning of the laser-beam interaction
with the workpiece material, i.e., on heating up, very high,
on the surface achieving values as high as 48,000°C/sec.
The results show that the highest cooling rate is achieved
after the beam has passed by half the value of its radius
rB across the measured point. Knowing the melting and
austenitization temperatures, they can successfully
predict the depth of the remelted and modified layer (see
Fig. 21). Considering the fact that on the basis of limiting
temperatures it is possible to define the depth of
particular layers and that these can be confirmed by
microstructure analysis, we can verify the success of the
proposed mathematical model for the prediction of
remelting conditions. Thus a comparison is made in Fig.
22A and B between the experimentally obtained results
for the depth of particular zones of the modified layer
and the results calculated according to the mathematical
model. We can see that the calculated depths of the

Figure 21 Maximum temperature drop as a function of
depth in nodular iron 400–12. (From Ref. 39.)

Figure 22 Comparison of experimentally measured, remelted, and hardened zone depths with those calculated with
the mathematical model. (From Ref. 39.)
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remelted and hardened zones correlate well with the ex-
perimentally measured values. Large deviations in the
depth of the modified layers are found only in gray iron
at insufficient workpiece traveling speeds, and they are
probably due to the occurrence of furrows on the
workpiece surface.

VII. LASER LIGHT ABSORPTIVITY

With the interaction of the laser light and its movement
across the surface, very rapid heating up of metal
workpieces can be achieved, and subsequent to that also
very rapid cooling down or quenching. The cooling
speed, which in conventional hardening defines quench-
ing, has to ensure martensitic phase transformation. In
laser hardening the martensitic transformation is
achieved by self-cooling, which means that after the la-
ser light interaction the heat has to be very quickly ab-
stracted into the workpiece interior. While it is quite easy
to ensure the martensitic transformation by self-cooling,
it is much more difficult to deal with the conditions in
heating up. The amount of the disposable energy of the
interacting laser beam is strongly dependent on the

absorptivity of the metal. The absorptivity of the laser
light with a wave length of 10.6 µm ranges in the order
of magnitude from 2% to 5%, whereas the remainder of
the energy is reflected and represents the energy loss. By
heating metal materials up to the melting point, a much
higher absorptivity is achieved with an increase of up to
55%, whereas at vaporization temperature the absorp-
tivity is increased even up to 90% with respect to the
power density of the interacting laser light.

Figure 23 illustrates the relationship between laser
light absorptivity on the metal material surface and
temperature or power density [40, 41]. It is found that,
from the point of view of absorptivity, laser-beam cutting
does not pose any problems, as the metal takes the liquid
or evaporated state, and the absorptivity of the created
plasma can be considerably increased. Therefore it is
necessary to heat up the surface, which is to be hardened,
onto a certain temperature at which the absorptivity is
considerably higher and enables rapid heating up onto
the hardening temperature or the temperature which, for
safety reasons, is lower than the solidus line. This was
successfully used in heat treatment of camshafts [42].

The heating up of the workpiece surface material by
the laser beam is done very rapidly. The conditions of
heating-up can be changed by changing the energy
density and relative motion of the workpiece and the laser
beam.

In surface hardening this can be achieved without any
additional cooling and is called self-quenching. The pro-
cedure of laser surface hardening is thus simpler than the
conventional flame or induction surface hardening as no
additional quenching and washing is required. Absorptiv-
ity always depends on the wavelength of light and the sur-
face preparation of the material that interacts. In Table 1
typical values of reflectivity of polished surfaces of a tita-

Figure 23 The effect of temperature on laser light
absorptivity. (From Refs. 40 and 41.)

Table 1 Typical Values of Surface Reflectivity for Various
Materials and Surface States

Source: From Ref. 43.
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nium alloy, aluminum, 304 austenitic stainless steel, and
soft steel in interaction with CO2 laser light are stated [43].
The reflectivity of the polished surface of the given materi-
als depends on the temperature and wavelength of the in-
cident light. Bramson [44] defined the dependence between
electric resistance and emissivity ελ (T) for the light radia-
tion striking the material surface at a right angle.

 

where ρr [Ω cm] is the electrical resistivity at a tempera-
ture T[°C], ελ (T) is the emissivity at T[°C], and λ [cm] is
the wavelength of incident radiation. Reflectivity depends
on the incident angle of the laser beam with reference to
the polarization plane and the specimen surface [45–53].
Figure 24 shows the reflectivity of CO2 laser light from a
steel surface at different incident angles and different tem-

Figure 24 Variation of reflectivity with angle and plane
of polarization. (From Ref. 53.)

Figure 25 Influence of various steel Ck 45 treatments on absorption with CO2 or Nd: YAG laser light. (From Ref. 53.)
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peratures [43, 53, 54]. The diagram combines experi-
mental data (plotted dots) on reflectivity and absorptiv-
ity, and theoretically calculated values of reflectivity (un-
interrupted lines). The variations of absorptivity indicate
that absorptivity strongly increases at elevated tempera-
tures due to surface oxidation and at very high tempera-
tures due to surface plasma absorption.

Figure 25 shows the influences exerted on absorptiv-
ity of CO2 and Nd: YAG laser light in the interaction
with specimens made of Ck45 steel [53]. The steel speci-
mens were polished, ground, turned, and sandblasted.
To Ck45 heat-treatment carbon steel, various methods
of surface hardening, and particularly laser hardening,
are often applied.

From the column chart it can be inferred that absorp-
tivity of steel specimens subjected to different machining
methods is considerably lower with CO2 laser light than
with Nd: YAG laser light. The lowest absorptivity was
obtained with the polished specimens. It varied between
3% and 4% with reference to the laser-light wavelength.
Absorptivity was slightly stronger with the ground and
then turned surfaces. It turned out in all cases that the
absorptivity of Nd: YAG laser light is seven times that of
CO2. If absorptivity of the two wavelengths is considered,
smaller differences may be noticed with the sandblasted
surfaces. The oxidized and graphitized surfaces showed
the same absorptivity of laser light regardless of its wave-
length. The latter varied between 60% and 80 %.

VIII. INFRARED ENERGY COATINGS

To increase laser-beam absorptance at metal surfaces
various methods were used:

• Metal surface painted with absorbing coatings fol-
lowed by laser processing,

• Chemical conversion coatings, and
• Uncoated metal surfaces processed by a linearly po-

larized laser beam [55].

Infrared energy coatings having high absorptance must
have the following features for increased efficiency during
laser heating at heat treatment:

• High thermal stability,
• Good adhesion to metal surface,
• Chemically passive to material heat conduction from

coating to material,
• Proper coating thickness referring to type of material

and the way of heat treatment,
• High heat transfer coefficient for better heat conduc-

tion from coating to material,
• Easily applied and removed, and
• As lower expenses for coatings as possible.

A. Paint and Spray Coatings

Several commercially available paints exhibit low nor-
mal spectral reflectance for CO2 laser with wavelength
λ=10.6 µm. These paints in general contain carbon black
and sodium or potassium silicates and are applied to
metal surfaces by painting or spraying. Thicknesses of
paint coatings range from 10 to 20 µm.

B. Chemical Conversion Coatings

Chemical conversion coatings, such as manganese, zinc,
or iron phosphate, absorb infrared radiation. Phosphate
coatings are obtained by treating iron-base alloys with a
solution of phosphoric acid mixed with other chemicals.
Through this treatment, the surface of the metal surface
is converted to an integrally bonded layer of crystalline
phosphate. Phosphate coatings may range in thickness

Figure 26 Potential reaction of infrared energy-absorbing coating after laser-treated metal material. (From Ref. 55.)
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from 2 to 100 µm of coating surface. Depending on the
workpiece geometry, phosphating time can range from 5
to 30 min regarding temperature and concentration of
solution. Phosphate coatings on the metal surface can be
prepared with a fine or coarse microstructure.

In terms of chemical passiveness and ease of coating
application on metal surfaces silicates containing carbon
black are more effective than the phosphate coatings.
Figure 26 schematically illustrates the reaction of man-
ganese phosphate with metal surface and subsequent for-
mation of low melting compounds, which can penetrate
along the grain boundaries over several grains below the
surface of metal material. This reaction can be prevented
by using chemically inert coatings.

C. Linearly Polarized Laser Beam

Metals have lower reflectance for linearly polarized elec-
tromagnetic radiation. The basis of this optical phenom-
enon has been applied to the CO2 laser heat treatment of
uncoated iron-base alloys. An unpolarized laser beam can
be linearly polarized by using proper reflecting optical el-
ements. Figure 27 shows unpolarized laser beam with spe-
cific incident angle referring to metal mirror and reflected
beam is linearly polarized. This angle of incidence is called
the polarizing angle. When the laser beam is linearly po-
larized, the dominant vibration direction is perpendicular
to the plane of incidence. The plane of incidence is defined
as the plane that contains both the incident laser beam
and the normal to the reflecting surface.

The electric vector E of the linearly polarized beam
has components parallel Ep and perpendicular Es to the
plane of incidence. Figure 28 illustrates absorptance as a

function of the angle of incidence for iron [55]. At an
angle of incidence between 70° and 80°, the absorptance
is between 50% and 60% for Ep and 5% to 10% for Es.
Thus by directing a linearly polarized laser beam at an
angle of incidence greater than 45°, substantial
absorptance by iron-base alloys is possible. Possible
weakness of this method is the important laser-beam
power loss during conversion of an unpolarized to a lin-
early polarized laser beam.

Figure 27 Conversion of an unpolarized laser beam to a linearly polarized beam by reflection at a specific angle.
(From Ref. 55.)

Figure 28 Effect of the angle of incidence of a linearly
polarized laser beam on absorptance by iron base alloys.
(From Ref. 55.)
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IX. INFLUENCE OF DIFFERENT ABSORB-
ERS ON ABSORPTIVITY

Rothe et al. [56] determined absorptivity of metal sur-
faces on the basis of calorimetric measurements.
Kechemair et al. [57] studied the influence of the graph-
ite absorption deposit on the surface of the specimens of
35 NCD16 steel.

Woo and Choo [58] analyzed the general effects of coat-
ing thickness of absorber on the depth and width of hard-
ened layer. Hardening experiments were carried out at
various laser energy input. Trafford et al. [59] studied ab-
sorptivity in the case when the traveling speed of the laser
beam across the workpiece surface varied. They studied
various absorption deposits, e.g., carbon black and colloi-
dal graphite, zinc and manganese phosphates, which were
deposited on carbon steel with a carbon content of 0.4%.
The first two absorbents behaved very favorably at lower
surface temperatures, but at higher temperatures their ef-
fect weakened. Another deficiency of depositing carbon
black or colloidal graphite is that in the manipulation of
articles the deposit will get damaged and its effect will
therefore be somewhat poorer. Consequently, it can show
in a nonuniform depth of the hardened layer.

Phosphate deposits are wear and damage resistant and
quite easy to apply to the surface. Consequently, they are
considered to be better and more useful. They absorb
both the light of the IR spectrum and visible light; there-
fore these deposits look black as well. When hardening
was performed only at a limited area of the workpiece
surface, it could be assessed from the rest of the absorp-
tion deposit at the boundary between the hardened and
unhardened surfaces how the heating process proceeded.

The diagram in Fig. 29 shows the results obtained in
calorimetric measurements of absorptivity shown by steel
with the carbon content of 0.4%, when coated with the
respective four deposits, as a function of the traveling speed
of the laser beam. The other laserhardening parameters
were a square power density distribution of the laser beam
Q of 4.5×103 W/cm2, which allows both transformation
hardening and hardening by remelting. A difficulty en-
countered in hardening by remelting is that temperatures
occurring are very high and the absorption deposit will
get damaged, which will deteriorate the absorption effect.
In the figure there is a hatched area separating low
traveling speeds of the laser beam across the workpiece
surface that in connection with the other parameters en-
sures surface hardening by remelting. The boundary zone
of the traveling speeds is comparatively wide, i.e.,
v=20±1.5 mm/sec, which confirms how difficult it is to
ensure the repeatability of the depth of hardening in both

transformation hardening and hardening by remelting.
The zone at the extreme left end of the hatched area corre-
sponds to low traveling speeds that produced tempera-
tures at the surface exceeding the melting point suitable
for remelting. The traveling speed can thus be used to con-
trol the depth of the remelted and hardened layer. The
zone at the extreme right corresponds to the temperatures
exceeding the limiting speed with which no remelting but
only transformation in the solid state could be obtained.
The traveling speed defines the through-depth heating con-
ditions and thus determines the depth of the hardened layer
and the size of the transition zone. The size of the transi-
tion zone and the variation of hardness in it are extremely
important as they permit to fulfil requirements set for dy-
namically loaded parts.

Inagaki et al. [60] studied various types of deposits in
order to increase the depth of the hardened layer and
reduce laser-beam energy losses by means of improved
absorption in the interaction. Relevant tests were per-
formed with a CO2 laser with a maximum power of 2.0
kW and the square power density distribution ensuring a
uniform depth of the hardened layer after the interac-
tion. A quantitative analysis of absorptivity and the con-
ditions of transformation hardening showed that the
most fit-for-purpose absorption deposit was a blend of
mica and graphite powder, which provided a 1.8-mm-
deep and 10.0-mm-wide single hardened spot. The fol-
lowing substances were used: graphite, mica, and vari-
ous oxides, e.g., SiO2, TiO2, Al2O3, which were added to
graphite. The binder was acrylic resin. The different ra-
tios between the absorbent and the binder were tested
too. A ratio between the contents of “powder” and
“binder” was selected among the ratios of 2 to 1, 1 to 1,

Figure 29 Influence of different absorbers and traveling
speeds on absorptivity. (From Ref. 59.)
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1 to 2, 1 to 3, and 1 to 4. The authors focused their
studies on a relationship between the size of the graphite
particles and its content and the content of binder. The
graphite particles were defined by their average size,
which amounted to around 0.5 µm, around 4.0 µm, and
around 10 µm.

With the graphite-oxide type of deposit, the particles
were very fine and showed an average size of graphite
particles of 0.5 µm and an average size of oxides of 1.0
µm. In this case, the grains being very tiny, the ratio be-
tween the content of the two substances and the binder
was very limited. Thus only the ratio of 2 to 1 was se-
lected.

Figure 30 shows the testing of graphite deposited on
SK3 tool steel with a carbon content of 1.1%, taking
into account all the above variables in the deposit com-
position [60]. It turned out that the absorbent having
smaller graphite grains had a better effect, while a higher
ratio between the graphite particles and the binder had
no particular influence and the largest particles even di-
minished the effect. At the extreme right end the effect of
zinc phosphate as absorbent on the depth of the hard-
ened layer is shown. The tests showed that with lower
traveling speeds of the laser beam, i.e., with a higher sur-
face temperature, the zinc-phosphate-based deposit was
more efficient than the graphite one.

Figure 31 shows the effect of the second type of
absorbents consisting of graphite particles with an aver-
age grain size of 0.5 µm and an oxide with an average
grain size of 1.0 µm [60]. The ratio of the two constitu-
ents was 1 to 1 and the ratio between the solid substances
and the binder 2 to 1. Testing of the absorptivity of laser
light was performed with different graphite deposits with
oxides or mica deposited on the same steel surfaces. The
depth and the area of the obtained hardened layer, re-
spectively, were somewhat greater with graphite than

with the mica-based deposit. The absorptivity was some-
what lower with the deposits consisting of different ox-
ides. Testing was performed using SK3 tool steel with a
carbon content of 1%, a laser-beam power of 1.7 kW,
and different traveling speeds v of the laser beam, i.e.,
33.8 and 5 mm/sec.

Figure 32 shows a comparison of the depth of a single
hardened trace obtained with different surface
preparations, i.e., with mica and graphite, the binder, and
a zinc-phosphate coating [60]. As this comparison of
absorptivity was made using the same tool steel, it can be
stated that in laser transformation hardening the best
results were obtained with the graphite deposit with the
addition of mica.

Grum et al. [61] studied microstructures of various
aluminum-silicon alloys after casting and the influence
of laser hardening by remelting on the changes in
microstructure and hardness of a modified surface layer.
Their aim was to monitor changes in the thin, remelted
surface layer of a specimen material in the form of thin
plates with regard to remelting conditions. The authors
gave special attention to the preparation of specimen
surface by an absorbent.

Aluminum and its alloys absorb laser light poorly;
therefore it is needed that the surface of the aluminum
alloys be suitably prepared prior to laser remelting. This
can be done by surface treatment or by deposition of a
suitable absorbent. To this end a high-temperature
coating medium based on silicon resin with the addition
of metal pigment was applied. It was a sluggish resin.
The silicon resin containing pigment was applied to the
surface as an about 10-µm-thick layer. The absorbing
coating permitted a considerable increase in laser light
absorption and energy input, which almost agrees with
the calculated values [62–65].

Figure 30 Effect of graphite particle size and powder/
binder weight ratio on the transformation hardening area
in cross section. (From Ref. 60.)

Figure 31 Effect of adding various oxides to graphite on
the transformation hardening area. (From Ref. 60.)
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Hardening of the coating medium was carried out at
different temperatures, i.e., at the ambient temperature
(TAM) and temperatures of 100°C, 150°C, 200°C, and
250°C. In accordance with recommendations of the
manufacturer, a single hardening time was selected, i.e.,
1 hr at the temperature selected. The aim of the different
hardening conditions for the thermostable resin coating
was to study its absorptivity regarding laser light and
thus establish the influence on the size of the remelted
layer after remelting. The surface appearance seemed not
to change after hardening. In accordance with the manu-
facturer’s assurance, the absorbent evaporates during the
remelting process and does not affect formation of the
remelted layer.

Figure 33 shows the influence of hardening tempera-
ture of absorbent on the width and depth of the remelted
layer, which is different with different alloys. The largest
remelted trace is obtained after absorbent hardening at a
temperature between 100°C and 150°C. With alloys
AlSi12 and AlSi8Cu the largest trace is obtained, pro-
vided the absorbent has been hardened, at a temperature
of around 100°C and with alloys AlSi5 and
AlSi12CuNiMg at a hardening temperature of the ab-
sorbent of around 150°C.

Gay [66] conducted an investigation on the absorp-
tion coefficients obtained with various surface treatment
processes, including different absorbents and different
fine machining processes.

The investigations were conducted on SAE 1045 heat-
treatment steel. An absorption coefficient was determined
by the calorimetric method [67, 68].

Guangjun et al. [69] studied exacting laser transfor-
mation hardening of precision V-slideways. Experi-
ments with conventional hardening and laser harden-
ing were performed. For this purpose four steels were
selected, i.e., 20, 45, 6Cr15, and 18Cr2Ni4WA. Table
2 refers to all the steels concerned and both heat-treat-
ment methods and gives detailed data on the prelimi-
nary heat treatment and execution of surface harden-
ing. Data on the hardness achieved with the two heat-
treatment methods are given as well. In order to im-
prove the absorptivity of laser light by the individual
steels, carbon ink and manganese phosphate Mn3 (PO4)2

were used as coatings.
Laser irradiation of metal surfaces is a very complex

phenomenon, which is described by the three-dimen-
sional thermal conductivity in the material. There are
several equations available for simple calculations of the
effects of heat conduction in terms of the temperature
obtained inside the hardened layer or the heat-affected
zone. It is known from the theory of thermal conductiv-
ity that the heating temperature of the irradiated mate-
rial is, in approximation, dependent on the incident la-
ser-beam power and the irradiation time. Thus it can be
presumed that the depth of the hardened layer depends
on parameter , which is valid only

Figure 32 Effect of beam irradiating conditions on the transformation hardening depth for various absorbers. (From
Ref. 60.)
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in the case that no melting of the surface occurs. In the
equation, P is the power, DB is the laser-spot diameter at
the specimen surface, and v is the laser-beam traveling
speed. The laser-beam diameter is defined as a diameter
with which the power is exponentially reduced by a fac-
tor of 1/e. It turned out that the hardness achieved was in
direct proportion to HαP �

–
νν.

Figure 34 indicates that the strongest influence on
surface heating and the temperature variation was ex-
erted by the incident laser-beam power, and a reverse in-
fluence by the laser-beam traveling speed [69]. Both pa-
rameters of laser transformation hardening affect the
changes of microstructure and, consequently, changes in
hardness. The dependence shown in the diagram can gen-
erally be valid only with the same defocus and the same
surface preparation preceding laser hardening. Meijer et
al. [70] studied the possibility of hardening smaller
workpieces or smaller workpiece surfaces by a CO2 laser
delivering a continuous energy (CW) of low power in the
TEM00 mode structure. Two ways of line hardening, i.e.,

the one with parallel hardened traces and the one with
crossing hardened traces including an unhardened space,
were selected. Hardening was applied to C45 heat-treat-
ment carbon steel by (1) transformation hardening and
(2) hardening by remelting. The authors [70] discussed
the behavior of the colloidal graphite as an absorbent
from the viewpoint of:

• Deposits of different thickness, i.e., ranging between
2 and 14 µm,

• Different traveling speeds of the laser beam,
• The influence of the absorbent condition, i.e., wet (im-

mediately after deposition), partially dried, and dry.

Based on calorimetric measurement a relation between
absorptivity and the thickness of the absorbent depos-
ited as well as different traveling speeds of the beam de-
fining surface temperature was determined. Figure 35
shows the absorptivity achieved with reference to the
deposit thickness and the temperature obtained at the

Figure 33 Size of the remelted layer obtained after laser remelting AlSi5 (A) and AlSi12NiCuMg (B) versus hardening
temperature of the absorber in the given remelting conditions: P=1500 W, vb=350 mm/min and zs=9 mm. (From Ref. 61.)

Table 2 Comparison Between Laser-Hardened and Various Conventional Heat-Treated Structural Steel Hardness
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specimen surface [70]. The results obtained in measure-
ments made after line transformation hardening con-
firmed that the differences in absorptivity were generally
amounting up to 20%, that the optimum deposit thick-
ness of colloidal graphite was 8 µm with the higher
traveling speeds v, i.e., 4 or 8 mm/ sec, and as much as 14
µm with the lower speeds. The optimum absorbent de-
posit with lasers of greater powers amounted even up to
50 µm, which meant that the deposit had to be made in
several layers, depending on the absorbent used, to ob-
tain the thickness required.

For the determination of the deposit thickness they
used the optical method, i.e., by measurement of the light
transmitted through the absorbent and glass to a photo-
cell. This was accomplished simultaneously with the
deposition of absorbent on the specimen and glass under
the assumption that a uniform deposit thickness was
obtained. Figure 36 shows the results of the transmission
of light of a certain intensity (U0) through the absorbent
and glass (U) showing a dependence U=U0·e-at [70]. For

colloidal graphite, it follows that 1/a=1.06 µm, which is
valid during or after drying of the deposited absorbent.

Arata et al. [71] state that phosphate coating from
zinc phosphate—Zn3 (PO4)2—and manganese phos-
phate—Mn3(PO4)2—have outstanding absorptive prop-
erties, extreme heat resistance, and good adhesion with a
constant thickness of the deposit on the base material.
Therefore phosphate coatings are widely used in indus-
try. In testing phosphates in terms of absorption, the op-
tic conditions were chosen so that, using a laser source
P=1.5 kW, the spot ran in the direction of the y axis and
had a size of Dy=3 mm.

The absorptivity was analyzed in the air and argon
atmosphere in different kinematic conditions defined by
the traveling speed of the workpiece or the laser beam.
The results have confirmed that the absorptivity is al-
most independent of the atmosphere, which immediately
brought about a simplification of the conditions to be
maintained during hardening.

The absorptivity dependence on the workpiece
traveling speed was more significant. The tests were car-
ried out at traveling speeds of 1 and 8 m/min The results
have confirmed that at lower traveling speeds the

Figure 34 Dependence of laser beam power and traveling
speed on hardened depth of steel C45. (From Ref. 69.)

Figure 35 Absorptivity of a sprayed colloidal graphite
coating, measured during line hardening. (From Ref. 70.)

Figure 36 Light transmittance (inverse) as a measure of
coating thickness. (From Ref. 70.)
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absorptivity is less due to heat transfer to the cold
workpiece material and also into the surrounding area.
When the traveling speed is increased from 1 to 8 m/min,
an absorptivity increase from 40% to almost 70% is
achieved (Fig. 37).

Arata et al. [71] also studied the effects of optical con-
ditions on phosphate absorptivity. The starting point for
this study was the spot size in the direction of the y axis,
which was denoted by Dy. The spot size was changed
from 1 to 6 mm for the purpose of studying the absorp-
tivity dependence on different workpiece traveling
speeds. Thus at the spot size of Dy=6 mm and traveling
speed of 1 m/min, the absorptivity was A=65%; at the
traveling speed of 8 m/min, it was A=80% (Fig. 38). The
absorptivity of metal surfaces coated with phosphates is
essentially bigger than that of metal surfaces that are only
polished.

Research by Grum and Zerovnik [72] has confirmed
that laser-beam hardening can be successfully carried out
despite the laser source’s extremely low power.

The effects they had chosen to study include the fol-
lowing:

• Influences of alloying elements on heat treatment re-
sults,

• Influences of different kinds of absorbers on heat treat-
ment results,

• Influences of energy input on the microstructure and
on the magnitude of residual stresses and their na-
ture,

• Influences of various laser-beam paths on heat treat-
ment results and the magnitude of residual stresses.

Therefore four different types of surfaces prepared in
various ways were chosen:

• Surface machined by grinding
• Surface treated with absorber A
• Surface treated with absorber B
• Surface treated with Zn3(PO4)2

Absorber A—Miox, a PVK medium is made from poly-
mer base with additions. It was applied by submersion
to a thickness of not more than 20 µm, which was
achieved by hardening at room temperature.

Absorber B—Melit Email was deposited by
submersion, and hardening was carried out at a
temperature between 120°C and 150°C for 30 to 40 min.
This product is made from an alkaline base and alumina
resins that have to be air-dried for 10 to 15 min before
hardening for the solvents to evaporate and the paint
deposit to set. The instructions given by the manufacturer
must be strictly observed, and special attention should
be paid to the cleanliness of the surface, paint deposition
technique, and drying method [72].

The zinc phosphate absorber—Zn3(PO4)2—was de-
posited on the workpiece surface simply and efficiently.
The specimens for laser hardening were first degreased
in alcohol or trichloroethylene and then submerged in a
zinc phosphate bath at a temperature of 50°C/122°F for
4 to 5 min. This was followed by flushing in hot water
and drying. We obtained a uniform and high-quality zinc
phosphate coating with good absorptivity.

Grum and Zerovnik [72] show in Figs. 39 and 40 differ-
ences in microhardness at a given measurement position
for all kinds of steel, using absorber A or B after hardening
with a laser beam traveling along a square spiral line.

Figure 39 shows the microhardness profiles subse-
quent to heating with an energy input of the laser source

Figure 37 The absorptivity of specimens coated with zinc
and manganese phosphates was measured in air and argon
atmospheres. (From Ref. 71.)

Figure 38 The spot size was changed from 1 to 6 mm in
order to study the absorptivity dependence on different
workpiece traveling speeds. (From Ref. 71.)
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with a power of P=350 W and workpiece traveling speed
v=1000 mm/min. The optical conditions are defined by
laser-beam diameter (d=8 mm) before the focusing lens,
distance to the focus (f=63.5 mm) and by the defocusing
degree (w=11 mm). The defocusing degree describes the
distance of the lens focus from the workpiece surface.
The microhardness was measured in the middle of the
hardened track and into the depth until the hardness of
the base material is reached. As expected the highest
hardness profile is displayed by W–Cr–V tool steel with
the highest proportion of carbon and alloying elements
having a positive effect on hardenability or hardness. The
lowest hardness on the surface, ranging between 500 and
600 HVm, was achieved on AISI 4142 steel with the shal-
lowest hardened track. This surprising finding points to
the disturbances in heating, which may have been caused
by the laser source or the poor quality of the absorber
deposit. The steels were chosen carefully to permit the
study of the effects of alloying elements in terms of their
kind and amount. According to heat treatment instruc-
tions, the chosen steels have equal hardening tempera-

tures; therefore the effects due to these differences might
be excluded. Heat conductivity might have exerted a cer-
tain influence on the surface as well as on the differences
in the depth and width of the hardened track.

Figure 41 shows the microhardness profile for differ-
ent hardened track depths on AISI 1045 steel using the
zinc phosphate absorber, with the beam traveling via a
square spiraling path. The workpiece traveling speeds
were considerably higher than when absorber A or B was
used. These tests have shown that the workpiece traveling
speed when using zinc phosphate was up to three times
higher than those with absorber A or B.

Gutu et al. [73] studied transformation hardening of
large gears made of alloyed 34MoCrNi15 steel and two
heat-treatment steels, OLC45 and OLC60, respectively.
The absorbents used were carbon black and colloidal
graphite. The effects of the absorbents used were moni-
tored by measuring the depth and the through-depth
hardness of the relevant hardened layers.

Ursu et al. [74] studied the influence of the irradia-
tion of a copper surface by CO2 laser light. During irra-
diation, the temperature of the specimen was measured
with a thermocouple positioned at the back side of the
specimen. The irradiation test was performed twice on
the same specimen. Prior to and after the irradiation of
the same specimen, the absorptivity, A0 and A1, was de-
termined and analyses of the surface with transmission-
(TEM) and scanning electron microscopes (SEM) were
made. Some zones at the specimen were chosen for
crystallographic analysis by x-ray diffraction as well.

X. LASER-BEAM HANDLING TECHNIQUES

At laser transformation hardening the laser beam passes
over the surface so fast that melting cannot occur [75].
Traveling speed or scan speed is one of the important

Figure 40 The microhardness profiles for steels after using
absorber B and a square-spiral laser path. (From Ref. 72.)

Figure 39 The microhardness profiles for given steels after
using absorber A and a square-spiral laser path. (From
Ref. 72.)

Figure 41 The microhardness for AISI-1045 after using a
zinc phosphate absorber and a square-spiral laser path.
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laser transformation hardening parameters. There are
two scanning methods:

• Linear traverse using a defocused beam and
• Transversely oscillating a focused beam and moving

to the direction of traverse.

When the laser beam is defocused to a spot dimension
according to the surface of the workpiece, a compromise
between hardened depth and traveling speed at surface
hardening has to be achieved [75]. Figure 42 A shows
the general shapes of the cross section of the hardened
tracks produced in the metal by this method. The center
of the hardened track represents the deepest area at the
cross section for laser beam with Gaussian energy distri-
bution. To increase the width of the heat-treated single
track, multiple overlapping tracks may be used. How-
ever, as shown in Fig. 42B this method still does not give
uniform hardened depth and interface soft streaks named
heat-affected zone (HAZ) may develop at the overlap
region [75], Figure 42C shows the desirable heat-treated
shape [75]. The hardened depth is uniform where the

surface width represents the width of the hardened track
and the HAZ is comparatively small.

The method of oscillating a laser beam requires more
hardware, the added expense, and the increase in the
number of process parameters. Figure 43 illustrates the
general principle of the laser-beam oscillating method
[75]. In the simplest case, the beam is oscillated trans-
verse to the direction of part or beam traverse, as shown
in the right side of the figure. The temperature time dia-
gram is the combination of the heating and cooling cycle
as superimposed on transformation curve. The laser
beam is focused to produce power densities of at least
10+5 W/in.2. This power density assures high heating rate
or fast temperature rise times. The oscillating frequency
and traveling speed are selected so that the temperature
of a given laser-beam spot on the surface varies between
the melting temperature (Tm) and the austenitic transfor-
mation temperature . This condition is allowed to
exist until the required volume of metal below the sur-
face reaches the transformation temperature. At trans-
formation temperature the bulk of the material provides
the necessary heat sinking to transform austenite to a

Figure 42 Laser heat treating patterns. (From Ref. 75.)
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hardened matrix of martensite. Uniform hardened depth
is achieved when the beam oscillates so fast that the
metal, because of its relatively slow conductivity, sees the
oscillating tracks as a solid line of energy. Appropriate
overlapping of the single tracks will produce a minimum
of overtempered zone in the hardened depth, as shown
in Figure 42C [75].

If the oscillating frequency is too slow at transforma-
tion surface hardening for a given laser power density,
the surface temperature will be driven into the melting
region [75]. If the power density is too low for a given
frequency, the material will not be heated up to its trans-
formation temperature and no hardening will be pro-
duced. If the beam is allowed to oscillate too long in a
given area in an attempt to increase hardened depth, the
temperature in the surface layer will be raised to the point
where efficient self-quenching no longer takes place. The
cooling curve will then cross the “nose” of the transfor-
mation curve resulting in the transformation of austenite
into pearlite (annealed, soft microstructure) rather than
martensite.

XI. PRESENTATION OF CO2 LASER
MACHINING SYSTEMS

Considering numerous practical applications of laser in
electrical, metal working, and chemical industry, we can

see that laser technology offers several advantages over the
previously known technologies. Let us just mention one of
the special plus factors which is contactless machining
where there is no tool in the conventional sense but just the
laser beam that never wears off. Thus frequent problems
caused by tool wear such as workpiece deformation,
surface layer damage, and damage of vital machine tool
elements have all been avoided. However, there are other
requirements that have to be considered in laser machining,
as for example the quality of the laser source, modes of
guidance of the workpiece or laser beam. All this requires
interdisciplinary research and development work if we want
to meet the needs of end users. The high investments
required for machining systems have to be justified by
high-quality products, increased productivity and
possibilities of integration into manufacturing cells. The
need to integrate laser machining systems into a manufac-
turing cell requires further development of mechatronic
and electronic systems which would, together with com-
puter and systems engineering, enable a more intensive
introduction of this technology into the factories of the
future. Considering the difficulties encountered in
microdrilling, cutting, welding, and heat treatment, laser
technology is the only technology that can, in the near
future, as part of an integrated system, provide all sorts of
manufacturing possibilities: from the blank to the end
product. Laser technology will no doubt play an impor-
tant role in the development of the factory of the future.

Figure 43 General concept of laser heat treating by the use of oscillating laser beam. (From Ref. 75.)
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This has already been recognized by a number of leading
producers, e.g., in car industry, where it is impossible to
imagine the assembly of car body parts without laser cut-
ting and welding [76, 77].

Up to now the development of laser technology has
dealt with the following technological innovations:

• Guidance of the laser beam to different working loca-
tions in the space;

• Guidance of the laser beam over larger distances;
• Possibility of dividing the laser beam into several work-

ing places;
• Timing of the laser beam;
• Kinematic conditions within the workpiece/laser-beam

relation.

These technological innovations offer extreme possibili-
ties of adaptation and flexibility and allow machining of
geometrical elements that previously could not be ma-
chined by conventional technologies and processes.
Among the machining advantages we can mention:

• Possibility of welding thin parts;
• Possibility of drilling small holes;
• Adaptation of heat conditions to parts geometry in

heat treatment.

In addition to that, the high flexibility of laser technolo-
gies is supported also by high machining capabilities of
the laser beam on a variety of materials with very differ-
ent properties, i.e.:

• Possibilities of machining plastics;
• Possibilities of machining ceramics;
• Possibilities of machining metal parts;

• Possibilities of machining different composite mate-
rials.

Figure 44 shows the main components of a CO2 laser
machining system manufactured by Toshiba, type LAC
554 with a power of 3 kW [76]. By guiding the laser
beam and by guiding the workpiece in x-y plane we can
achieve a great variety of machining by cutting and
produce very different geometric elements. The
maximum length of the laser beam is 18 m and is led
through an optic system of prisms and mirrors along
the longitudinal and traverse direction. A given
configuration of optic and kinematic systems allows
machining to go on only on one place. Previous laser
machining systems only allowed the possibility of
moving the operating table or the workpiece, which also
required very large working areas, higher investment,
and resulted in lower product quality. Technologies
based on “time sharing method” were also known
allowing the possibility of guiding the laser beam to
different working places where activities are going on
(Fig. 45) [77].

Figure 46 shows the production line equipped with
transport belts supplying parts with a device for
prepositioning and positioning within the reach of the
laser beam [78]. This is followed by removal, deposition,
and further transport on the belt until the next station.
The whole equipment enables continuous running of the
machining process. In Fig. 46, we can see a laser
machining system illustrating a special aspect of guidance
of the laser beam through a prism to the working place.
The working place rotates, in this way enabling that the
work is done in sequences, e.g., inserting, laser
machining, cooling, taking off, and deposition on the
conveyer belt. To achieve a higher utilization rate of the

Figure 44 A Toshiba laser machining system with a laser source power of 3 kW. (From Ref. 76.)
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laser system and increase of productivity, it is possible to
introduce another working place by redirecting the laser
beam.

Another technological change is introducing robots
for guiding the laser beam. New types of devices for di-
viding/guiding the laser beam have been developed
known as “Robolasers.” Example 1 in Fig. 47 illustrates
a robot for feeding the workpiece/product under a fixed
laser beam [78]. In order to achieve a constant focal dis-
tance from the workpiece surface, the laser system has to
have a suitable degree of freedom with a corresponding
software provided by mechatronic and electronic sys-
tems. Example 2 (Fig. 47) shows a robotized system
which separately guides the laser beam and the nozzle
for guiding the assistant gas. The third example, by us-
ing a special design, ensures a coordinate motion of the
laser beam and auxiliary gas to the working place.

In Fig. 48 we can see a system for guiding the laser
beam, manufactured by Spectra-Physics, having the base
plate fixed at the exit of the system/laser beam [78]. The
laser beam travels through the optic shoulder to the op-
tic joint and further to the focusing lens and goes out
through the symmetric nozzle. On the upper side of the
robot there is a gas tube through which the assistant gas
is led from the gas station. The whole system is highly
upgraded and flexible, enabling a very successful machin-
ing on very complex products as well as on large prod-
ucts. Because it is so highly flexible the system got the
name Laserflex.

Figure 49 shows a laser machining system enabling a
line-surface hardening of camshafts for the car industry
[79]. Because of problems with absorptivity, the laser

system was added a place for induction heating or
preheating of parts on to the temperature of 400°C. This
is followed by heating up with the laser beam to the hard-
ening temperature. After hardening follows the cooling
down of parts in the cooling chamber and their deposi-
tion on the conveyer belt leading to the next working
place.

Figure 45 Guiding the laser light to five working positions.
(From Ref. 77.)

Figure 46 (1) Laser machining system with components
for guiding the laser beam and the workpiece. (2)
Workstation with loading/unloading system and laser
processing station. (3) Laser machining system and parts
handling/feeding double workstation. (Spectra Physics;
From Ref. 78.)
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Figure 50 shows a line-beam of laser light, obtained
from a system of optic elements such as a prism and a
spherical, concave mirror [79]. A convex mirror ensures
a constant distance of the optic system focus from the
object surface/camshaft. The entire operation of surface
heat treatment takes 2 to 5 sec for one camshaft assem-
bly and at the maximum 29 sec for one camshaft de-
pending on the size and kind of the latter.

A most important place in building laser machining
systems with computer support is now given to
mechatronic and electronic systems as the quality of the
whole system depends on them [80]. Modern highly flex-
ible laser technology represents a universal tool suitable
for small and large products of simple or complex shape.
Another fact which strongly favors this new technology
is the possibility of guiding the laser beam to different,

Figure 47 Three types of robolasers (laser+robot). (From Ref. 78.)

Figure 48 Laserflex for guiding the laser beam to the
working place. (Spectra Physics; From Ref. 78.)

Figure 49 Laser system for line-surface hardening of
camshafts. (From Ref. 79.)
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even very distant working places. Finally, using the same
tool but in different working conditions it is possible to
carry out different heat processes from heat treatment to
welding. Thus we can establish that the advent of laser
technology will finally solve the problems of conventional
heat treatment and welding and will ease the transition
to the manufacturing systems structure necessary for the
factory of the future [81–83].

A. Possibilities of Kaleidoscope Use
for Low-Power Lasers

Laser surface hardening is desirable to utilize the avail-
able energy distribution for heating and microstructural
changes; however, the Gaussian distribution with large
differences in energy distribution across the laser beam
does not provide this possibility. In practice, therefore,
we tend to use other laser-beam energy distributions,
namely, the square top hat and rectangular. A very sim-
ple device, kaleidoscope, is therefore suitable for practi-
cal use. A kaleidoscope is a device in the form of a chim-
ney that is a hollow body with a square or rectangular
cross section [84, 85]. It is necessary for the beam to
reflect at least two or three times along the length of the
kaleidoscope. To achieve this high reflectivity a material
of high heat conductance and mirror-smoothed material
should be used. Reflectivity depends on the wave-length

Figure 50 Optic system for redirecting the laser beam to
the working place. (From Ref. 79.)

Figure 51 (A) Influence of kaleidoscope length and cross
section on the relative change in beam intensity. (B) Power
density distribution of laser beam versus kaleidoscope
length. (From Ref. 84.)
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of the laser light and the material from which the kaleido-
scope is made [86].

To assess the uniformity of beam intensity, the rela-
tive change in beam power density is considered irrespec-
tive of the effect of interference. Figure 51A shows the
influence of kaleidoscope length and cross section on the
relative change in beam intensity [84]. Figure 51B [84]
shows the uniformity of beam power density distribu-
tion for different kaleidoscope lengths.

It is evident from the figure that with the increase in
kaleidoscope length l and decreasing cross-dimensions
“axa” or “axb,” the uniformity of the beam increases. In
the case of the rectangular cross section, it then follows
that the kaleidoscope length must be chosen according
to the magnitude of the longer side, which means larger
length of the kaleidoscope than in the case of the square
cross section. The size of the kaleidoscope depends also
on the focal length of the lens at its entrance side. Figure
52 shows the dependence of focal length of the entrance
lens and the kaleidoscope dimensions 1/a on the uniform-
ity of the laser-beam power density at the exit side. From
the focal length of the entrance lens, the kaleidoscope
dimensions can therefore be determined and this also
ensures the highest uniformity of the beam power den-
sity at the exit side.

In the experiments, a longer than the minimum
length necessary for the square cross section was cho-
sen in order to enable the use of the same kaleidoscope
for both types of cross section [87]. A kaleidoscope with
a length of 75 mm was applied, which is more than the
recommended length of the rectangular cross section

(Fig. 53). This proved disadvantageous later as the in-
terference raster was not distinct. The too long kaleido-
scope for the square cross section of 3×3 mm2 enabled
an interference of most of the elementary laser light
beams despite the fact that the optical axes of the laser
system and the kaleidoscope may not have fitted due to
the assembly error.

On the upper side of the kaleidoscope with a cross
section of 4×2 mm2, an opening was made for the laser
light to enable the best possible interference of elemen-
tary laser beams. The kaleidoscope consists of perpen-
dicular copper walls, polished to a high gloss, thus ena-
bling the creation of mirroring surfaces reflecting laser
light. The walls are fastened to one another by bolts,
which enables dismounting of the kaleidoscope and re-
peated polishing.

In the experimental part of the research, Grum [87]
tried to choose such laser surface hardening conditions
that may have shown the advantages of using a kaleido-
scope in laser heat treatment with a low-power source.
The main feature of the kaleidoscope is that it consider-
ably lowers the traveling of the workpiece, still granting
the desired uniformity of- heating and also uniformity of
hardening depth.

Figure 54 presents the hardened tracks and the meas-
ured microhardness on heat-treatable carbon steel AISI
1042. The hardening was carried out with the aid of a
kaleidoscope with a defocusing degree defined by the size
of the bright spot on the workpiece surface, which was
1.65 mm. The workpiece traveling speeds changed in the
same way as those in the treatment of tool steel, i.e., 0.10,
0.12, and 0.14 m/min [87].

Figure 52 Influence of local length of entrance lens on the
relative change in beam power density. (From Ref. 84.)

Figure 53 Kaleidoscope structure. (From Ref. 84.)
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XII. RESIDUAL STRESS AFTER LASER
SURFACE HARDENING

From the technology viewpoint, various surface harden-
ing processes are very much alike as they all have to en-
sure adequate energy input and the case depth required.
In the same manner, regardless of the hardening process
applied, in the same steel, the same microstructure
changes, very similar microhardness variations, and simi-

lar variations of residual stresses within the hardened
surface layer may be achieved.

Normally, the surface transformation hardening proc-
ess also introduces compressive stresses into the surface
layers, leading to an improvement in fatigue properties.
Hardened parts—always ground because of their high
hardness—require a minimum level of final grinding.
This can only be achieved by a minimum oversize of a
machine part after hardening, thus short-ening the final

Figure 54 Measured hardnesses in laser surface transformation hardening 1042 AISI (0.46% C, 0.65% Mn) steel,
using a kaleidoscope, traveling speed v=0.10m/min(A), v=0.12m/min(B), v=0.14m/min(C), and beam dimension
a=b=1.65 mm. (From Ref. 87.)
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grinding time and reducing cost of the final grinding to a
minimum. With an automated manufacturing cell, one
should be very careful when selecting individual machin-
ing processes as well as machining conditions related to
them. Ensurance of required internal stresses in a
workpiece during individual machining processes should
be a basic criterion of such a selection. In those cases
when the internal stresses in the workpiece during the
machining process exceed the yield stress, the operation
results in workpiece distortion and residual stresses. The
workpiece distortion, in turn, results in more aggressive
removal of the material by grinding as well as a longer
grinding time, higher machining costs, and a less-con-
trolled residual-stress condition. The workpiece distor-
tion may be reduced by subsequent straightening, i.e., by
material plasticizing, which, however, requires an addi-
tional technological operation, including appropriate
machines. This solution is thus suited only to exceptional
cases when a particular machining process pro duces the
workpiece distortion regardless of the machining condi-
tions. In such cases the sole solution seems to be a change
of shape and product dimensions so that material plasti-
cizing in the machining process may be prevented.

It is characteristic of laser surface hardening that ma-
chine parts show comparatively high compressive sur-
face residual stresses due to a lower density of the
martensitic surface layer. The compressive stresses in the
surface layer act as a prestress which increases the load
capacity of the machine part and prevents crack forma-
tion or propagation at the surface. The machine parts
treated in this way are suited for the most exacting
thermomechanical loads as their susceptibility to mate-
rial fatigue is considerably lower. Consequently, much
longer operation life of the parts can be expected.

Residual stresses are the stresses present in a material
or machine part when there is no external force and/or
external moment acting upon it. The residual stresses in
metallic machine parts have attracted the attention of
technicians and engineers only after manufacturing proc-
esses improved to the level at which the accuracy of
manufacture exceeded the size of deformation, i.e., dis-
tortion, of a machine part.

The surface and subsurface layer conditions of the
most exacting machine parts, however, are monitored
increasingly by means of the so-called surface integrity.
This is a scientific discipline providing an integral assess-
ment of the surface and surface layers and defined at the
beginning of the 1960s. More detailed information on
the levels of surface integrity description may be obtained
[88, 89].

XIII. THERMAL AND TRANSFORMATION
RESIDUAL STRESSES

Yang and Na [90] proposed the model for determination
of thermal and transformation residual stresses after la-
ser surface transformation hardening. Thermal stresses
were induced due to thermal gradient and martensitic
phase transformation causing prevailing residual stresses.
The dimensions of the specimen for simulation were 6
mm in length, 2 mm in thickness, and the width of the
sliced domain was 0.2 mm. To carry out heat treatment
laser power P=1.0 kW, traveling speed v=25 mm/sec,
absorptivity A=0.15, and characteristic radius of heat
flux r=1.0 mm were chosen. At rapid heating austenitic
transformation temperature started at 830°C and ended
at 950°C. Cooling rate was also high enough in the
heated material and austenite transformed to martensite
in the temperature range from 360°C to 140°C. In the
simulation the volume changes at phase transformation
base microstructure to austenite at heating
(αF+P→A=2.8×103) and then also volume changes at phase
transformation of austenite to martensite at cooling
(αA→M=8.5×10-3) were considered. Figure 55 shows lon-
gitudinal stress profiles in the direction of the laser-beam
travel at various time moment at heating, namely, at
t1=1.35×10-2 sec, t2=2.85×10-2 sec, and t3=4.65×102 sec
[90]. From the graph it can be seen that the compressive
stresses are in immediate vicinity of the laser beam. Nev-
ertheless, the thermal stresses at heating change to ten-
sile stresses according to the distance from the laser beam.

Figure 55 Longitudinal stress distributions at the surface
during laser heating. (From Ref. 90.)
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As the laser provides more energy according to the
heating time, the temperature increases, so that the
compressive thermal stresses become progressively lower
in the vicinity of the laser-beam center.

Figure 56 shows longitudinal stress profiles in the di-
rection of the laser-beam travel at various cooling times
during laser surface hardening [90]. The residual stress
in laser surface hardening is induced from temperature
gradient and phase transformations. During cooling
process longitudinal stresses are always tensile and
change to compressive during phase transformation. This
means that longitudinal residual stress is always of
compressive nature. As shown in Fig. 56 the compressive
residual stress was generated in the hardeued depth
within 0.5 mm from the center line of the exposed laser
beam.

XIV. MATHEMATICAL MODEL FOR
CALCULATING RESIDUAL STRESSES

Li and Easterling [91] developed a simple analytical
model for calculating the residual stresses at laser trans-
formation hardening. Following the temperature cycle
of the laser beam travel, a certain volume of the heat-
affected material expands as a result of the martensitic
transformation. The created martensite microstructure
has higher specific volume than matrix microstructure,
which causes residual stresses in the surface layer.

The magnitude of this residual stress is calculated as a
function of the laser input energy and the carbon content
of the steel.

To simplify the calculations, the following assump-
tions can be made:

• Stresses induced by thermal expansion near the sur-
face can be neglected.

• Plastic strains caused by the martensitic transforma-
tion can be considered negligible.

• Dilatation in the HAZ is completely restrained along
the x and y directions during laser transformation
hardening.

From the author’s equations, different factors and param-
eters are influential on residual stress calculations, despite
the simplifying assumptions made. These factors include:

• The dimensions of the specimen,
• The properties of the material and composition,
• The laser processing variables.
• The residual stress sxx should equal

 

This equation is a complete description of the residual
stress in the x direction, where the first term is negative
and decreases with depth below the surface, and the sec-
ond and third terms are both positive. It shows that these
terms resulted in a compressive residual stress at the sur-
face and changed to a tensile residual stress at some depth
below the surface.

The y component of the residual stress σyy can be ex-
pressed as

 

At several laser runs overlap in the y direction there is
some stress relief in the overlapping zone. The maximum
σyy given by the equation is still valid.

Assuming that expansion in the z direction proceeds
freely, the z component of residual stress σzz is zero

 

It is impossible to change the volume because of phase
transformation, therefore shearing strains do not oc-
cur, and the shear components of residual stresses are

Figure 56 Longitudinal stress distributions and residual
stress distributions at the surface during cooling in laser
surface hardening. (From Ref. 90.)
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zero The given equations present a simplified way of
calculating residual stresses at laser transformation
hardening.

Figure 57 shows the effect of carbon content on s
xxthrough depth residual stress profile [91].

It can be seen that the value of the compressive re-
sidual stress is very dependent upon carbon content, in-
creasing by about 200 N/mm2 for each 0.1% C. The

crossover from compressive to tensile residual stress in
the x direction occurs approximately at the depth where
the steel has been heated to the TA1 temperature. The
figure shows also the profile for σyy in the steel with
0.44% C. As can be seen σyy lies at slightly higher
compressive stresses than the corresponding profile for
the x direction. The effect of changing the input energy
density of the laser process on residual stress profile sxx is
shown in Fig. 58. It can be seen that, for the 0.44% C
steel, changes in laser input energy do not substantially
affect the value of the compressive residual stress but do
affect the depth do of the compressive layer. Figure 59
shows changes in compressive residual stress σxx and
depth of compression layer d0 as a function of laser input
energy density. In practical laser transformation harden-
ing, a surface may be hardened not by a single laser track
but by a number of overlapping tracks. This obviously
results in local stress relaxation in the y directions in the
overlapping zones, although the residual stresses calcu-
lated at the center of each laser track will not be affected
and remain as presented above. If the overlapping tracks
cover the entire surface, end effects, as discussed in con-
junction with σxx, should be included in the calculation
of σyy for completeness.

XV. INFLUENCE LASER SURFACE
TRANSFORMATION HARDENING
PARAMETERS ON RESIDUAL
STRESSES

Solina [92] presented residual stress distribution below
the surface after laser surface transformation hardening

Figure 57 Predicted residual stress distribution σxx as a
function of depth below surface and steel carbon content
C. (From Ref. 91.)

Figure 58 Predicted residual stress σxx as a function of
depth below surface and laser input energy density (q/
v(Rb) for 0.44% C steel. (From Ref. 91.)

Figure 59 Predictions of surface compressive residual
stress σxx and depth do as a function of laser input energy
density for 0.44% C steel. (From Ref. 91.)
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at various heating and cooling conditions of different
steels.

For experimental laser surface transformation hard-
ening they used a CO2 laser. The absorptivity of the ma-
terial for the laser light with a wavelength of λ=10.6 µm
was increased by an absorption coating of Zn-phosphate.
In the tests two types of steel were used, i.e., carbon steel
AISI 1045 and a low-alloy steel AISI 4140, both in nor-
malized state. The specimen was selfcooled (mode 1) and
quenched with liquid jet (mode 2).

The ranges for laser hardening parameters were 10 to
38 W/mm2 sec for the energy density and from 0.024 to
1.12 sec for the beam-metal interaction time. From re-
sidual stress profiles in the surface layer, it is found that
the residual stresses in the more superficial layers may
vary, with changing laser hardening conditions, from
compressive residual stress values +200 MPa to strong
tensile residual stress values up to +800 MPa.

Figure 60 shows the residual stress profiles as a func-
tion of the depth below the surface in two specimens of
carbon steel AISI 1045 (C43) and AISI 4140 (40CoMo

4) alloyed steel [92]. The specimens were heated with the
same power density Q=27.5 W/mm2 and at interaction
time ti=0.56 sec at beam spot area 14×14 mm2 and self-
quenched (mode 1). The residual stress profiles for both
steels show the same laser surface hardening results in
very similar changing residual stresses from the hardened
layer. Maximum values of the compressive residual stress
are about -200 N/mm2, and very similarly residual stress
droops to neutral plane with small shift for alloyed steel.

Figure 61 shows residual stress profiles through the
surface layer after laser surface hardening of alloyed steel
AISI 4140 at very high power density Q1=121.9 W/mm2,
at interaction time ti1=0.16 sec and Q2=418.7 W/mm2, at
interaction time ti2=0.024 sec, with cooling in liquid jet
(cooling mode 2) [92]. In both laser surface conditions
very drastic tensile residual stress profiles are obtained.
Residual stress profiles differ only in absolute values. At
laser surface hardening conditions for both steels tensile
residual stresses were found on the surface layer
from+200 to+450 N/mm2.

Com-Nogue and Kerrand [93] analyzed the
throughdepth variations of residual stresses and
microhardness of a laser-hardened layer on S2 chromium
steel. Heating was carried out by a laser beam with a power
P of 2 kW and a traveling speed v of 7 mm/sec. A
semielliptical power density distribution in the laser beam
with defocusing was chosen so that a constant depth of
the hardened layer d, i.e., 0.57 mm, was obtained with a
width W of 10.8 mm. Figure 62 shows the throughdepth
variations of the measured hardness and experimentally
determined residual stress in the hardened layer. The vari-
ations of both hardness and residual stresses in the surface
hardened layer depended on the microstructure of the lat-
ter. Microstructural changes can be affected by the heat-
ing conditions which, in laser heating, can be determined
by the selection of the laser power and the area of the
laser-beam spot diameter dB or AB with a given mode struc-
ture. The traveling speed of the laser beam was then suit-
ably adapted. The measured average surface hardness was
725 HV. It slowly decreased to around 300 HV, i.e., hard-
ness of steel in a soft state, in a depth d of 0.57 mm.

The variation of microhardness permitted an
estimation that heating was correctly chosen to achieve
the maximum surface hardness and a very distinct width
of area with the transition microstructure (a mixture of
hardened and base microstructure).

The through-depth variation of residual stresses of the
hardened layer depended on the residual stresses occur-
ring in the material prior to heating. Then followed re-
laxation of the existing stresses due to laser heating for

Figure 60 Residual stress distribution below the surface
for given specimens: 1: C43, P=27.5 W/mm2, ti=0.56 sec,
cooling mode 1. 2:40CoMo4, P=27.5 W/mm2, ti=0.56
sec, cooling mode 1. (From Ref. 92.)
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further hardening. Finally is the variation of the residual
stresses after laser heating affected also by the initial
microstructure and the cooling rate of steel. A higher
austenitizing temperature and an ensured homogeneity
of carbon in austenite and as long as possible heating of
the material for the given depth of the hardened layer
ensured efficient tempering of the preceding residual
stresses and introduced new low-tensile stresses. Thus
after laser surface hardening, comparatively high
compressive residual stresses could be ensured. They
could be confirmed by computations as well. The
through-depth variation of residual stresses of the hard-
ened layer was, as expected, coordinated with the varia-
tion of hardness. It was very important that the maxi-
mum residual stress occurred just below the surface and
amounted to -530 N/mm2. Then it changed the sign in a

depth of 0.57 mm and became the maximum tensile stress
in a depth of 0.9 mm. In the range between the maxi-
mum compressive and compressive tensile residual
stresses, i.e., between the depths of 0.57 and 0.9 mm, a
linear variation of the residual stresses occurred.

Mor [94] studied measurement of residual stresses in
laser surface hardened specimens made of AISI 4140 steel
using the x-ray diffraction method. Figure 63 shows the
results of the measurements performed with two power
densities Q, i.e., 10 and 14 W/cm2, and three respective
times of interaction ti, i.e., 2.0, 1.8, and 1.0 sec. The re-
sidual stresses were measured in the direction perpen-
dicular to the hardened traces. Microhardness of the base
material, i.e., 200 HVm, increased up to around 700
HVm in the hardened trace and reduced to around 400
HVm in the zone of overlapping of two adjacent traces.
The residual stresses in the hardened traces showed the
compressive character due to an increased specific vol-
ume of the martensitic microstructure formed, but at the
edge of the hardened traces their character gradually
turned into the tensile one. Tensile residual stresses oc-
curred also in the case of two parallel laser-hardened
traces. In the hardened traces the maximum compressive
residual stresses amounted to -300 N/mm2, whereas in
the zone of overlapping of the hardened traces they var-
ied between +220 and +300 N/mm2. At the edge of the
hardened traces the tensile residual stresses amounted on
the average up to 1–0 N/ mm2. The variations of residual
stresses obtained in the hardened traces were as expected.
Surprising, however, is the variation of residual stresses
having the tensile character in the zone of overlapping of
two adjacent traces, which may be a critical zone with
dynamically loaded parts.

Figure 61 Residual stress distribution below the surface
for given specimens: 10:40CoMo4, P=121.9 W/mm2,
ti=0.16 sec, cooling mode 2. 11:40CoMo4, P=418.7 W/
mm2, ti= 0.024 sec, cooling mode 2. (From Ref. 92.)

Figure 62 Residual stress and microhardness profiles
through the laser surface hardened layer. (From Ref. 93.)
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XVI. RESIDUAL STRESSES,
MICROSTRUCTURES, AND
MICROHARDNESSES

Ericsson et al. [95] studied residual stresses, the content
of retained austenite, and the microstructure supported
by microhardness measurements. The experiment con-
sisted in making a laser-hardened trace on a cylinder
with a diameter of 40 mm and a length of 100 mm. In
the experiment AISI 4142 and AISI 52100 steels in
quenched and tempered (320 HV) and fully annealed
conditions (190 HV) were used. Laser surface harden-
ing was carried out with a CO2 laser with a power of 3
kW in continuous-wave mode. Several laser surface
hardening parameters were chosen. The laser power, the
laserbeam spot diameter, and the traveling speed of the
workpiece, however, were varied. Figure 64 shows the
results of calculations in laser surface hardening with
reference to through-depth distribution of austenite in
the heated layer after 24 sec and then the through-depth
variations of martensite and residual stresses in the
hardened layer after quenching. In the calculations of
the austenite and martensite contents and the variation
of residual stresses in surface hardened AISI 4142 steel
with 55.2 mm in diameter, a power density Q of 6.6
MW/m2, a traveling speed v of 0.152 m/min, and width
of hardened trace W of 8.175 mm were taken into ac-

count. After hardening, up to 35% of martensite was
found in the surface layer to a depth of 0.5 mm. Then
the martensite content was decreasing in a linear man-
ner to a depth of 1.0 mm. Very similar was the through-
depth variation of residual stresses of the compressive
character with a maximum value of around -150 N/
mm2 in the axial and tangential directions. This is fol-
lowed by a transition to tensile residual stresses in the
unhardened layer amounting to +350 N/mm2. This was
followed by a transition to the central part of the speci-
men with a constant stress of around -200 N/mm2. The
radial residual stresses were almost all the time con-
stant, i.e., σr=0, from the surface to a depth z of 20 mm,
then they increased to around -200 N/mm2 in the center
of the cylinder. An efficient indicator of the variation of
residual stresses was the martensite content. The
martensite content showed the variation of the residual
stresses occurring in the axial and tangential directions,
which means that the martensite transformation had a
decisive role in the determination of the variation of
residual stresses.

Cassino et al. [96] studied the variation of residual
stresses after laser surface hardening of 55 CI heat-treat-
ment carbon steel with a carbon content of 0.52%.

The investigations were conducted using flat speci-
mens of 100×80×20 mm in size and a square spot area of
5×15 mm. Heating was carried out with a laser power

Figure 63 Microhardness, residual stress, and x-ray diffraction along the laser hardened steel AISI 4140 at the
surface. (From Ref. 94.)
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varying between 3.0 and 3.4 kW, and a traveling speed of
the workpiece v of 5 mm/sec. The specimen surfaces were
coated with absorbents such as graphite and manganese
phosphate that ensured absorptivity in the range from
65% to 85%. The specimens were subjected to forced
cooling with argon (A) and water (W). Residual stresses
were measured in the longitudinal and transverse
directions using the x-ray diffraction method.

X-ray of 2A wavelength from synchrotron radiation
was employed to obtain diffraction peaks from (211)-
lattice planes of martensite at nine different ψ angles (the
angle between the normal to the diffracting planes and
the normal to the surface of the specimen) in the range of
-40.0° to 35.0°. The strains were measured in the regions
corresponding to the center of the laser traces and along
directions parallel and perpendicular to them. The elas-

tic constants E=0.21 TPa and v=0.28 were used for stress
calculations.

Table 3 shows residual stress values along longitudinal
and transverse direction. For quenching of the workpieces
with argon (A3, A4), the longitudinal compressive residual
stress ranged between 540 and 610 N/ mm2, whereas the
transverse one ranged between 230 and 350 N/m2. With
forced quenching of the specimens with water (W2, W4,
and W5), the longitudinal compressive residual stress
ranged between 200 and 400 N/mm2 and the transverse
one between 200 and 100 N/mm2.

The dissipation of the measured longitudinal and
transverse stresses was exceptionally strong and repre-
sented up to 50% of their measured value. The results of
measurement of the residual stresses confirmed that in
the given case a sufficient cooling rate was achieved by
cooling with argon. It was necessary to use any more
strong cooling medium.

XVII. SIMPLE METHOD FOR ASSESSMENT
OF RESIDUAL STRESSES

Grevey et al. [97] proposed a simple method of
assessment of the degree of residual stresses after laser
hardening of the surface layer. The method proposed was
based on the knowledge of the parameters of interaction
between the laser beam and the workpiece material
taking into account laser power and the traveling speed
of the laser beam across the workpiece and the thermal
conductivity of the material concerned. The authors of
the method maintained that in the estimation of residual
stresses with low-alloy and medium-alloy steels, the
expected deviation of the actual variation from the
calculated variation of residual stresses in the thin surface
layer did not exceed 20%.

On the basis of the known and expected variation, the
authors divided the residual-stress profiles through the
workpiece depth into three areas as shown in Fig. 65 [97].

Figure 64 Austenite distribution after 24 sec (A),
martensite distribution at the end of cooling (B), and sz,
sf and sr residual stress profiles (C). (From Ref. 95.)

Table 3 Residual Stress Values Along Longitudinal and
Traverse Directions

Source: From Ref. 96.
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• Areas I and II make up a zone from the surface to the
limiting depth with compressive stresses defined in
accordance with a TTA diagram (Orlisch diagram)
for the given steel.

• Area III is the zone extending from the limiting depth,
thus being an adjoining zone where the specific vol-
ume of the microstructure is smaller than that at the
surface and, consequently, acts in the sense of relative
contraction, which produces the occurrence of tensile
stresses in this zone. The zone showing tensile residual
stresses is strongly expressed in the specimens that were
quenched and tempered at 400°C or 600°C and then
laser surface hardened. Because of a thermomechanical
effect occurring during surface heating and fast cool-
ing, certain residual stresses persist in the material af-
ter cooling as well. This thermomechanical effect was
related to the state of the material prior to laser sur-
face hardening.

Area III is known as the retempered zone of the material
at the transition between the laser-hardened surface layer
and the base metal, which is in a quenchedand-tempered
state in the given case. The thermal effects in laser heat-
ing occurring in the retempered zone were calculated by
the authors from the variation of the temperature in the
individual depths of the specimen on a half infinite solid
plate:

 

where Ts [°C] is the surface temperature, T(z) is the tem-
perature at depth z, Ts=ρPoa1/2ti

1/2/Sλ, ρ [%] is total en-

ergy efficiency, Po [W] is the average power required, S
[cm2] is the spot area of the beam, a [cm2/ sec] is the
thermal diffusivity, ti [sec] is the interaction time, and v
[cm/sec] is the traveling speed.

An error function was approximated with (1-exp
, which, with 0.2<u<2.0, provided a favorable

agreement between the theoretical and experimental re-
sults. The depth in which the transition from compressive
residual stresses to tensile residual stresses occurred was
calculated using the following equation:

 

The mathematical description of the variation of ther-
mal cycle permitted them to predict the depth in which
the austenite transformation TA3 occurred and the tem-
perature range in which retempering occurred.

The difficulty of the theoretical method consists in
the requirement for knowledge of three parameters:
thermal conductivity λ [W cm1 °C-1], thermal diffusivity
a [cm2 sec-1], and total energy efficiency ρ [%].

Concerning the first two parameters, they depend on
the type of material used, on its initial microstructural
state, and also on its temperature. They are linked by the
relationship:

 

where d=7.8 g cm-3 is the material density and cp [J g-1 °C-

1] is the specific heat which depends on the temperature.
In the calculations only the effective energy was taken

into account; therefore the efficiency of material heating
and the global coefficient ρ [%], including optical losses
along the hardened trace and the reflection of the laser
beam from the specimen, were taken into account. Thus
they treated the display power P0 and calculated, by
means of the global coefficient of efficiency ρ, the socalled
effective power, Pe=ρ·P0. The authors experimentally veri-
fied the effective power and confirmed the linear rela-
tionship as shown in Figure 66A and B.

Figure 67 shows the results of calculations and meas-
urements of longitudinal residual stresses. The deviations
could be defined with reference to the depth of the tran-
sition of the compressive zone into the tensile zone
(∆h=hEXP-hEST) and the deviation of the size of the maxi-
mum tensile stress in the subsurface (∆σmaxT= σmaxEXP-
σmaxEST<4%).

In the calculations the deviation between the experi-
mental and estimated powers (∆P=PEXP-PEST <3%) was
taken into account.

Figure 65 Residual stress profile, classified in typical areas.
(From Ref. 97.)
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A very simple and practical method of determination of
the through-depth variation of longitudinal residual
stresses in the laser-hardened trace was proposed. The
procedure was based on measurement of longitudinal
residual stress at the surface ss and measurement of dif-
ferent characteristic depths by means of metallographic

photos or from the through-depth hardness profile,
which are defined by e, p, and h, i.e.:

 

XVIII. INFLUENCE OF PRIOR MATERIAL
HEAT TREATMENT ON LASER
SURFACE HARDENING

Chabrol and Vannes [98] analyzed the variations of hard-
ness and residual stresses in the thin surface layer of al-
loyed heat-treated steels, i.e., steel A (Cr–Ni), steel B (Cr–
Mo), steel C (Cr–Ni–Mo), and micro-alloyed steel D (V).
All steels were quenched and tempered at temperatures
of 400°C and 500°C. First measurements of hardness
and residual stresses were made at a single trace. The
specimens showed a variation of Vickers hardness HV0.5

of steel B that was annealed and then laser transforma-
tion hardened in the first case, and quenched and tem-
pered at 400°C and 500°C and then laser surface hard-
ened in the second case. They represent dissipation of
hardness, which varied with different specimens between
610 and 750 HV0.5, after laser surface hardening. The
initial state of steel was soft.

In the second case steel was quenched and tempered
and then laser surface treated, which produced a consid-
erable change of variation of hardness in the surface layer.
Dissipation of hardness in the thin surface layer was re-
duced too to vary between 640 and 695 HV0.5. The depth
of the hardened layer thus increased by approximately

Figure 66 Variation of efficiency recording traveling speed (A) and laser beam power (B). (From Ref. 97.)

Figure 67 Comparison of the experimental and estimated
longitudinal residual stress profiles. (From Ref. 97.)
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30%. The variation of hardness at the transition between
the hardened layer and the quenched-and-tempered base
metal where softening, i.e., quenching and tempering, of
the material occurred was interesting as well.

This study based the identification of residual stresses
on the relaxation method, which consists of measuring
specimen strain. The relaxation was induced by
electrochemical removal of the stresses surface layer,
causing a breakdown in the existing equilibrium state.
The restoration of the equilibrium is accompanied by
specimen strains. The strains were measured by means
of resistance strain gauges and calculated into residual
stresses using a mathematical model.

Figure 68 shows the variations of the longitudinal and
tangential residual stresses in the hardened trace on steel
A that was preliminarily annealed. The two variations
are very similar, i.e.:

• Compressive residual stresses of 330 N/mm2 to a
depth of 0.15 mm.

• Then follows an almost linear variation of the residual
stresses up to +200 N/mm2 in a depth of 1.5 mm in-
cluding a transition from the compressive zone to the
tensile one occurring in a depth of 1.10 to 1.20 mm.

• In the depths exceeding 1.5 mm the two stresses are
of the tensile character and almost constant.

The variation of residual stresses in multipass laser sur-
face hardening was very similar to the one obtained with
a single trace. The variations of the longitudinal and
tangential residual stresses were very similar as well.

The measurement of residual stresses in the x-ray
diffraction method showed surface stresses in the
hardened traces as well as at the transition between the
hardened traces.

Based on the experimental results, it is possible to
make some conclusions on laser surface transformation
hardening without melting of hypoeutectoid steels:

1. Microstructures observed in the hardened layer are
martensitic, characteristic of conventional hardening
but with some peculiarities:
• Martensite is heterogeneous as a result of the

nonuniform austenite. This heterogeneity is related
to the initial microstructure and the transforma-
tion curves which are displaced to higher tempera-
tures.

• It is impossible to dissolve all the carbides with a
heat treatment not involving melting process. In-
complete dissolution of carbides changes the
hardenability. Nevertheless, undissolved carbides
can be considered hard inclusions which are
favorable in wear applications.

2. The analysis of residual stress profiles through the
hardened layer confirms microstructural observations.
Their profiles change with the type of steel and laser
surface hardening conditions, but they correlate with
microstructural transformations.

Compressive stresses, always observed in the laser surface
hardened layer, improve the mechanical behavior. Tensile
residual stresses that appear below the hardened layer

Figure 68 Longitudinal and traversal residual stress distribution in annealed steel A at given laser hardening parameters.
(From Ref. 98.)
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are heterogeneous. Quenched and tempered steels,
however, are more homogeneous and the tensile residual
stresses much more pronounced and potentially
dangerous because they facilitate crack initiation. Based
on the microstructural and residual stress analysis, laser
surface transformation hardening leads to better results
in a plain medium carbon steel than in alloyed steel.
Multipass laser surface hardening shows softening and
tensile residual stresses at the surface. Both the softening
effect and tensile residual stresses should be avoided in
practice with a chosen higher overlapping degree.

XIX. INFLUENCE OF LASER SURFACE
HARDENING CONDITIONS ON
RESIDUAL STRESS PROFILES
AND FATIGUE PROPERTIES

Ericsson and Lin [99] presented the influence of laser
surface hardening on fatigue properties and residual
stress profiles of notched and smooth specimens.

The authors studied the effect of laser surface harden-
ing on two Swedish steels, SS 2225 (0.26% C, 1.13% Cr,
0.1% Mo) and SS 2244 (0.45% C, 1.02% Cr, 0.16%
Mo). Both steels were delivered as hot rolled bars in
quenched and tempered condition with a hardness of 300
HV. Smooth and notched fatigue specimens in quenched
and tempered condition were laser surface hardened. By
using x-ray diffraction technique residual stress profiles
in the hardened layer were measured.

Figure 69 shows axial residual stress profiles in the
center of the laser-hardened track. For laser-hardened
smooth specimen of SS 2225 steel, compression residual
stress profiles were found in both axial and tangential

directions. Compressive residual stresses were also found
in the hardened layer of smooth specimen of SS 2244 steel.
The values of axial and tangential residual stresses are very
similar. Figure 69 shows that residual stress profiles in the
track center were more compressive in comparison to those
at the overlap tracks. The difference became much larger
at depth between 0.4 and 0.6 mm, which could be ex-
plained by the difference in microstructures.

Figure 70 shows that the compressive residual stress
profiles were found in the hardened notches specimen of SS
2225 steel and the some shape specimen of SS 2244 steel.
The value of axial residual stress was higher than that of
tangential residual stress especially for SS 2225 steel. This
might be due to the different constraint to deformation at
the notch. Although the input heat from hardening the
second track had little tempering effect, relaxed the first
track, and changed residual stress profiles. As shown in Fig.
70, the value of residual stress was lower in the first track.

As can be seen, the fatigue strength of quenched and
tempered specimens was greatly improved after laser
surface hardening. Both low and high cycle fatigue lives
were increased. The evaluated bending fatigue limits are
summarized in Table 4, together with the values of notch
sensitivity index q. Notch sensitivity index q is a measure
of the effect of a notch on fatigue and is defined as (Kf-1)/
(Kt-1), where Kf is the ratio of the fatigue limit of smooth
specimen to that of notched specimen.

Figure 71 shows the S-N curves for smooth and
notched specimens. The curves 1 and 2 represent fatigue
strength for smooth specimens after quenched and
tempered (Q&T) conditions, curves 3 and 4 represent
fatigue strength for smooth and notched specimens after
laser surface hardening. It can be concluded that:

• The bending fatigue limits of smooth specimens were
increased by 31% for SS 2225 steel and 29% for SS
2244 steel, while those of notched specimens were in-
creased by 64% for SS 2225 steel and 69% for SS
2244 steel.

• The notch sensitivity index q decreased from 0.66 to
0.16 for SS 2225 steel and from 0.71 to 0.13 for SS
2244 steel.

• Important increase in fatigue properties was caused
by compressive residual stresses in the surface layer
after laser surface hardening.

Bohne et al. [100] analyzed X 39 CrMo17 1 (1.4122)
steel which was quenched and tempered at temperatures
of 520°C and 200°C. The hardened specimens were rap-
idly reheated with a Nd: YAG laser under such condi-
tions that a maximum surface temperature ranging

Figure 69 Axial residual stress profiles at the center of
the track on smooth specimen of SS 2244 steel. (From
Ref. 99.)
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between 860°C and 1390°C was obtained, and then
quenched with a cooling rate ranging between 480 and
1160°C/sec. Depending on the conditions of the preced-
ing heat treatment and various parameters of laser
processing, differences in the microstructure of a laser
trace, in the hardness, and in the profile of residual
stresses in the laser-hardened trace were obtained. De-
pending on the heating conditions, different contents of
retained austenite, i.e., between 2% and 62%, were
found in the laser-hardened traces. These great differences
in the measured contents can be attributed to the height
of the maximum surface temperature, the cooling rate,
and the preceding heat treatment, i.e., tempering. It was
found that the major influence on the formation of re-
tained austenite was exerted by the tempering tempera-
ture in the preceding hardening so that a lower temper-
ing temperature resulted in a higher content of retained
austenite. The content of retained austenite, however,
increased with an increase in the maximum temperature

in laser surface heating as well as by an increase in the rate
of laser heating.

In Table 5 the results of microhardness measurements
obtained in a depth of 30 µm below the surface of the
laser-hardened trace are stated in dependence of the
maximum surface temperature TSmax [°C] and the rate of
laser heating, v=∆T/∆t [°C/sec]. It is worth mentioning
the difference in the microhardness attained after steel
tempering at the temperatures of 520°C and 200°C,
respectively. In the case of steel tempering from 520°C
and then laser hardening, the microhardness decreased
from 700 to 636 HV0.05 with the increase in the content
of retained austenite. In case of steel tempering from
200°C the microhardness increased with the increase in
the content of retained austenite, which was to be
attributed to precipitates that additionally hardened
austenite and martensite.

Residual stresses were measured in the longitudinal and
transverse directions in the central part of the hardened

Figure 70 Residual stress profiles after laser surface hardening notched specimens. Full and open symbols refer to
axial and tangential residual stress, respectively. (From Ref. 99.)

Table 4 Bending Fatigue Limits and Notch Sensitivity

Source: From Ref. 99.
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trace. The variation of the residual stresses is shown for the
previously hardened steel that was tempered at 520°C and
then rapidly laser heated to TSmax, which provided lower
contents of retained austenite, i.e., between 2% and 7%.

Figure 72 shows the variation of the residual
stresses in the longitudinal direction with reference to
the orientation of the hardened traces and Fig. 73 the
variation in the transverse direction. The specimens
were, prior to surface hardening, quenched and
tempered at 520°C. Both the longitudinal and
transverse residual stresses show the compressive
character at the surface and then get balanced through
depth where they finally obtained the tensile character.
The through-depth variations of the longitudinal and

transverse residual stresses are similar. The compressive
residual stresses can be attributed to austenite/
martensite transformation whose magnitude and
variation depend on the content of retained austenite
and the precipitates that could additionally harden the
surface layer. The magnitude and variation of the
residual stresses were affected also by internal stresses
occurring in the cooling process. If the latter were
higher than the yield stress at the given temperature,
plastic deformation and certain internal stresses
accompanied by transformation stresses occurring in
further cooling was obtained. The stresses occurring
during the cooling process are called residual stresses
after hardening. They are accompanied by specimen

Figure 71 S-N curves for smooth (1, 2) and notched (3, 4) specimens. (From Ref. 99.)

Table 5 Microhardness and Retained Austenite (RA) Content After Laser Surface Hardening in
Tempered Steel at 520°C

Source: From Ref. 100.
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deformation. Account should be taken also of the
residual stresses due to the preceding conventional
hardening of the specimen.

Mordike [101] reported on several applications of
laser transformation hardening, laser remelting, laser
nitriding, and carbonitriding as well laser cladding and
alloying. The results show the variation of residual
stresses in the longitudinal and transverse directions in
pearlitic gray cast iron, for two sets of conditions after
laser remelting of the surface layer. Both through-depth
profiles of the residual stresses confirmed great
differences in the energy input obtained by varying the
power density and the traveling speed of the laser beam.
Although the two profiles of the residual stresses were
very similar, it was found that the depths of the remelted
layers differed, i.e., d

1
=0.2 mm and d

2
=1.0 mm. In both

cases there were compressive residual stresses in the
surface layer. They differed, however, in the depth in
which the transition from compressive to tensile stresses
occurred. In the first case the transition was outside the
remelted depth whereas in the second case it was within
the remelted zone. The compressive stresses at the surface
amounted to around 400 N/mm2 under the conditions of
shallow remelting and to around 700 N/ mm2 in the
subsurface, i.e., in a depth z of 0.3 mm, under the
conditions of deep remelting.

Grum and Zerovnik [102] presented the experimental
results of residual stress analysis after previously
mentioned laser transformation hardening of various
steels by using different absorbers. Their study based the
identification of residual stresses on the relaxation
method, which consists of measuring specimen strain.
The relaxation was induced by electrochemical removal
of the stressed surface layer, causing a breakdown in the

existing equilibrium state. The restoration of the
equilibrium is accompanied by specimen strains. The
strains were measured by means of resistance strain
gauges and calculated into residual stresses using a,
mathematical model.

Figures 74–76 show the variation of residual stresses
as a function of depth, the distance of the observed loca-
tion from the surface. In laser transformation hardening,
tracks have very small widths and depths that are de-
pendent on the optical and kinematic conditions and la-
ser source power. In the investigation the specimen
traveling speed was changed with respect to the absorber.
Figure 74 shows three residual stress profiles of the in-
vestigated W–Cr–V tool steel, and 4140, 1045 structural
steels with the laser beam traveling along a zigzag path

Figure 72 Longitudinal residual stress profiles after laser
surface heat treating of quenched and tempered steel at
520°C. (From Ref. 100.)

Figure 73 Transverse residual stress profiles after laser
surface heat treating of quenched and tempered steel at
520°C. (From Ref. 100.)

Figure 74 Residual stresses profiles in steels after laser
transformation hardening at zigzag traveling path; no
absorber. (From Ref. 102.)
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and the ground surfaces were free from any of the ab-
sorbers. The residual stress profiles are very similar to
one another, displaying the following characteristics:

• In all three cases, the surface is subjected to
compressive residual stresses.

• At a depth between 300 and 600 µm, the compressive
stresses transform themselves into tensile residual
stresses.

• Tensile residual stresses are present in deeper lay-
ers and have an almost constant value around 500
N/mm2.

From the residual stress results, it can be seen that both
the heat treatable steels have low compressive stresses on
the surface and a less explicit transition into tensile
stresses. The alloyed W–Cr–V tool steel has a consider-
ably greater content of carbon than the heat treatable
steels; therefore we can maintain that carbon plays a de-
cisive role in residual stresses size and transformation.

Residual stresses W–Cr–V in tool steel, to which ab-
sorbers A and B were applied and the laser traveled a
square-spiral path, are further illustrated in Fig. 75.
Thanks to light absorption, shorter interaction times are
necessary, and as a result, the compressive residual
stresses on the surface are lower. In addition, the depth
of the transition from compressive into tensile stresses is
lower using absorber A. The latter yields lower
compressive residual stresses and a steeper transition into
tensile stresses. Both features increase the sensitivity of
parts to dynamic loads. Therefore the better choice is
absorber B.

Figure 76 illustrates the variation of residual stresses
with an intermittent laser trace [103]. The residual
stresses in the compressive and tensile zone are low, a

special feature being a thin surface layer with tensile
stresses. Because after laser heat treatment grinding
should be applied, in each of the discussed cases
compressive stresses in the surface are a usual result.

An interesting study was made by Yang and Na [104]
in his paper titled “A study on residual stresses in laser
surface hardening of a medium carbon steel” by using two-
dimensional finite element model. By using the proposed
model, the thermal and residual stresses at laser surface
hardening were successively calculated. The phase trans-
formation had a greater influence on the residual stress
than the temperature gradient. The simulation results
showed that a compressive residual stress region occurred
near the hardened surface of the specimen and a tensile
residual stress region occurred in the interior of the speci-
men. The maximum tensile residual stress occurred along
the center of the laser track in the interior region.

The compressive residual stress at the surface of the
laser-hardened specimen has a significant effect on the
mechanical properties such as wear resistance, fatigue
strength, etc.

The size of the compressive and tensile regions of the
longitudinal residual stress for various spot ratios of the
square beam mode is shown in Fig. 77. It should be ob-
served that with increasing beam width the compressive
region becomes wide but shallow. From the comparison
of the results, it is recommended that wide laser-beam
spots are used for obtaining the desirable heat-treated
region.

Figure 78 shows the sizes of the compressive and ten-
sile regions of the longitudinal residual stress for various

Figure 75 Residual stress profiles in steel S1 after laser
transformation hardening at square spiral traveling path;
absorbers A and B. (From Ref. 102.)

Figure 76 Residual stresses in W–Cr–V tool steel for
interspaced hardening traces, concentric circle, square
spiral, and zigzag hardening methods. (From Ref. 103.)
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laser-beam power and traveling speed at a given input
energy. Although the input energy is constant, the
compressive residual stress region increases according to
increased laser power and traveling speed. That means
that it is desirable to use the high power beam and high
traveling speed at laser surface hardening.

Estimation and optimization of processing parameters
in laser surface hardening was explained by Lepski and
Reitzenstein [105]. Optimum results were obtained if the
processing was based on temperature cycle calculations,
taking into account the material properties and input
energy distribution. A user-friendly software is required
in industry application of laser surface hardening. The
software should fulfill the following criteria:

• Ability to check any given hardening problem;
• Ability to estimate without experiments which laser

power beam shaping or beam scanning system is se-
lected;

• Ability to predict the laser hardening results at a given
application;

• Ability to calculate the processing parameters with
minimum cost at desired hardening and annealing zone
size;

• Graphically present the relationship between the
processing parameters and the hardening zone char-
acteristics.

The integration of laser hardening in complex manufac-
turing systems requires hardening with high traveling
speeds. In order to get a sufficient hardening depth nei-
ther the surface maximum temperature nor the laser in-
teraction time must fall below certain limits even for high
traveling speeds. This may be achieved to a certain de-
gree by laser spot stretching along the traverse direction.
In Fig. 79 the track depth as well as the track width is
represented for the steel C45 as functions of the spot axis

Figure 77 Compressive and tensile regions of the
longitudinal residual stress for various laser beams of
square beam structural mode at constant laser power.
(From Ref. 104.)

Figure 78 Compressive and tensile regions of the
longitudinal residual stress for various laser powers and
traveling speeds at a given input energy. (From Ref. 104.)
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ratio (SAR) (SAR=y/x=1…10) for various values of the
traveling speeds (v=1–10 m/min and a laser power of 10
kW). Values less than unity of the ratio SAR correspond
to a spot stretched along the traverse direction.

Meijer et al. [106] presented a very interesting and
practical subject of transferability of the same testing
parameters in laser hardening using different laser
systems used in several laboratories.

The chosen experimental conditions show that the
same material was tested, the same absorption deposit
and the same working method in a shielding atmosphere
were applied, but different degrees of defocus, small
power densities, different interaction times, and different
mode structures of the laser beam were used.

The deviations occurring are relatively strong;
therefore it is dubious whether with different laser
systems the same and reproducible results with the
hardened surfaces can be obtained. As the machining
conditions were uniformly selected, the same depths of
the hardened traces could be assumed, yet this was not
the case. The differences were exceptionally strong. They
can be attributed to the chosen mode structure of the
laser beam and other characteristics selected such as the
degree of defocus and the travel speed of the laser beam.
Consequently, the results of the investigation should serve
only as a proof that the influence of energy input is
strong. As far as the energy input is concerned, not only

the mode structure of the laser beam but also the selected
and interdependent parameters such as the travel speed
and the degree of defocus should be taken into account.

Results of the second set of joint measurements are
given in dependence of the width of a single hardened
trace on the material surface and the depth of the hard-
ened trace. The deviations occurring can be attributed
only to the mode structures selected in the individual
laboratories. The differences in the measured widths and
depths of the hardened single traces are, as expected,
smaller with shorter interaction times. They gradually
increase with increasing interaction times.

The deviation occurring in hardening of carbon steel
can be attributed to the available mode structures of the
laser beam and the selection of different interaction times.

Kugler et al. [107] reported on the latest developments
of powerful diode lasers permitting the manufacture of
new laser hardening systems. Advantages of the diode
laser are as follows:

• Optics adjustable and adaptable to the workpiece
shape.

• Adjustable optics permits shallow or deep heating of
the surface layers.

• Absorptivity of laser light with a double wavelength,
λ1=0.808 and λ1=0.94, ranges, as assessed, between
50% and 70%, which means that no particular prepa-

Figure 79 Influence of laser spot axis ratio and various traveling speeds on obtained depth and width of single
hardened track. (From Ref. 105.)
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ration of steel surface is required for heat treatment.
• It has a pyrometer mounted to measure the tempera-

tures at the workpiece surface surrounding the laser
beam.

• A computer-aided system for temperature setting
makes a comparison with the reference temperature
and automatically sets a higher or lower laser-source
power in the very course of heat treatment.

• A robotic hand and optical transmission of laser light
to the workpiece make it possible to perform heat
treatment of large parts simply and efficiently.

• It is suitable for both small-scale and large-scale pro-
ductions.

Such a way of temperature monitoring, i.e., by changing
the power input, is extremely important at the workpiece
edge, along the notches in the workpiece, or at the tran-
sition from a larger diameter to a smaller one.

Figure 80 shows the dependence between the power
density distribution across the beam diameter, the specific
energy, and the depth of the modified layer. In the diagram
above, different distributions, i.e., Gaussian (A), cylindri-
cal (B), prismatic (C), and sharp-edged distributions, are
shown. The individual characteristic power density dis-

tributions across the beam diameter ensure, with the same
heating conditions, small differences in the energy input,
and great differences of the depth of the hardened layer
attained. The lowest specific energy is obtained with the
cylindrical (B), prismatic (C), and sharp-edged (D) power
density distributions. It ranges between 13.0 and 15.0 J/
mm3. The highest specific energy is attained with the
Gaussian power density distribution. On the average, it is
100% higher than the lowest one. A more important piece
of information is the one on the depth of the hardened
layer attained. The latter equals 0.75 mm with the
Gaussian power density distribution, 1.17 mm with the
cylindrical distribution, and over 2.10 mm with the pris-
matic and sharp-edged distributions. This proves that the
distributions most suitable for heat treatment are the pris-
matic and sharp-edged power density distributions.

XX. PREDICTION OF HARDENED TRACK
AND OPTIMIZATION PROCESS

Marya and Marya [108] reported about prediction
hardened depth and width and optimization process of
the laser transformation hardening. They used a
dimensionless approach for Gaussian and rectangular

Figure 80 Influence of various laser beam shapes and specific energy on the depth of the hardened layer. (From Ref. 107.)
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sources to find laser heating parameters at given
dimensions of the hardened layer.

The laser transformation hardening has been per-
formed on a 0.45% carbon steel, coated with a carbon
to maintain the surface absorptivity to about 70%. Fig-
ure 81 shows the author’s results according to their model
of predicted dimensions of the hardened layer and proc-
ess optimization. The diagram shows that decreasing
power and laser-beam traveling speed at Gaussian distri-
bution of laser power density in cross section which de-
fines interaction times are required to obtain specific data.
Thus any useful combination of laser processing param-
eters must maximize heat diffusion to required depth of
hardened layer. It is necessary that surface melting tem-
perature is reached. Figures 81 and 82 show a low
dimensionless traveling speed v* that is necessary to al-
low the heat conduction in depth and achieve high
dimensionless depth Zh*=Zh/R and dimensionless width
Wh*=Wh/R. The dimensionless power parameter (q*) is
determined with respect to (v*) to reach the melting on
set.

If the laser beam moves faster, greater values (q*) must
be selected to reach surface melting. Similar calculations
were realized for square laser-beam power density. Hard-
ened widths should correspond rather well to beam spot
diameter because the step energy gradient of the beam
edge should produce an evenly steep temperature gradi-
ent.

Results in stationary laser-beam hardening show that
melting cannot be achieved at dimensionless power be-
low 7.6. Similar conclusions have already been drawn
for Gaussian beams. Indeed, as the beam speed

approacheszero, the beam profile contribution decreases
as heat tends to dissipate more uniformly.

Figure 83 shows optimized beam spot dimensions at
the surface which are very well predicted by the
theoretical analysis. Moreover, the results show that
hardened depth increases with heat input energy. They
experimentally verified that melting conditions are
proportional to the spot dimension. Although increasing
powers and spot beam diameter produced wider
hardened layer the heating rates decreased significantly.
Figure 83 shows the variation in surface hardness
according to the hardness of base material (HV=205). In

Figure 81 Influence of dimensionless power (q*) and
traveling speed (v*) on hardened depth after (zn*) for
Gaussian beam. (From Ref. 108.)

Figure 82 Influence of dimensionless power (q*) and
traveling speed (v*) on hardened width (w*) for Gaussian
beam. (From Ref. 108.)

Figure 83 Influence of spot radius and laser-beam power
on hardened depth. (From Ref. 108.)
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an optimization process, a compromise between a high
quenched depth and a significant hardness increase must
therefore be found.

XXI. MICROSTRUCTURE AND RESIDUAL
STRESS ANALYSIS AFTER LASER
SURFACE REMELTING PROCESS

Ductile iron is commonly used in a wide range of indus-
trial applications because if its good castability, good
mechanical properties, and low price. By varying the
chemical and microstructure composition of cast irons,
it is possible to change their mechanical properties as
well as their suitability for machining. Ductile irons are
also distinguished by good wear resistance, which can be
raised even higher by additional surface heat treatment.
With the use of induction or flame surface hardening, it
is possible to ensure a homogeneous microstructure in
the thin surface layer; however, this is possible only if
cast irons have a pearlite matrix. If they have a ferrite-
pearlite or pearlite-ferrite matrix, a homogeneous micro-
structure in the surface hardened layer can be achieved
only by laser surface remelting.

After the laser beam had crossed flat specimen, a
microstructurally modified track was obtained, which
was shaped like a part of a sphere (Fig. 84). To achieve a
uniform thickness of the remelted layer over the entire
area of the flat specimen (Figure 85), the kinematics of
the laser beam were adapted by 30% overlapping of the
neighboring remelted traces [109].

The microstructure changes in the remelting layer of
the ductile iron are dependent on temperature conditions
during heating and cooling processes. In all of the cases

of the laser surface remelting process two characteristic
microstructure layers were obtained, i.e., the remelted
layer and hardened layer. Figure 86 shows that the micro-
structure in the remelted surface layer is fine grained and
consists of austenite dendrites, with very fine dispersed
cementite, together with a small portion of coarse
martensite. X-ray phase analysis of the remelted layer
showed the average volume percentages of the particular
phases as follows: 24.0% austenite, 32.0% cementite,
39.0% martensite, and 5.0% graphite. Figure 87 shows
the microstructure of the hardened layer consisting of
martensite with a presence of residual austenite, ferrite,
and graphite nodules. Graphite nodules are surrounded
by ledeburite and/or martensite shells [109].

Grum and Šturm [109] showed the results (Fig. 88) of
the calculations of principal residual stresses in the flat

Figure 84 Cross section of a single laser-modified trace;
remelting condition: P=1.0 kW, zs=22 mm, and vb=21
mm/sec. (From Ref. 109.)

Figure 85 Laser surface modified layer at 30% overlap
of the width of the remelted traces; remelting conditions:
P=1.0 kW, zs=22 mm, and vb=21 mm/sec. (From Ref. 109.)

Figure 86 Microstructure of the remelted layer. (From
Ref. 109.)
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specimen after laser remelting with the zigzag laser beam
guiding at the 0% and 30% overlapping degree of the
remelted layer. Different modes of guiding the laser beam
over the specimen surface were selected, i.e., zigzag (A),
square-shaped spiral toward the center (B), and square-

shaped spiral away from the center (C), with the laser
beam turning round outside the specimen to achieve more
uniform thermal conditions in the material. In this way, it
was possible to achieve different thermal conditions in the
thin flat specimen during the remelting process as well as
during cooling, which influence the preheating of the speci-
men prior to remelting and the tempering of the created
modified microstructure. They stated the following:

• Residual stresses σ1 are directed in the longitudinal
direction and σ2 directed in the transverse direction
of the flat specimen.

• During the process of laser surface remelting, the speci-
men bends more in the longitudinal direction causing
additional lowering of tensile residual stresses.

• At 0% overlapping of the remelted layer, the
compressive residual stresses were achieved between
+100.0 and -5.0 MPa. A 30% higher overlapping de-
gree induces the occurrence of tensile residual stresses
of +90 MPa in the remelted layer and compressive
stress of 50 MPa in the hardened layer.

The same authors in Figure 89 showed the results of
principal residual stresses in the thin surface layer with
a laser beam guiding in the shape of a square spiral at
a given laser-remelting conditions, without overlap-
ping traces.

Figure 87 Microstructure of the hardened layer. (From
Ref. 109.)

Figure 88 Residual stresses in ductile iron 80–55–06; zigzag laser beam guiding laser-remelting conditions. (From
Ref. 109.)
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They showed the calculated principal residual stresses
profiles through the depth and the direction angles of the
principal residual stresses. The residual stresses were
measured to the depth of 0.9 mm, which means that they
were measured to the transition into the matrix.

From the results of calculated residual stress profiles
the following conclusions can be drawn:

• The principal residual stresses σ1 are directed perpen-
dicularly to the direction of the laser path.

• The principal residual stresses σ2 acting in the direc-
tion of laser remelting and being of tensile nature are
much higher than the residual stresses σ1.

• The principal residual stresses σ1 are reduced because
of the temperature field, and lowering the yield
strength of the material.

• Residual stresses in the modified surface layer in the
longitudinal direction of the specimen are compressive
and range between 80.0 and 5.0 MPa when, in the
transition area from the hardened layer to the matrix,
they change into tensile residual stresses.

• In the transverse direction of the specimen, residual
stresses are always tensile and range from +50.0 to
+200.0 MPa in the modified layer.

All of these laser-remelting conditions, each in its own
way, change the amount of the energy input and can have
an important effect on the size and quality of the modi-
fied layer and residual stresses. A greater amount of in-
put energy into the specimen results in a higher increase
of temperature in it and higher overheating of the speci-
men, which, on the other hand, lowers the cooling rate
in the modified layer and gives rise to the occurrence of
small microstructure residual stresses in this layer.

A. Dimensions of the Remelted Track

Hawkes et al. [110] studied laser-remelting process on
ferrite and pearlite gray iron at various melting condi-
tions. The results are presented by microstructure,
microhardness analysis, and size data of the remelted
tracks. Figure 90 shows remelted depth according to
traveling speed and beam diameter. Depth of remelting
layer increased significantly by approaching the focussed
beams at lower traveling speed of 100 mm/sec due to the
keyholing mechanism operating in the molten pool. This
occurred at sufficient laser-beam power density to va-
porize the metal under the beam center. The pressure of
the expanding vapor held the cavity open forming a black

Figure 89 Residual stresses in ductile iron 80–55–06 with a circular laser beam guiding in the shape of a square spiral
beginning on the edge of the remelted area and ending in the middle of the specimen at the above indicated laser-
remelting condition. (From Ref. 109.)
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Figure 90 Remelting depth according to traveling speed v and input energy P/DB
2·vb. (From Ref. 110.)

Figure 91 Microhardness profiles of tempered microstructures in overlap multitracks. (From Ref. 110.)
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body, thus transferring more energy deeper into the ma-
terial.

The remelting width was greater at smaller areas of
beams at low traveling speeds due to the intense vapor
and liquid convection. Figure 90A shows the dependence
of melting depth according to traveling speed at various
beam spot diameters. Figure 90B shows the depth of
remelting, assuming depth/width is constant, propor-
tional to P/DB

2·vB.
Greater depth of remelting was achieved in the ferritic

gray iron as compared to the pearlitic gray iron with higher
beam spot diameters at lower traveling speeds. Figure 91
shows microhardness profiles across overlapping tracks
at two different laser-remelting conditions. Laser track B
shows a much wider. HAZ at increased microhardness,
and laser track A shows a greater HAZ at increased
microhardness. The differences in HAZ width and
microhardness profiles depend on the austenite decompo-
sition temperature in the center of overlapping tracks.

B. Mathematical Modeling of Localized
Melting Around Graphite Nodule

Roy and Manna [111] described in their paper math-
ematical modeling of localized melting around graphite
nodules during laser surface hardening of austempered
ductile iron. Similar findings were presented by Grum
and Šturm [112] at laser surface remelting in the transi-
tion zone, while heating at low power beam P=700 W
and traveling speed v of 60 mm/sec, where dissolution of
the graphite nodules at depth z=100 µm below the sur-
face occurred. At heating process in the region with

dissoluted graphite in austenite, lowering melting tem-
perature was reached which resulted in local remelting.
Figure 92 gives the variation of carbon concentration as
a function of the graphite nodule distance from the sur-
face. From the diagram it can be concluded that carbon
concentration in the matrix is higher on the surface and
lower with decreasing depth below the surface. The
dashed line shows 1.6 wt. % carbon, which determines
the minimum level of carbon enrichment and maximum
width ym of the localized remelted zone around the graph-
ite nodule.

Figure 93 gives the matrix carbon concentration and
maximum temperature as a function of graphite inter-
face distance dy, the dashed horizontal line denotes the
effective temperature and maximum carbon solubility 1.6
wt. % for austenite, and the vertical one represents the
given remelt width (ym) from the graphite surface.

Figure 92 Variation of matrix carbon concentration as a
function of distance from graphite matrix interface. (From
Ref. 111.)

Figure 93 Variation of the peak temperature and matrix
carbon concentration according to the distance from
graphite matrix interface. (From Ref. 111.)

Figure 94 Variation of remelted width ym according to
remelting depth z. (From Ref. 111.)
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Figure 94 shows the changing of remelt width (ym) as
a function of the depth below the surface (z) at given
laser surface hardening conditions. Solid symbols in the
diagram show theoretically predicted maximum melt
width ym around the graphite nodule as a function of the
depth below the surface. The open symbols note the ex-
perimental data at given laser hardening conditions and
depth below the surface as well.

C. Transition Between the Remelted and
Hardened Layers

Grum and Šturm [112] studied rapid solidification micro-
structure in the remelting layer and microstructure
changes in the hardened layer.

The application of laser surface remelting to nodu-
lar iron 400–12 causes the material to undergo micro-
structural changes. A newly created austenite-ledeburite
microstructure with the presence of graphite nodules in
the remelted layer and a martensite-ferrite microstruc-

ture with graphite nodules in the hardened layer have
been observed. Microscopy of the hardened layer was
used to analyze the occurrence of ledeburite shells and
martensite shells around the graphite nodules in the fer-
rite matrix. The thickness of the ledeburite and
martensite shells was supported by diffusion calcula-
tions. The qualitative effects of the changed microstruc-
tures were additionally verified by microhardness pro-
files in the modified layer and microhardness measure-
ments around the graphite nodules in the hardened
layer.

The tests involved the use of an industrial CO2 laser
with a power of 500 W and Gaussian distribution of en-
ergy in the laser beam. The optical and kinematic condi-
tions were chosen so that the laser remelted the surface
layer of the specimen material. The specimens were made
from nodular iron 400–12 with a ferrite-pearlite matrix
that contained graphite nodules.

A characteristic of the transition area between the
remelted and the hardened layer is that local melting

Figure 95 Schematic presentation of the microstructural changes in the transition area between the melted and the
hardened zones. (From Ref. 112.)
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occurs around the graphite nodules. Grum and Šturm
[112] showed in Fig. 95 a schematic representation of
the sequence of processes occurring in the phases of
heating and cooling:

• The matrix transforms into a nonhomogeneous
austenite.

• Then diffusion of carbon from graphite nodules into
austenite.

• Increased concentration of carbon in the austenite
around the graphite nodule lowered the meltingpoint
temperature in local melting of part of the austenitic
shell around the graphite nodule.

• After rapid cooling, a ledeburite microstructure is
formed locally. This is then further surrounded by a
martensite shell.

The transition area is very narrow and very interesting
from the microstructural point of view. However, it is
not significant in determining the final properties of the
laser-modified surface layer.

Figure 96 shows the measured and calculated thick-
ness of martensite shells around graphite nodules with
respect to their distance from the remelted layer. Our es-
timation is that the differences between the measured and
the predicted martensite shell thickness are within the
expected limits as the data on heat conductivity and dif-
fusivity were chosen from the literature. The calculations
confirmed the validity of the mathematical model for the
determination of temperature T and time t remaining in
a given temperature range, which enabled us to define
the diffusion path of the carbon or, in other words, de-
fine the thickness of the martensite shell.

D. Circumstances for Rapid Solidification
Process of Cast Iron

Three features are significant for the rapid solidification
process after laser remelting [113]:

• The cooling rate ,
• The solidification rate R=dx/dt, which characterizes

crystal grain growth per time unit in the liquid/solid
interface,

• The temperature gradient G=dt/dx across the liquid/
solid interface to a given location.

These parameters are connected by the equation

 

Depending on the values of the above variables, different
microstructures can be produced after solidification proc-
ess. It is important that different microstructures can be
obtained in the same material at various solidification con-
ditions. In Fig. 97, one set of parallel lines represent lines
equal to G/R ratios and the other rectangular to the former
one, which represents RG products (equal to ε.) [113].

The G/R parallel lines give similar solidification con-
ditions before solidification increases with e. Therefore
an increasing nucleation frequency is obtained resulting
in a finer microstructure of the same morphology. For
the set of lines where e is constant, the same grain size
occurs, with changed solidification. At laser remelting it
is difficult to verify experimentally the two limiting cases
of solidification. Therefore special conditions must oc-
cur at rapid solidification:

• Substantial superheating of the melt which influences
the heterogeneous nucleation,

• Extreme temperature gradients which assure rapid,
directional solidification, and

• Epitaxial growth on substrate crystals.

In Fig. 98, cooling rate, remelted depth, and dendrite arm
spacing are correlated [113].

E. Evaluation of Residual Stresses After
Laser Remelting of Cast Iron

Domes et al. [114] gave estimation of microstructure,
microhardness, and residual stress distribution after la-
ser surface remelting of gray cast iron and nodular iron.

The authors carried out experiments with an 18-kW
CO2 laser. The laser beam was shaped by a line

Figure 96 Comparison of measured and calculated
thicknesses of martensite shells around graphite nodules
in the hardened zone. (From Ref. 112.)
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integrating mirror to the laser spot area of 2×15 mm.
The residual stresses were measured by x-ray
diffractometer.

Figure 99 shows the microstructure of laser-remelted
nodular iron consisting of primary austenite dendrites,
which can solve more carbon at increasing solidification
rate and eutectic ledeburite. Therefore with increasing
solidification rate the ledeburitic portion decreases be-
cause of the formation of supersaturated austenite solid
solution. A portion of austenite transforms, depending
on the cooling rate, into martensite with residual
austenite (RA), bainite, or pearlite. Figure 99A shows
the microstructure of laser-remelted nodular iron after
remelting with different preheating temperatures
(T=500°C or 600°C). The non-preheated specimens are
characterized by a high content of residual austenite at
preheating temperature, while after preheating to 400
°C the microstructure consists mainly of martensite and
bainite. Further raising of Tp generates higher portion of
bainitic and/or pearlitic microstructure. The formation
of residual austenite can be observed at preheating tem-
perature up to a Tp of 500°C and at traveling speed of 1
m/min (Fig. 99E). The residual austenite can be avoided
either by further increasing Tp or by decreasing the
traveling speed or by a post heat treatment.

The surface hardness of laser-remelted nodular iron is
about 700 to 800 HV. As shown in Fig. 99B and C, higher

traveling speed and a lower preheating temperature Tp

increase the microhardness. The microhardness of
ledeburitic surface layers results from a law of mixture,
where the hardness of the transformed austenite dendrites
and eutectic ledeburite contributes at a given solidifica-
tion rate. The microhardness in the remelted layer in-
creases with raising temperature gradients and quench-
ing solidification rate, respectively.

The formation of cracks in the remelted layers de-
pends strongly on the process parameters as well as on
melt depth and preheating treatments, respectively. To
achieve crack-free surfaces a martensitic transformation
in the remelted or heat-affected zone has to be avoided.
Figure 99E shows that preheating to more than 600°C at
traveling speed v=1 m/min is necessary to avoid retained
austenite and therefore martensitic transformation. A
smaller traveling speed allows a lower preheating tem-
perature Tp, because the specimen is heated during sur-
face remelting, so that the critical cooling rate is not
achieved. A similar effect can be reached by preheating
on temperature T>TMS if post heat treatment is added.

Figure 100A and B shows the influence of a preheat
treatment on the longitudinal and transversal residual
stress profiles at the surface after remelting of nodular
iron. Because of high contents of retained austenite for
low preheating temperatures only the residual stress af-
ter preheating to 500°C and 600°C is analyzed. In both
cases, compressive residual stresses in the modified layer
can be observed, which reach higher values for higher

Figure 97 Variation of microstructure of a cast iron with
solidification conditions. (From Ref. 113.)

Figure 98 Variation of dendrite arm spacing with
solidification parameters. (From Ref. 113.)
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preheating temperature. The reasons for this are as fol-
lows:

• The martensitic transformation in the HAZ can be
avoided, and

• The difference in heat expansion coefficient is rising
because of the higher content of cementite in the
remelted layer with increasing preheating tempera-
ture Tp.

The influence of the specimen geometry on the result-
ing longitudinal residual stress profiles in the modi-

fied layer is shown in Fig. 100B and C. After laser
remelting of the flat specimens tensile residual in lon-
gitudinal direction can be found, while remelting of
the web specimens leads to compressive residual
stresses. A possible explanation for the difference in
residual stress profiles is the stress relaxation during
the laser-remelting process. The compressive residual
stresses reach into the depth of the remelted layer and
into the HAZ, which leads to tensile residual stresses
(Figure 100D).

Figure 100E and F shows the deviations of the re-
sidual stresses in the center of the modified track. These

Figure 99 Microstructure and microhardness profiles after laser remelting of nodular iron at given laser-remelting
conditions. (From Ref. 114.)
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specimens were preheated to Tp=500°C and post heat
treated at the same temperature. For both types of speci-
mens compressive residual stresses of about -100 MPa
are measured at the surface. Differences between longi-
tudinal and transversal residual stresses can only be ob-
served for both types of specimens.

Pre- and post heat treatment of the laser-treated ma-
terials has an influence on the portion of residual
austenite in the layers as well as on the portion of
martensite in the HAZ, which causes tensile residual

stresses and the possible formation of cracks in the
modified layer. To create a complete compressive re-
sidual stress profiles in the modified layer a suitable heat
treatment has to be applied considering the specimen
geometry.

Grum and Šturm [115] gave estimation of residual
stress distribution after laser-remelting gray cast iron
Grade 250 at different laser-beam guiding. Heating and
cooling conditions in a relatively thin workpiece are very
much dependent on laser-beam power, laser-beam

Figure 100 Residual stresses after laser remelting of nodular iron at given laser-remelting conditions. (From Ref. 114.)
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Figure 101 Residual stresses in gray iron grade 250 after different paths of laser beam travel: P=1 kW; vB=21 mm/sec;
DB=3.3 mm; overlapping 0%; s1, solid line and open symbols; σ2, broken line and closed symbols. (From Ref. 115.)
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diameter on the workpiece surface, interaction time, and
the degree of overlapping of the remelted layer.

Heating and cooling conditions are also very much
dependent on the paths along which the laser beam trav-
els over the flat specimen surface. Figure 101 shows the
variation of residual stresses as a function of the depth of
the modified layer for gray iron Grade 250 after different
paths of laser-beam travel [115, 116]. The graphs present
two measured curves, i.e., main stresses σ1 and σ2.

From the graphs we can conclude the following:

• Residual stresses have, in all cases of different laser-
beam travel paths, a very similar profile differing only
in absolute values (Fig. 101A–C). In the surface
remelted layer, tensile residual stresses were found in
the range 50–300 MPa.

• The change from tensile to compressive residual stress
takes place in the transition area between the remelted
and hardened zones. Maximum compressive residual
stress values were found in the middle of the hard-
ened zone in the range 25–150 MPa. But there is one
exception. In the case when the laser-beam travel path
starts in the center of the workpiece (Fig. 101C) no
compressive stresses were found.

• By x-ray diffraction the amount of constituents present
in the remelted layer was analyzed. From the above
results it can be concluded that in the case when it is
possible to produce the remelted surface layer with-
out any residual austenite in the microstructure, ten-
sile residual stresses are minimized. The higher the
amount of martensite in the remelted layer the lower
the tensile residual stresses.

• The remelted surface layer cracked in the direction
of graphite flakes in the gray iron. It is believed that
during the cooling process, owing to high tempera-
ture differences, extremely high tensile stresses were
generated which exceeded the yield point of the ma-
terial at increased temperature in the remelted sur-
face layer.

With laser-remelting procedure a sufficient depth of the
modified layer is achieved, in addition to desirable micro-
structure changes and good microhardness profiles of the
modified layer. Surface remelting a cast microstructure
with under-cooled graphite results in an extended HAZ
in which the carbon diffuses into the ferrite. Success of
the carbon penetration depends on the temperature or
the distance from the surface. In the remelted layer crys-
tals are supersaturated and grow initially epitaxially and
with a planar front. This is then followed by dendritic

growth of crystals. Depending on the cooling rate, car-
bide particles or carbide eutectic can remain between the
dendrites. The graphite eutectic is completely dissolved
in the short heating cycle.

After rehardening, the fine dendrites in the remelted
layer at overlapping regions coalesce and the striped ap-
pearance of cementite is replaced by a random arrange-
ment of martensite between the cementite regions. In the
transition zone, the microstructure consists of finely dis-
persed carbides and martensite. Great attention has to
be given to the selection of optimal laser remelting as
different structure of the microstructure matrix and the
size of flaky graphite can substantially affect the thermal
condition of the material.

After laser remelting of gray and nodular irons, the
measured residual internal stresses show a similar varia-
tion as well as absolute values at different kinds of guid-
ing of the laser beam across the surface. Residual stresses
are in all the cases of tensile type on the surface and then
decrease to the depth of 0.3 mm where they transform
into compressive stresses. The relatively great depths of
transformation of tensile into compressive internal
stresses confirm that even after finish grinding it is not
possible to achieve the desired stress state in the material
with more or less high compressive residual stresses on
the surface.

XXII. ASSESSMENT OF DISTORTION AND
SURFACE CHANGES

Careful assessment is being made of component distor-
tion in view of the attractions of treating finish-machined
components and of the stringent dimensional specifica-
tions. The present indications are that dimensional
changes resulting from laser treatment are minimal, pro-
vided that a high-temperature stress relief is employed at
the appropriate stage in machining and that the volume
of transformed material is low.

Grum and Šturm [117] presented a new method of si-
multaneous measuring of the strain on the bottom side of
the flat specimen during laser surface remelting process.

In the experiment, the chosen thickness of the speci-
men was 5.5 mm and was such that the maximum
achieved temperature on the bottom side of the flat speci-
men was always less than 350°C. This temperature was
dictated by strain measuring rosette used to measure the
specimen strain.

Figure 102 shows the experimental system for con-
tinuous measurements of the strain and temperature on
the bottom side of specimen during the process of laser
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remelting, going on the top side of the flat specimen. On
the bottom side of the specimen were placed a three-leg-
ged, 45° high-temperature self-compensating resistance-
measuring rosette and two thermocouples.

The thermocouples, placed in the longitudinal direc-
tion of the specimen on the left and right sides next to
the high-temperature resistance-measuring rosette, con-
tinuously measure the temperature and thus define the
temperature cycles on the bottom side of the flat speci-
men induced on the specimen’s top side. This kind of
placement enables the continuous monitoring of the
strain and specimen temperature during the remelting
process.

The measurements of specimen strains during the
remelting and cooling process and subsequent calcula-
tions of the main residual stresses were made on the
nodular iron 500–7 (ISO) with a pearlite-ferrite matrix.

Figure 103 presents the results of the measured tem-
perature cycles in the middle of the specimen bottom side
during the remelting process for three different laser
traveling ways. The temperature gives information on
the temperature changes in heating and cooling of the
material on the bottom side of the specimen. To measure
the effects of different laser-beam traveling ways and the
different number of laser-beam passes across the surface,
thermocouples registered partial temperature during the
heating process. In the phase of heating the specimen,
partial temperature occurs with a period of laser-beam
passage across the specimen surface. Partial temperature
occurs with a period of laser-beam passage across the
specimen surface. In the phase of heating, the highest

peaks of partial temperature can be noted with the zigzag
laser-beam traveling ways. The process of cooling can be
described in general from the moment the maximum tem-
perature in the specimen material on the bottom side was
reached. It is possible to conclude that the time at maxi-
mum temperature depends on the laserbeam traveling
way. For the chosen three laser-beam traveling ways at
0% overlap, the same amount of energy E=14.4 J/mm2

was provided. Each laser-beam passage across the speci-
men surface induces gradual heating of the material, the
result of which is preheating of the material before the
next laser-beam passage. The increased temperature of
the specimen material makes the yield point of the mate-
rial slightly lower, which may, with the given internal
stresses, result in strain of the specimen. How much the
specimen will preheat depends on laser-beam traveling
way. Considering the three different laser-beam traveling
ways across the specimen surface, the following can be
stated:

• The lowest maximum temperature is reached at cir-
cular beam traveling way, starting in the middle, of
the remelted area. In this case, a considerable high
cooling rate in the remelted layer is ensured, which
has influence on the amount of the residual
austenite.

• Higher temperatures are achieved at laser-beam
traveling way. From known volume changes in phase
transformations, a smaller amount of residual
austenite has an influence on the size of tensile re-
sidual stress profiles in the modified layer.

Figure 102 Experimental system for measuring the temperatures and strain of the flat specimen during the laser-
remelting process. (From Ref. 117.)
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• Maximum temperature in the material on the bottom
side of the specimen is achieved at circular mode of
laser-beam traveling way beginning on the edges of
the remelted area of the specimen. On completion of
cooling, the remelted layer contains a smaller propor-
tion of residual austenite, which strongly lowers the
residual stress profiles.

In cooling, the just-remelted surface layers solidifies, and
cooling is continued in solid state involving phase
transformations, which are reflected in a characteristic
microstructure in the lower area of the modified surface
layer. As a result of microstructural changes in solid state,
i.e., due to the austenite-martensite transformation, an
increase in the volume of the layer takes place. The

Figure 103 Temperature measured on bottom side of the specimen during laser surface remelting at various laser
beam travels. (From Ref. 117.)

Figure 104 Time dependence of specimen strain. (From Ref. 117.)
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volume of the remelted layer decreases slightly, which
causes the occurrence of tensile stresses in it during the
process of cooling or at ambient temperature. The
decrease in the volume of the remelted surface layer is
greater than the increase in the volume of the hardened
layer. Therefore the result is the strain of the specimen.

In Fig. 104, results of strain measurements with dif-
ferent travelling directions are presented. The following
can be seen:

• A very different progress of strain changes in the par-
ticular directions.

• The largest strain εa is found in the direction of the
longer side of the specimen.

• In the direction of the shorter side of the specimen,
i.e., in the transverse direction, the strain εc is at first
of tensile nature but after six passes it changes into a
compressive one.

A very important conclusion is that the size of tensile
strain on the bottom side of the specimen is increasing
with the increase in temperature of the specimen mate-
rial.

Continuous measurement of specimen strain during
laser surface remelting with a resistance-measuring ro-
sette is a new method, not yet reported in the literature,
of describing the strain events in the specimen. It has been
found that the information about the timedependent
changes in specimen strain contributes to better knowl-
edge of the conditions during laser remelting and thus
better process of optimization.

XXIII. OPTIMIZATION OF THE LASER SUR-
FACE REMELTING PROCESS

For making decisions in determining the optimal condi-
tions Grum and Šturm [118] worked out a set of descrip-
tive evaluation criteria regarding the condition of the
remelted layer, hardened layer, and the surface. This ena-
bled them to define the highest and lowest possible speci-
men traveling speed which will still ensure a sufficient
thickness of the modified layer of acceptable quality.

Optimization of the laser surface remelting process is
related to the selection of the remelting conditions such
as laser power, the spot diameter at the surface of the
workpiece, and the relative speed of movement between
the laser beam and the workpiece. If the power of laser
radiation is directed to the surface of the workpiece, then
the radiated area is defined with the spot diameter and
power density. The calculated power density can repre-

sent a satisfactory relative comparison of the remelting
processes, which occur at different remelting conditions.
Actually, it is the energy input that is important for the
evaluation of remelting, which is dependent on the power
density as well as on the traveling speed of the laser beam.
The effect of the input energy is related to material ab-
sorptivity.

Optimization of the laser surface-remelting process for
a thin-surface layer can be accomplished in four ways, i.e.:

• Selection of heating conditions for a given remelting
depth;

• Selection of heating conditions and the mode of guid-
ing the laser beam by minimizing the strain of the
machine parts;

• Selection of heating conditions for the formation of
compressive or minimum tensile residual stresses at
the surface and in the thin-surface layer;

• Selection of heating conditions for the formation of
compressive or minimum tensile residual stresses at
the surface and in the thin-surface layer and a require-
ment for a minimum strain of the machine part.

The optimization of the laser-remelting process has to be
performed for the lamellar and nodular iron separately
[119].

XXIV. FATIGUE PROPERTIES OF LASER
SURFACE HARDENED MATERIAL

The fatigue properties of ferritic S.G. iron were studied
with the pull-pull test [113, 120]. The mean tensile stress
was 50% of the yield point, i.e., ≈150 N mm2. A 10-Hz
frequency of various amplitudes was then applied to the
specimens and the fatigue limit determined. Untreated
specimens were ground after machining. As there is no
relevant data in the literature, optimized processing pa-
rameters for laser surface hardening had to be defined.
This was done by keeping the depth of the hardened layer
as a constant at about 10% of the thickness. Compared
to the untreated S.G. iron, a decrease in fatigue limit was
found at laser surface hardened specimens. In addition, a
spiral laser track gives better results than a longitudinal
multitrack. Grinding the surface, i.e., smoothing small
amounts of roughness produced at laser surface harden-
ing specimens, leads to a small decrease in fatigue limit
as compared with untreated specimens.

The most favorable values (Fig. 105) were found when
the specimens were annealed at 240°C for 2 hr after laser
surface hardening with helium and subsequently ground
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[113, 120]. It can be seen that the untreated specimens
for a medium mean load can carry a higher amplitude.
However, with increasing load the advantage of
strengthening due to laser remelting allows operation at
mean loads over the yield point of the untreated material.

In Fig. 106 the corresponding Smith diagram gives
the fatigue life as a function of the mean load [120]. Pure
fatigue behavior was found in laser surface hardened

specimens, which may partly depend on the surface finish
and partly on residual stresses. Grinding at the surface
improves the fatigue behavior but is not able to give
properties equivalent to the untreated specimens.

XXV. WEAR PROPERTIES OF LASER SUR-
FACE HARDENED MATERIAL

The advantage of laser-remelted S.G. iron was demon-
strated for rolls which run dry against each other with a
fixed relative slip, one wheel being driven and the other
partially braked (Fig. 107). Various stresses were applied
(e.g., 500 and 1000 N mm-2) and the humidity was con-
trolled. For comparison, ~1% slip was used. It is obvi-
ous that the wear properties of laser-remelted cast iron
are superior to those of conventional hardened steels.
Combinations of lasered irons and steels must be avoided,
as significant deformation of the steel occurs. When la-
ser treatments were carried out under He, better results
were found than with other gases. Excellent results were
obtained when laser-remelted S.G. irons were used in
combination with TiN- or TiC-coated, hardened steels,

Figure 105 Fatigue behavior of laser-remelted S.G. iron
with ferrite matrix. (From Ref. 120.)

Figure 106 Smith diagram. (From Ref. 120.)

Figure 107 Comparison of wear properties of laser and
TIG surface remelted S.G. iron with those of various
steels, with and without surface treatments: P=load on
rolls during test. (From Ref. 120.)
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the TiN/TiC surface exposed to the wear. After the tests,
no deformation is visible on the ledeburitic surface. Good
wear properties are obtained in the combination of laser-
treated S.G. iron with nitrided or borided steels. A com-
parison between laser-treated and TIG-remelted
ledeburitic surfaces favors the laser hardening process.

Grum and Šturm [121] presented research results of
laser surface remelting on different qualities of gray and
nodular irons. The effects of laser hardening are ex-
pressed in the qualitative changes in the microstructure
resulting in higher hardness and better wear resistance of
the modified machine part surface [122, 123].

In the gray iron, an extremely high hardness around
1000 HV0.1 on the surface of the remelted area can be
noted, which is falling uniformly to the value 620 HV0.1 in
the transition layer. The drop in microhardness then
reoccurs at a depth of 250 µm (depth of the remelted area),
which is attributed to changes in size and concentration of
the residual austenite. Then follows hardened layer with a
predominantly martensitic microstructure ensuring an in-
creased hardness ranging from 700 to 830 HV0.1. On the
other hand, in the nodular iron, the remelted area displays
a rather homogeneous distribution of the austenite and
ledeburite giving very uniform profile of the measured
microhardnesses ranging from 730 to 880 HV0.1. In the
heat-affected or hardened layer there is a fine-grained
martensitic microstructure with a ferrite surrounding, the
microhardness ranging from 540 to 680 HV0.1.

Figure 108 presents a comparison of microhardness
values subsequent to surface remelting by a single trace and
by several overlapping traces. The results of microstructure
and the measured microhardness in the heat-affected layer
confirm that in surface remelting by overlapping, the
remelted traces of tempering martensite into the fine bainite
microstructure in the nodular iron come into effect. This
effect is seen in Fig. 108B in the lowering of microhardness
values. In the gray iron, on the other hand, the overlapping
of the remelted traces leads to the effect of material preheating,
and for this reason we can achieve greater depth of the heat-
affected area. A comparison of the graphs in Fig. 108A and
B shows that the effect of preheating is significant only in
case of unfavorable flaky graphite.

In laser surface remelting, traces of heat treatment re-
main on the specimen. Their dimensions depend on laser-
beam parameters, conditions of rotational and translatory
motion of the specimen, and kind of material. Table 6
shows the average values of the measurements of the depth
of the remelted and heat-affected layer measured from the
workpiece surface, as shown on the right side of the table.

The wear resistance test was performed on an Amsler
machine, the specimens being made of gray and nodular
irons with the remelted surface in sliding lubricated con-
tact with a hardened heat-treatable steel C55 (ISO). The
normal loading force was 700 N at a sliding pressure of
700 N/cm2. The wear resistance of the discussed casts
with a laser-remelted surface was determined by the

Figure 108 Microhardness profiles in modified layer for single and overlapping traces. (From Ref. 121.)
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measurements of mass losses and by defining the wear
coefficient k, which is expressed as [124, 125]:

 

where W [mm3] is the volume of wear, Fn [N] is the ap-
plied load, and L [m] is the operating path.

Figure 109 is a graphical presentation of the results of
cumulative loss of mass and calculated values of wear
coefficient versus operating path. From the bar chart, we
can see that the nodular iron wears down more than the
gray iron and that the wear coefficient after the initial
running-in period drops significantly in all materials (Fig.
109A). Considering the recommendation in the litera-
ture, we can, however, say that the wear coefficient is, in
all the cases, substantially lower than the one allowable
for machine parts (k<10-6 mm3/Nm) [125]. This shows

that the conditions of the discussed sliding pair are very
favorable.

The cumulative loss of mass (Fig. 109B) presents
the growing loss of mass after different operating paths
chosen as measuring spots. The remelted surface of
the flake graphite gray iron has, by almost 100 HVm,
higher hardness on the surface than the nodular iron,
which is reflected, as the test results have shown, in
the wear resistance. Therefore the loss of mass on
nodular iron specimens is much bigger, even by two or
three times. On the other hand, from the experimental
results of microhardness measurements and structure
analysis of the different qualities of nodular iron, we
can note no differences in the quality of the remelted
layer. However, it was found that a bigger loss of mass
on nodular iron specimens may be due to the follow-
ing reasons:

• A fall-out of graphite nodules of the surface of the
remelted layer during wear test.

• A smaller amount of chemically bound carbon in the
cementite or ledeburite, which results in a lower hard-
ness of the remelted layer.

• A higher ductility under the remelted layer, which re-
sults in higher deformation of the surface layer in
loaded condition during the wear test.

The experimental results have confirmed that with a low-
power laser source it is possible to achieve a sufficient
thickness of the modified layer if surface remelting is
applied. Because of the morphology of its graphite, gray
iron is a very demanding material for heat treatment even

Table 6 Measured Depths of Remelted and Modified
Layer

Source: From Ref. 121.

Figure 109 Wear of gray iron 200 and nodular iron 400–12 with laser-remelted surfaces in sliding lubricated contact
with a hardened heat-treatable C55 steel. (From Ref. 121.)
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at suitably chosen machining conditions, the obtained
surface was uneven, and had small craters, cracks, and
gaseous porosity in the remelted layer. On the other hand,
in nodular iron no such irregularities could be observed.
Yet it should be mentioned that, because of incomplete
dissolution of graphite nodules, a ledeburite microstruc-
ture is obtained with a slightly lower hardness and thus a
lower wear resistance compared to gray iron.

Fukuda et al. [126] carried out the wear test on the
pin-and-disc machine (Fig. 110). It was found that
lasertreated iron shows remarkable wear resistance by
comparison with non-heat-treated steel, and also good
wear resistance compared to induction surface hardened
cast steel. There exists a quantitative relationship between
the surface hardness of laser-treated nodular iron and its
martensite portion. The surface hardness of lasertreated
nodular iron is lower than that of induction surface hard-
ened cast steel.

Transformation hardening of steels or cast irons hav-
ing the pearlitic microstructure is very efficient despite
the comparatively short interaction time in laser heating.
Cementite lamellae in the ferritic matrix disintegrate very
fast. The change into the face-centered cubic lattice with
the austenitic microstructure takes a very short time, too.
Moreover, some time is available for the migration of
carbon atoms. The migration of carbon atoms increases

in alloyed steels with carbides of alloying elements and in
gray or nodular cast irons having a larger content of
carbon that will dissolve in austenite when heated and
contribute to an increased hardness of the surface layer
after cooling. Thus it often occurs that the hardness at
the surface and in the surface layer obtained in transfor-
mation hardening is higher than that obtained after in-
duction hardening of the same steel. Many authors moni-
tored the variations of hardness in the hardened surface
layer after laser hardening and induction surface harden-
ing. It is extremely important that in laser hardening a
higher hardness of the hardened surface layer is achieved.
Then follows a very fast variation of hardness in the tran-
sition zone from the hardened to the unhardened layer.
In induction hardening this transition from the hardened
to the unhardened zone is very gentle, which allows a
better behavior of the material of dynamically loaded
parts. This indicates that induction hardening provides
more favorable hardness profiles in the hardened layer
and thus also a better inoperation behavior of machine
parts. It seems that the martensite surrounding the graph-
ite nodules and in the matrix, which has been trans-
formed by the laser hardening, prevents the ferrite and
the graphite nodule from deforming under the wear.

Magnusson et al. [127] in his paper titled “creating
tailor made surfaces with high power CO2-lasers” con-

Figure 110 Wear loss on pin and disc machine as a function of slip distance. (From Ref. 126.)
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nected various types of surface modification on wear re-
sistance. They investigated laser hardening, remelting,
and alloying of cast irons and the influence on micro-
structure, wear properties, and resistance to tempering.

Untreated specimens and specimens with laser-hard-
ened single circular tracks were exposed to dry sliding wear
in a conventional pin-on disc machine. Additional speci-
mens were treated with overlapping hardened as well as
remelted tracks. Test conditions are given in Table 7.

For laser-treated specimens, the wear rates are in all
cases small but lower for surface remelted than for sur-
face hardened specimens. The results of the wear tests
are presented in Fig. 111. For the laser-treated specimens,
the wear process leads to tempering of the surface layer,
which gives a decrease in hardness of 100 HV.

The wear rate as well as the wear mechanism depends
on the type of cast iron. The lowest wear rate of the sur-
face hardened and surface remelted condition was found

out. On surface hardened gray cast iron and also in the
case of ferritic-pearlitic nodular iron, the wear loss ap-
pears to take place by brittle fracture in the material at
the graphite flakes or nodules.

The surface hardness of cast irons can be increased
from about 200 to 500–800 HV by surface hardening,
remelting, and alloying by a CO2 laser. The wear rate of
different cast irons will decrease by a factor of approxi-
mately 10 after surface hardening or remelting. Finally,
results have shown that it is possible to combine wear
resistance and tempering resistance by an appropriate
selection of cast iron and laser hardening process.

XXVI. REMELTING OF VARIOUS ALUMINUM
ALLOYS

Coquerelle and Fachinetti [128] presented friction and
wear of laser-treated surface, i.e., laser remelting at vari-
ous aluminum alloys. Hypoeutectic, eutectic, and
hypereutectic aluminum silicon alloys have been tested
for identification of tribological properties at assuring
the lowest possible thermal expansion coefficient. All
mechanical properties were desired for such application
as cylinder blocks and piston for automotive industry.

Before laser treatment the face of the flat specimens
was phosphated or blacked with a graphite, so that the
laser-beam absorption could be increased. The single
track is larger at blacked surface conditions than after
phosphatation. The remelted surface layer of the alloys
when the power density was reached 105 W/cm2 at only
1-mm laser-beam spot. The remelted depth increases with
the portion of added silicon in the alloy at the same power
density but decreases with higher travelling speed. The
microstructure was determined with interdendritic space,
which depends on the interaction time and chosen
traveling speed. Figure 112 is the influence of the
traveling speed on the interdendritic spaces in eutectic
alloy (12% Si) presented. A substantial reduction of the
silicon particle size has been achieved on hypereutectic

Table 7 Conditions Used in the Dry Wear Tests

Source: From Ref. 127.

Figure 111 Wear test results for different gray cast and
nodular irons. The untreated specimens were tested with
a 2.5-daN load on a steel pin, the other with a 5-da N
load on a Si3N4 pin. (From Ref. 127.)

Copyright © 2004 by Marcel Dekker, Inc.



Laser Surface Hardening 717

alloy at traveling speed v=1 cm/sec below 5 µm, and at
traveling speed v=100 cm/sec it was smaller than 1 µm.

Figure 113A and B shows the influence of laser-beam
traveling speed on surface hardness after remelting alloy
with 12% Si or 17% Si. For the tribological test the
remelted surface at different degrees of overlapping was
made. Table 8 shows the Vickers microhardness value at
loading 3 N for eutectic aluminum silicon alloy after
remelting with given conditions. The microhardness of

AlSi12 alloy is 83 HV0.3 before treatment and after sin-
gle-track remelting is 160 HV0.3. The hardness of the
overlapping tracks is always lower than that of the single
track.

Coquerelle and Fachinetti [128] conducted sliding and
wear experiments by a pin-on-disk machine at ambient
temperature. Figure 114 shows the wear rate for three
aluminum silicon alloys before and after laser remelting.
Wear rate depends on the silicon portion and silicon par-

Figure 112 Influence of the traveling speed on interdendritic spaces (Si12 wt. %). (From Ref. 128.)

Figure 113 Influence of the traveling speed on the microhardness Al–Si alloys. (From Ref. 128.)
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ticle size. The wear rate is determined by volume mass
loss of the particle [mm3] on sliding path [km]. The wear
rate in mm3/km is about two times greater at soft mate-
rial than at fine-grained microstructures after remelting
in hypoeutectic alloy. With the increase of the silicon
portion in the alloy, wear rate decreased. Figure 115
shows the influence of silicon particle size on wear rate
at various remelting conditions for hypereutectic alloy. If
the silicon particle size decreases from 100 to 2 µm, the
wear rate decreases four times. The authors presented
also significant wear mechanisms for various types and
states of alloys, such as the following:

• A work-hardened layer can be observed on
hypoeutectic alloys (5% Si) at soft state. The depth of
this layer is about 25 µm and transverse cracks are
often present.

• The wear mechanism in eutectic alloy is not the same
as in hypoeutectic alloy. Before laser surface

remelting, three phases—Si, Al8Si6Mg3Fe, and Al3Ni—
are very large and harder than a matrix. Under
Hertzian pressure, the harder phases were fractured
and they additionally hardened the soft matrix in the
surface layer. Subsequently, the wear rate is reduced.
Meanwhile, the harder phases in contact with other
surface react abrasively and the wear rate is still high.

• After laser remelting the size of the dendrites is lower
than in the alloy or the soft state. For the eutectic
alloy, almost all the phases of silicon have been melted
again and after solidification the size of the particles
is lower than 2 to 4 µm. The wear rate decreases by
about 100%.

For the hypereutectic alloy the mechanism is similar to
the one observed in the eutectic alloy. The wear rate in
hypereutectic alloy is lower than that in eutectic alloy.
The wear rate increases with the size of the silicon parti-

Table 8 Vickers Hardness Values

Source: From Ref. 128.

Figure 114 Influence of silicon percentage on wear rate.
(From Ref. 128.)

Figure 115 Influence of silicon particle size on wear rate
(hypereutectic alloy). (From Ref. 128.)
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cles because fracture is more often found on specimens at
higher particle size.

Antona et al. [129] tested AlSi7Cu3 aluminum cast
alloy at various remelting conditions. The surface layer
of the individual flat specimens was assessed on the basis
of metallographic inspection to point out the maximum
depth, hardness, and microstructure. Figure 116 shows
the depth of the remelted single laser track with three
rectangular laser spot sizes and three amounts of traveling
speeds. The remelted depths were measured at the center
of the section taken at 20 and 40 mm from the starting
point of the laser remelting. From microstructure analysis
it can be concluded that the most remarkable effect of
rapid solidification is the refinement of the dendritic
microstructure. Figure 117 shows a microstructure at a
typical area of the remelted layer.

In general the authors distinguished three areas with
different microstructure in the remelted surface layer as
follows:

• An interface between remelted area and base material
with partially coarse microstructure and
microporosities;

• An area with a very fine microstructure near the sur-
face with typical equiaxial growth of the dendrites;

• An intermediate area between the two previously men-
tioned areas with column type of dendrites.

Luft et al. [130] reported on laser surface remelting of
eutectic aluminum alloys.

In the past, surface remelting was researched only us-
ing eutectic or near eutectic Al–Si alloys for automotive
pistons. It was observed that rapid remelting resulted in
a very fine grained microstructure. Much research on
rapid solidification has shown that many other alloys can
have mechanical properties improved. In general nonfer-
rous alloys were investigated in which the solubility in
solid state was limited or where at high melting tempera-
ture point intermetallic compounds could be formed.
Typical promising solute elements are Fe, Cr, Mn, and
Ni, which have influence on the refining mechanical
properties of alloys. Rapid solidification at remelting sur-
face layer shows that the range of solid solubility can be
extended. The second method for improving mechanical
properties is precipitation hardening of remelted surface
layer. The electron beam heat treatment must be carried
out in a vacuum, which limits the size of the workpiece.

In Table 9 the composition of the investigated
aluminum alloys after laser surface remelting process and
the melting point of the intermetallic compounds are
presented.

The laser conditions for the microstructural
investigations were the same for all alloy: focused beam
with 2-kW power and laser-beam traveling speed rate of
4 mm/min. The influence of the traveling speed on the
remelted area for laser and electron beam is given in Fig.
118. As would be expected, laser-beam heating is less
efficient than electron beam heating.

The microstructures showed fractured intermetallic
compounds aligned in the rolling direction in an
aluminum matrix. At laser surface remelting process these
depend on the size of the melting point of the intermetallic
compound and the interaction time, which have influence
on the degree of dissolving, and their redistribution
depends on the size of the hardened layer.

In general, segregation lines can be observed, reflect-
ing solidification conditions and the stepwise control of

Figure 116 Remelting depth according to laser-remelting
conditions. (From Ref. 129.)
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Figure 117 Macro- and microstructure of the remelting single track at a typical area. (From Ref. 129.)
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the specimen movement. The degree of solubility extends
according to traveling speed at given remelting condi-
tions. In Fig. 119 the microhardness profiles across the
remelted layer of various types of aluminum alloys are
presented.

Based on given data for laser surface hardening by
remelting various nonferrous alloys at given laser-
remelting conditions the following can be concluded:

• The alloys of aluminum and transition metals such
as Ti and Zr form intermetallic compounds with the

Table 9 Various Compositions of Aluminum Alloys and Specific Data About Solubility, Type of
Intermetallic Compounds, and Melting Temperature

Source: From Ref. 130.

highest melting point. The high melting point of ZnAl3

or TiAl3 prevents complete solution in the matrix.
The small amount of precipitated intermetallic com-
pounds on point boundary or segregation line does
not offer an improvement of the hardness after laser
remelting.

• The aluminum-cromium alloys after remelting and
subsequent cooling include precipitates of CrAl7 that
took place in the matrix, which improve the hard-
ness from 45 to 100 HV. The size of the dendrites
was about 1–2 µm, but it is finest at the substrate.

Figure 118 Remelted area as a function of traveling speed
at constant power obtained by laser or electron beam.
(From Ref. 130.)

Figure 119 Microhardness profiles of laser-remelted layer
of various Al alloys. (From Ref. 130.)
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• The aluminum manganese alloys appear to consist of
a relatively coarse lamellar eutectic with a spacing in
the range from 0.3 to 0.5 µm. Close to the base mate-
rial intermetallic compounds MnAl7 can be found as
interdendritic eutectic phase. After laser surface
remelting of the thin surface layer, a hardness of 120
HV was obtained;

• Dissolution of Al3Fe in Al–Fe alloys at laser surface
remelting was complete in the remelted layer; only
near the base material, i.e., in the transition layer, could
it be incompletely dissolved; fine intermetallic
dendrites and interdendritic eutectic are found in the
transition layer. The hardness of the remelted mate-
rial was 90–100 HV and the hardness of the base
material is about 40 HV. After laser remelting by over-
lapping single laser tracks a microstructure is formed
in eutectic crystals of the size between 8 and 12 µm,
which contains Al3Fe particles of the size between 1
and 2 µm. Fine intermetallic dendrites and
interdendritic eutectic are found. The hardness in the
remelted layer is 90–100 HV and in the base material
about 40 HV.

• The aluminum and nickel alloys could only be remelted
using graphite absorber coatings. The microstructure
consists of fine feathery eutectic with grain size from
4 to 10 µm and lamellar spacing of 0.3 µm. Measured
hardness is approximately 80 HV of the remelted layer.
After annealing of the remelted specimen at 500°C
for 1 hr there is no effect on changing the hardness
profile through the remelted layer. After annealing of
the remelted specimen at 580°C for 1 hr in Al–Fe and
Al–Ni alloys a reduction in hardness was obtained.

Vollmer and Hornbogen [131] investigated various
aluminum silicon alloys as follows:

• Hypoeutectic alloy with 8.0% Si
• Eutectic alloy with 12.5% Si and
• Hypereutectic alloy with 17.0% Si.

Remelting process was realized with two remelting
conditions. At various interaction times, i.e., in the first
case ti=7.4×10-3 sec and in the second case ti=0.4× 103

sec. Rapid solidification occurred during subsequent
cooling by a eutectic reaction, giving a much finer eutectic
spacing as from the base material. This investigation has
clearly shown that the laser-remelting process depends
on energy density, on the duration of laser treatment,
and, finally, on chemical composition and type of base
material microstructure.

The various base microstructures may be exposed to
different laser heating conditions as follows:

• The temperature at the liquid-solid interface may be
higher than the melting temperature of eutectic
TE=577°C.

• The interface temperature may be higher than the melt-
ing temperature of aluminum TAl=660°C.

• The interface temperature may be higher than the melt-
ing temperature of silicon TSi=1410°C.

Surface remelting is of special interest for possibilities of
improving surface wear resistance. The main purpose of
this research was to describe melting and rapid solidifi-
cation with special attention to liquid-solid interface at
various heating conditions. For various heating condi-
tions, various temperature cycles were achieved, i.e.,
maximum temperature solidification rate.

However, if an alloy with primary crystallization of
silicon or aluminum is exposed to a temperature above
TE but below the melting temperature of pure compo-
nents, mixing of aluminum and silicon is required to ac-
quire the low melting temperature of the eutectic. Con-
sequently, long-range diffusion is necessary until the front
of melting can propagate.

As a result of this the authors expected a high velocity
vm of the melting zone according to

 

for the first mentioned case, the mobility is determined
principally by one atomic hop of about the atomic spac-
ing b. The last mentioned case requires high velocity of
the melting zone vm ~Df/S long-range diffusion, which
implies a diffusion path S of the order of magnitude of
the size of primary crystallized particles.

The second process occurred during the melting of the
hypo- and hypereutectic alloy with subsequent laser
treatment. As a consequence, an inhomogeneous liquid
containing undissolved crystals has formed. Evidently, there
is no formation of glasses and only small amounts of
supersaturated homogeneous phase form surface are present
by given laser treatment conditions and alloy compositions.

Grum et al. [132] studied microstructures of various
aluminum-silicon alloys after casting and the influence
of laser hardening by remelting on the changes in
microstructure and hardness of a modified surface layer.
Their aim was to monitor changes in the thin, remelted
surface layer of a specimen material in the form of thin
plates with regard to remelting conditions. With the
selected remelting conditions for the thin surface layer, a
sufficiently high energy input into the surface of

Copyright © 2004 by Marcel Dekker, Inc.



Laser Surface Hardening 723

individual specimen was ensured. It varied between 165
and 477 J/mm2. A comprehensive study provides a good
insight into the circumstances of laser remelting of
aluminum alloys and permits an efficient prediction of
the microstructure, hardness level, and residual stresses
in the remelted surface layer of the specimen in different
remelting conditions.

As it is known, the magnitude and variation of re-
sidual stresses exert a decisive influence on the operating
performance of machine parts; therefore constructors
very often set requirements regarding the magnitude of
residual stresses in the most stressed surface layer. To this
end it is necessary to study the influences producing re-
sidual stresses, particularly in the surface layer. In order
to be able to ensure the wanted properties of the surface
layer, the influences on the generation of residual stresses
are to be known. In the hardening of the thin surface
layers by laser remelting, the following should be addi-
tionally taken into account [132]:

• Control mode for the laser-beam travel across the
workpiece surface.

• Separate influences of the laser-beam power density
and travel speed across the workpiece surface are to
be known. By changing each of the parameters the
same energy input can be ensured. Energy input may
influence the size of the remelted trace and, which is
even more important, overheating of both the remelted
and the nonremelted specimen parts.

• Because of a relatively small width of the remelted trace
on the surface in comparison to the workpiece size, laser

beam has to travel across the workpiece surface several
times. With regard to the Gaussian distribution of en-
ergy in the beam, overlapping of the remelted traces has
to be ensured so as to ensure also a uniform depth of the
remelted layer across the entire workpiece. Consequently,
in a relatively narrow range also the degree of overlap-
ping between two neighboring remelted traces may be
varied. In our case a 30% degree of overlapping of the
two neighboring remelted traces was selected.

The graph in Fig. 120 presents the main stresses and the
depth of the remelted layer of AlSi12CuNiMg alloy, de-
fined by measurements of strain in a given direction and
by calculating the main stresses and defining the direc-
tions of the main axes.

In the conditions of unbalanced state, i.e., at higher
cooling rates, copper remains dissolved in the aluminum
with a concentration higher than the balanced concen-
tration. After laser remelting, the aluminum crystals are
oversaturated with atoms of copper, which results in the
segregation of copper in the form of fine inclusions and
thus higher hardness of the matrix.

Residual stresses are a result of temperature and
microstructural stresses occurring in the workpiece ma-
terial directly after the process of remelting a thin sur-
face layer. During the process of rapid cooling, when the
process of solidification is going on, the volume of ma-
chine parts contracts, resulting in temperature stresses.
However, the variation and size of residual stresses in the
remelted layer depend also on the composition and ho-
mogeneity of the melt and conditions of cooling. The

Figure 120 Residual stresses versus depth of the modified layer after laser remelting of AlSi12CuNiMg alloy. (From
Ref. 132.)
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cooling conditions are very important because, at higher
cooling rates, it is possible to achieve an ever finer distri-
bution of silicon in the matrix, i.e., in the solid solution
of aluminum and silicon.

Hardening of the thin surface layer may be influenced
by:

• As fine as possible distribution of the silicon particles
in the oversaturated solid solution of aluminum and
silicon with other alloying elements;

• As fine as possible and uniform distribution of
intermetallic compounds such as Al2Cu and Ni3Al. Re-
garding the nature of laser-remelting process, in which
there is a melt pool, which mixes due to hydrody-
namic and electromagnetic forces, around the laser
beam, a rather homogeneous melt and, after rather
rapid cooling, quite uniform hardness in the remelted
specimen layer may be established.

Measurements of residual stresses were made on the
specimen on which laser beam was led at a 15% overlap-
ping of the remelted layer. After laser surface remelting,
residual stresses of a magnitude of 20–60 MPa were iden-
tified into a depth of 0.2 mm. In the depth greater than
0.2 mm from the specimen surface, compressive and ten-
sile residual stresses were intermittently present ranging
up to 10 MPa. The variation and size of residual stresses
depend on the cooling rates or time necessary for the
remelted layer to cool down to ambient temperature.

Microhardness of aluminum alloys prior to laser
remelting ranged, depending on the content of silicon and
other intermetallic compounds, between 52 HV0.1 with
AlSi5 alloy and 10 HV0.1 with AlSi12NiCuMg alloy. The
diagram in Fig. 121 shows the variations of
microhardness as a function of the depth of the
laserremelted layer of the four aluminum alloys under
the same remelting conditions [132].

The diagram indicates the following findings:

• The lowest microhardness in the remelted layer was
obtained in AlSi5 alloy and ranged between 60 and
65 HV0.1. The microhardness of the hypoeutectic al-
loy increased from 52 HV0.1 in the soft state to 62
HV0.1 in the hardened condition. The microhardness
increased only by around 20% with reference to the
initial soft state of the alloy.

• After remelting of AlSi12 and AlSi8Cu3 eutectic al-
loys, very similar variations of microhardness were
obtained although the microhardnesses of the two
alloys differed in the soft state, i.e., it was 63 HV0.1

with AlSi12 alloy and 76 HV0.1 with AlSi8Cu3 alloy.

In the remelted layer a micro-hardness of around
100 HV0.1 was achieved, i.e., the microhardness of
the alloys increased by 30% to 40% with reference
to their initial soft state. The important increase in
microhardness is attributed to both fine distribution
of silicon in the solid solution and Al2Cu intermetallic
compound.

• In AlSi12NiCuMg compound a maximum micro-
hardness of up to 160 HV0.1 was obtained after
remelting of the thin surface layer. Other
intermetallic compounds (Al3Ni, Mg2Si), which were
present in the matrix in a relatively fine form, con-
tributed to a major increase in microhardness as
well.

The microhardness measurements performed at speci-
mens of different materials confirmed that the increase
in microhardness depended on the type of aluminum al-
loy. Laser surface hardening by remelting of the thin sur-
face layer provides a homogeneous finegrained micro-
structure consisting of finely distributed silicon and
intermetallic compounds in the solid solution of
aluminum and silicon.

XXVII. CORROSION PROPERTIES OF LASER
SURFACE REMELTED IRON

During metallographical preparation it is a common
feature that laser-remelted iron in the as-quenched con-
dition etches less than the substrate. This indicates that

Figure 121 Through-depth variations of microhardness
of four aluminum alloys; remelting conditions. P=1500
W; vb=400 mm/min; zs=8 mm. (From Ref. 132.)
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the remelted material exhibits better corrosion proper-
ties [120].

From the current-density-potential curves one can
derive that the remelted material is more noble than the
unremelted one. The fact that this is true even for white
cast substrates can only be interpreted by the fact that
the higher supersaturation and small grain size prevent
the γ→α transformation almost completely so that the
difference in the potential corresponds to the difference
in γ- and α-iron [120]. This would explain the etching
behavior in the as-quenched condition and is consistent
with the fact that corrosion behavior does change when
the laser-treated material is annealed. The second thing
that is obvious is that for all potentials the current den-
sity is about a factor 3–6 times smaller than for the un-
treated material [120].

De Damborena et al. [133] studied the elimination of
intergranular corrosion susceptibility of austenitic stain-
less steel 304 after laser surface remelting.

The typical composition of a given austenite steel is
18% Cr, 8% Ni, 0.03–0.20% C. The chromium content
and crystal lattice are responsible for its good
anticorrosion characteristics.

The use of this type of steel is limited by sensitization,
which results in intergranular corrosion. The
sensitization of stainless steel is due to the precipitation
of chromium carbides at grain boundaries at tempera-
tures of 450–900°C. The corrosion process is accelerated
due to the formation of galvanic couples in affected ar-
eas, which has influence on the corrosion rate.

The solutions to this problem are as follows:

• Use of a steel with low carbon content;
• Stabilization of the steel material with titanium and

niobium;
• Solution of the carbides at ˜1050° C, followed by a

cooling rate which assures a typical microstructure.

Before the laser-remelting application of the beam the
specimens were shot peened to remove any impurities
and to minimize laser-beam reflection from the metal
surface.

The microstructures after laser remelting are a typical
rapid solidification process, mainly composed of den-
dritic cellular growth of austenite.

Figure 122 Polarization curve for 304 stainless steel as
received. (From Ref. 133.)

Figure 123 PPR test for material after laser surface
melting. (From Ref. 133.)
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Three typical types of solidified microstructure are
stated:

• The dendritic cellular microstructure of remelted
austenite.

• The precipitates of chromium carbides at austenitic
grain boundaries in HAZ have disappeared in it.

• The last region contains a fully sensitized micro-
structure.

Figure 122 shows the polarization curve for the auste-
nitic stainless steel 304 before laser remelting. The Ir/Ia

quotient is 0.0031, which means that the given auste-
nitic steel is immune to intergranular corrosion.

Figure 123 shows curves obtained following laser sur-
face remelting, showing that the remelted surface has bet-
ter resistance to corrosion than that of the sensitized state
of steel, and also better than the one in the received state.

Table 10 includes the data about corrosion potentials,
which are similar in each case, and the Ir/Ia quotient for
each case investigated.

From the research it can be concluded that condition-
ing the surface of a given previously sensitized austenitic
stainless steel after laser remelting has a beneficial effect
on intergranular corrosion resistance properties.
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I. INTRODUCTION

The development of new technology of heat treatment
based on the intensification of heat transfer processes
during phase transformations and on the existence of the
optimal depth of hard layer is of great interest. As is
known, in the case of the intensification of the cooling
processes for machine parts to be quenched, great thermal
and structural stresses appear, which often results in the
destruction of the material. For this reason, it is
important to investigate current and residual stresses with
regard to cooling conditions and character of phase
transformations that occur in accordance with CCT or
TTT diagrams for the transformation of overcooled
austenite.

Here there are results of numerical investigations of
current and residual stresses made on computers based
on well-known methods, and the main attention is paid
to the optimal layer. On the basis of investigations made,
common recommendations have been given, which can
be used for the improvement of the technology of heat
treatment of machine parts and equipment and can be
applied in machine construction and other fields of
engineering. Besides, the main attention is paid to the
maximum compressive stresses which are formed at the
surface. These data are based on the work done in 1979–
1983, results of which published in 1983 [1]. This chapter
also discusses the advantages of using controlled-

hardenability steels, so-called shell hardening. The
practical use of controlled-hardenability steels and their
great advantages have been provided by Professor
Ushakov, which are described in detail in Refs. 2–4.
Additional calculations have been made, which prove the
existence of optimal hard layer corresponding to the
maximum compressive stresses at the surface.

It should be noted that different authors dealing with
intensive quenching at which the surface hard layer is
formed introduced different names: shell hardening [5]
and through-surface hardening (TSH) [3].

Regularities of intensive quenching using controlled-
hardenability steels are also discussed, which are
described in detail in Ref. 6. The optimal hard layer
corresponding to maximum compressive stresses at the
surface is also related to shell hardening or TSH.

The chapter has the following plan:

1. Study of the effect of the intensification of the cooling
process upon the value of residual stresses during
quenching. Determination of the notion of optimal
depth of hard layer.

2. Investigation of the effect of size upon thermal and
stress-strain state of parts to be quenched. Similarity
in the distribution of residual stresses.

3. Some recommendations concerning the heat treatment
of machine parts.
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II. MATHEMATICAL MODELS AND METH-
ODS OF CALCULATION OF THERMAL
AND STRESS-STRAIN STATE

The coupled equation of nonstationary thermal
conductivity, as known, is given in the form [1, 7, 8]:

(1)

with corresponding boundary conditions for film boiling

(2)

and initial conditions:

(3)

The transition from film boiling to nucleate boiling is
made when the following is fulfilled:

(4)

where qcr2=0.2qcrl.
At the stage of the nucleate boiling, the boundary

conditions have the following form:

(5)

(6)

Finally, at the area of convection heat transfer, the
boundary conditions are analogous to those for film
boiling.

(7)

At intensive quenching, the film boiling is absent and the
main process is nucleate boiling and convection; that is,
boundary conditions (5) and (7) are used.

For the determination of current and residual stresses,
plasticity theory equations are used, which are presented
in detail in Refs. 9–11 and have the following form:

(8)

where

 

Here F=F(σij, εp, k, T, ξI),

 

The creep strain rate is as follows:

(9)

A. Kinetics of Phase Transformations and
Mechanical Properties of Material

Kinetics of phase transformations is described by CCT
or TTT diagrams; therefore in our program, when
temperature fields were computed at each step by the
space and time, results of calculations were compared
with thermal-kinetic diagrams with regard to the
location, and the corresponding law of phase
transformations was chosen at the plane of diagram.

In other words, the program is constructed in such a
way that the data entered into computer include the
coordinates of all areas of main phase transformations,
and for each separate area, the corresponding formulas
are provided for the description of the process of the
phase transformations. As for this approach, there is a
good agreement between data computed and results of
experiments.

The regularities of phase transformations are
considered in detail in works of many authors [12–16].

It should be noted that the determination of mechanical
steel properties is a quite difficult and serious problem since
phases are not stable and the process is fast at high
temperatures. Let us note that the coefficient of linear
expansion αT is negative within the martensite range since
the expansion of the martensite is observed, which is
presented in Fig. 1b. Within the martensite range,
superplasticity is also observed, which is reflected in Fig.
1a in the form of decline of plasticity. In calculations, these
declines result in oscillations and this causes difficulties
such as lower precision of numerical calculations.

The phase distribution was calculated on the basis of
CCT diagram, presented in Fig. 2.

The process of the calculation is divided into time
steps. At each time step, a heat conductivity problem is
solved. The resulting temperature field determines
mechanical characteristics and temperature load for the
thermal plasticity problem. The initial conditions for
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thermal conductivity and thermal plasticity problems are
taken from results of solving the corresponding problems
at previous steps. Besides, at each time step, the
calculation results are compared with the diagram of the
supercooled austenite transformations, and new thermal,
physical, and mechanical characteristics for the next step
are chosen depending on the structural components. In
every separate region of the diagram, a specific
transformation law is established, if necessary. The
calculations are made until the part is cooled.

The time of reaching the maximum compressive
stresses at the surface is sought by solving the same
problem, in intensive quenching conditions, while the
temperature of the core reaches a certain low value. Then,

stress distribution fields are analyzed by computer or
visually and the time is found when the stress distribution
is optimal. After reaching maximum compressive stresses,
self-tempering is made by air-cooling and it is conducted
until the temperature fields are equalized at cross
sections.

III. BASIC REGULARITIES OF THE FORMA-
TION OF RESIDUAL STRESSES

The calculation was fulfilled of the thermal and stress-
strain states of steel parts on the basis of finite element
methods using software “TANDEM-HART” [8].

At each time and space step, the calculation results
were compared with the CCT or TTT diagrams of the
supercooled austenite transformation, and new
thermophysical and mechanical characteristics for the
next step were chosen depending on the structural
components. The principal block diagram of the
computing complex “TANDEM-HART” is shown in Fig.
3 [8]. The calculation results are temperature field,
material phase composition, migration of points in the
volume which is calculated, components of stress and
strain tensors, intensities of stress and strain, and the field
of the safety factor, which means the relation of stresses
for which the material will be destroyed. These values
are presented in the form of tables and isometric lines
that allow to observe the kinetics of phase changes in the
process of heating and cooling.

Using the potentialities of the computing process
mentioned above, the current and residual stresses were
determined depending on the cooling intensity for
cylindrical specimens made of different steel grades.

Figure 1 Variation in strength properties, elastic modulus E, hardening modulus E’ (a), and coefficient of linear
expansion �T, ultimate stress σu, yield stress σy of steel AISI 52100 (ShKh15) with allowance for increase in specific
volume as austenite transforms into martensite (b), as functions of temperature.

Figure 2 Diagram of the martensite-austenite
transformations for steel 52100:1—austenite, 2—
martensite, 3—intermediary phase, 4—perlite.
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Similar calculations were fulfilled for quenching the parts
of complex configuration.

The most important results used at developing the
intensive methods of quenching were as follows.

It has been stated [1] that with the quench intensity
increase, the residual stresses grow at first, then lower,
with the further increase of Biot number and transfer to
compression stresses (Fig. 4).

The dependence of residual stresses on the cooling rate
of the specimen core at temperature of 300°C is readily
represented.

It appeared that the maximum probability of quench
cracks formation and maximum tensile stresses, which
depend on the specimen’s cooling rate, coincided [17–
20].

The absence of quench cracks at quenching alloyed
steels under intensive heat transfer can be explained by
high compression stresses arising at the surface of the
parts being quenched.

The mechanism of arising high compression stresses
in the process of intensive heat transfer is described in
Refs. 1, 20, and 21.

The results obtained were confirmed experimentally
by measuring residual stresses at the surface of quenched
parts (specimens) with the help of x-ray crystallography
technique [22].

The intricate character of residual stresses dependence
on the cooling rate can be explained by “superplasticity”
and variation of the phase specific volume at phase
changes [23]. Under the conditions of high-forced heat
transfer (Bi→�), the part surface layer is cooled down
initially to the ambient temperature, while the core
temperature remains practically constant.

In the process of cooling, the surface layers must
compress. However, this process is hampered by a heated
and expanded core. That is why compression is balanced
out by the surface layer expansion at the moment of
superplasticity. The higher the temperature gradient and
the part initial temperature are, the greater the surface
layer expansion is. At the further cooling, the core is
compressed due to which the surface layer begins to
shrink towards the center and compression stresses arise
in it. At the core cooling, transformation of austenite into
martensite takes place. The martensite specific volume is
higher than that of austenite. For this reason, the core

Figure 3 Chart describing the algorithm of the software
package.

Figure 4 Residual hoop stresses at the surface of a
cylindrical specimen vs. generalized Biot number.
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swelling is taking place that causes the surface layer
extension at moderate cooling.

At Bi →�, the surface layer is stretched to a maximum
and therefore despite swelling, it cannot completely
occupy an additional volume formed due to the external
layer extension. It is just under the conditions of high-
forced heat transfer that compression stresses occur in
the surface layer. More detailed information about the
calculation results can be found in Refs. 23– 25.

A. Modeling of Residual Stress Formation

The mechanism of the formation of compressive stresses
on the surface of steel parts is very important to the
development of new techniques for thermal strengthening
of metals, such as intensive quenching.

The reason why intensive quenching results in high
compressive stresses can be explained using a simple
mechanical model (Fig. 5) consisting of a set of segments
(1) joined together by springs (2) to form an elastic ring.
The segments are placed on a plane surface and
connected with rigid threads (3), which pass through a
hole (4) in the center of the ring and are attached to the
opposite side of the plane surface.

Now consider the processes that take place while
quenching a cylindrical steel specimen and how they
would affect the behavior of the model. Assume that the
specimen is being quenched under conditions of intensive
cooling. In this case, the cylinder’s surface layer is cooled
to a certain depth, while the core remains at almost the
austenizing temperature and considerably expanded in
volume. Let the cooled surface layer correspond to the
model’s segmented ring.

Because metals contract when cooled, the ring’s
segments (1) also will contract. The springs (2) will then
extend by an amount that corresponds to the increase in
tangential tensile stresses. However, when the surface
layer is further cooled, austenite transforms to
martensite, which has a high specific volume. That is why
the cooled layer enlarges or swells.

Now imagine that the segments expand. In this case,
resulting compression of the springs corresponds to the
appearance of tangential compressive stresses on the
surface of the part. With additional time, the temperature
of the specimen’s core drops, and its diameter decreases.
In the model, the core is represented by the smaller blank
circle, which is held in tension by the rigid threads.

When the threads are taut, the springs also will
compress. The level of hoop compressive stresses will
increase until the austenite in the core of the part
transforms to martensite. The core will then start to swell
because the specific volume of martensite is greater than
that of austenite, which causes the compressive stresses
to decrease. In the model, this would be reflected by an
enlargement of the blank circle and a resulting decrease
in the springs’ compressive power.

B. Why Compressive Stresses Remain in
the Case of Through-Hardening

At intensive quenching, the temperature of the core
almost does not change at the first period of time, and
the temperature at the surface instantly drops to the
martensite start temperature Ms. At the surface, tensile
stresses are formed. At the beginning of martensite
transformations, the phenomenon of superplasticity
takes place. Due to tensile stresses and superplasticity,
the surface stress layer obtains the shape of the part, for
example, a cylinder; that is, the surface layer becomes
essentially extended. Then, martensite transformations
take place, as a result of which the surface layer has
increased volume. The core cools to the martensite start
temperature, and because of great specific volume of the
martensite, the core starts to expand. However, this
volume is not enough to fill that initial volume formed
by the shell. It looks like the formation of the empty space
between the core and shell, and the core pulls this surface
layer to itself. In Fig. 38, showing segments, this process
can be illustrated by threads pulling the shell to the core.
Due to it, compressive stresses are formed at the surface.

In the case of conventional slow cooling, the difference
of temperatures between the surface and core at the time
of reaching martensite start temperature is not large.

Figure 5 Mechanical model that can be used to explain
the formation of hoop stresses at the surface of a
cylindrical specimen during intensive quenching.
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Therefore the initial volume of the shell is not big either.
In this case, when the core expands, the volume of the
core becomes greater than the initial volume of the shell,
and the core expands the surface layer and it causes
fracture. It is similar to ice cooling in a bottle, which
leads to cracking due to the expansion of the ice. The
calculations of the linear elongation factor and changes
in the surface layer and volume of the core support this
fact. It is accounted that the specific volume of the
martensite is greater than those of austenite by 4%.

C. Similarity in the Distribution of Residual
Stresses

1. Opportunities of Natural and Numerical
Modeling of Steel Part Quenching Process

The numerical calculation of current and residual stresses
in accordance with the method described above was
made for cylindrical bodies of different sizes, i.e., for
cylinders having diameter of 6, 40, 50, 60, 80, 150, 200,
and 300 mm. Besides, the calculations were made for 45
steel and for cases when CCT diagram is shifted to the
right by 20, 100, and 1000 sec. This allowed to simulate
the quenching process for alloyed steels, where the
martensite formation is observed on all cross sections of
parts to be quenched.

After making investigations, it has been established
that in the case of fulfillment of certain conditions, the
distribution of current and residual stresses is similar for
cylinders of different sizes. This condition is meeting the
following correlation:

(10)

where

 

For this case, average values of heat conductivity and
thermal diffusivity of the material within the range from
Tm to T0 are used. Despite of this, there is a good
coincidence of the character of the distribution of current
stresses in cylinders of different sizes.

Thus Fig. 6 represents the results of computations
made for a cylinder of 6- and 60-mm diameter. In both,
cases the martensite was formed through all cross section
of the cylinder, which was fulfilled through the shift of
the CCT diagram by 100 sec. For the comparison of

current stresses, the first time moment was chosen when
compressive stresses on the surface of the cylinder to be
quenched come to their maximum values. For cylinder
of 6-mm diameter, this time was 0.4 sec, and for the
cylinder of 60-mm diameter, the maximum compressive
stresses on the surface are reached after 40 sec provided
that Bi=( α/ λ)R=idem. The latter was reached due to
calculating current and residual stresses for 6-mm-
diameter cylinder with α=300 000 W/m2 K, and for
60-mm-diameter cylinder, with α=30 000 W/m2 K. For
both cases, Bi=45. Correspondingly, for both cases,
maximum compressive stresses were reached at Fo=0.24,
i.e., for 6-mm-diameter cylinder at t=0.4 sec and for
60-mm-diameter at τ=40 sec.

The same values of hoop and tangential values are
reached at the same correlation of r/R (Fig. 6). Thus hoop
stresses for both cases are zero at r/R=0.65; that is, for 6-
mm-diameter cylinder, hoop stresses are zero at r=1.95
mm, and for 60-mm-diameter cylinder, hoop stresses are
reached at r=19.5 mm correspondingly.

More accurate modeling of the hardening process can
be fulfilled with the use of water-air cooling, which allows
to change the heat transfer coefficient by a law set in
advance. Knowing the cooling conditions, for example,
for a turbine rotor, one can make them so that for the
rotor and its model, the function Bi=f(T) have the same
value. In this case, there will be similarity in the
distribution of residual stresses. In practice, it is advisable
to investigate the distribution of residual stresses in large-
size power machine parts by models made in accordance
with theorems of similarity with regard to necessary
conditions of cooling and appropriate CCT diagrams.

Figure 6 The distribution of stresses on the cross section
of cylindrical sample of diameter of 6 and 60 mm at the
time of reaching maximum compressive stresses on the
surface (ε1=7; Fo=0.7); 1—sample of 6-mm diameter; 2—
sample of 60-mm diameter.
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IV. REGULARITIES OF CURRENT STRESS
DISTRIBUTION

It is of high practical interest to study the character of
stress distribution in the case when the end phase through
all sections is martensite. Calculations showed that at
the initial moment of time on the surface, tensile stresses
appear, which, while moving to the core, are changed to
compressive ones (Fig. 7). While martensite appears in
the surface layer, tensile stresses start to reduce, and while

martensite moves to the core of the part, they become
compressive. In some time, compressive stresses on the
surface reach the maximum (Fig. 8), at that time inside
the part tensile stresses are in force. When the part cools
completely, depending on the Biot number, tensile or
compressive stresses appear.

The characteristic feature of the residual stress
distribution in parts quenched thoroughly is that on
surface layers, there are always tensile stresses, although
on the surface itself, tangential and hoop stresses are

Figure 7 Stress distribution on the cross section of a cylindrical sample quenched thoroughly of 60-mm diameter at
different moments of time (α=25000 W/m2 K): (a) 1 sec; (b) 10 sec; (c) 40 sec; (d) 100 sec.
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compressive. Figure 7 shows results of the stress
distribution calculation in a cylinder at different moments
of time which prove the above-said statement (Fig. 9).

In the case of thoroughly heating of samples or parts
in which the martensite layer is formed after full cooling
at a not big depth, a completely different situation is
observed. On the surface of part or sample, high
compressive tangential and hoop stresses appear, which
change gradually to tensile stresses only while moving to
inner layers.

It becomes obvious when high-alloy steel parts are
quenched into water leading to quench-cracking.
However, no cracking is observed for carbon steel parts
quenched in the same manner.

In this connection, it is of great practical interest to
study the characteristics of stress distribution of parts
with different configurations as a function of the
conditions of heat transfer and depth of hardness.
Analyses of these results permits the development of
advanced steel quenching technology.

It is well-known that one of the factors having effect
on residual stress distribution is the depth of hard layer.
In practice, steel grades of controlled hardenability have
become widely used. Parts made out of these steel grades
have longer service life for the account of the creation of

high compressive stresses on the surface of bodies
quenched. For this reason, it is of great practical interest
to investigate the regularities of the distribution of current
and residual stresses at parts made out of the mentioned
steel grades. The depth of the hard layer can be regulated
in two ways. One can either enlarge the part or shift the
CCT diagram by time. In both first and second cases, a
different depth of hard layer is observed, which is
regulated, in practice, for the account of changes in the
chemical composition of the steel. At modeling, one must
consider the relative depth of hard layer. With regard to
these facts, the calculation of current and residual stresses
was made for cylinders of different sizes with appropriate
time shifts in CCT diagrams. As a result, it has been
established that at the initial moment of cooling on the
surface of parts, tensile stresses appear, and in inner areas,
compressive stresses appear. As the part cools and
martensite begins to form in the surface layer, stresses
begin to reduce and become negative. Continued
martenite formation moves to the core, compressive
stresses gradually increase, and if the Biot number is
sufficiently large, they may be as large as -1400 MPa. It
has been noted that while the Biot number increases, the
compressive stresses in-crease. However, there is an

Figure 8 Stresses on the surface of cylindrical sample
(diameter of 60 mm) at through-hardening (Bi=40) vs.
time.

Figure 9 Stresses on the surface of a cylindrical sample
(diameter of 300 mm) vs. time. The sample is made out
of 45 steel; the quenching is not thorough (Bi>100).
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optimal depth of hard layer for which compressive
stresses on the surface of part reach maximum values. It
is well known that compressive stresses on the surface of
parts to be quenched have greater strength and resistance
to wearing, and as a result, they have longer service life
in the case of cyclical loads. For this reason, machine
parts, for example, car axles, should be made out of such
steel grade that provides optimal depth of hard layer. The
calculations given above show that compressive stresses
in parts can be reached while using simple carbon steels
without using steels of controlled hardenability like
47GT, melting of which is a very complicated process. In
particular, at plant “GAZ” (Gorkogo, Russia), half-axles
for GAZ cars are made out of 40G steel. The quenching
process of those axles is made in intensive water flows
under not big superfluous pressure.

The results obtained can be also used for making
machine parts, in which it is necessary to create high
compressive stresses in surface layers of the steel, which
essentially prolongs the service life.

In addition to creating high compressive stresses on
the surface of parts to be quenched, it is important to
know the character of stress distribution on cross sections
of parts (Fig. 10). As one can see from this figure, in
inner layers, quite high compressive stresses are observed,
which change to compressive stresses while moving to
the surface. This is a distinctive feature for axial σ22 and
hoop σ33 stresses. Radial stresses on the surface of
quenched samples are zero; on the axis of cylinder, they
are equal to hoop stresses.

The investigations made show that when quenching
parts such that the Biot number is large (this is usually

done for large-size machine parts), quench cracks can
form inside parts.

To avoid quench cracks, for example, while quenching
large-size turbine rotors, a hollow is formed at the axis
of rotor, through which the quenchant penetrates in some
time. In this case, in inner layers, compressive stresses
appear, which are the factor preventing the quench
cracking. The shortcoming of this method is essential
costs for drilling hollows in large-size parts. For this
reason, it is of great practical interest to develop the
technology of hardening large-size parts preventing
quench cracking in solid parts without axial hollows.

Joint investigations have been started between various
companies for the introduction of intensive quenching
methods.

A. Some Advice on Heat Treatment of
Machine Parts

It is of practical interest to investigate the effect of the
heat transfer intensification process while austenite is
transformed into martensite. Such investigations can be
used in two-step quenching, when at the first step, the
transformation of austenite into martensite is delayed
because parts are quenched in hot oils or liquid medium
under pressure, or in high-concentration aqueous salt
solutions having high temperature of boiling.

The second step of cooling is made in the area of
convective heat transfer, where the transformation of
austenite into martensite mainly takes place. The process
of the transformation during the convective heat transfer

Figure 10 Stress distribution on the cross section of cylindrical sample (diameter of 80 mm) made out of 45 steel in
the case of nonthorough hardening when Bi=50: (a) after 2 sec; (b) after quenching.
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can occur in cases of high (large Biot numbers) and low
cooling rates. During the transformation of austenite into
martensite, the cooling process is usually slowed down
in practice because of the fear that in the case of high
cooling rates in the martensite range, there will be the
fracture of material and big distortions. The
investigations made earlier have shown that the heat
transfer intensification in the martensite transformation
range has a good effect upon the distribution of residual
stresses and even results in the reduction of distortions.
In particular, the example of two-step cooling of bearing
rings made out of ShKh15 steel has shown that during
the intensive cooling in the martensite range, the cone
distortion of rings is significantly reduced [26]. The result
obtained is practically important not only because the
cooling intensification results in increase in cost and time
savings, but also because in the case of intensive cooling
in the martensite range, one can get high mechanical
properties of material, the strength becomes higher, and
plastic properties of material are improved [13].

For further proving the truth of the established fact, the
simulation of carburized pin hardening has been made for a
pin made out of 14KhGSN2MA steel. The carburized pin
was firstly cooled at slow cooling rate in hot oil MS-20 to
temperature of 220°C, and then after allowing temperature
to become even on the cross section, it was quenched in
quenchants having different heat transfer coefficients.

In accordance with the described technology, the
simulation has been made for hardening process with
setting different heat transfer coefficient at the second
stage of cooling. By results of investigations, it has been
established that while cooling is intensified, compressive
stresses in the carburized layer grow and conical
distortion of the pin is reduced. In this case, tensile
stresses are changed insignificantly. Thus it has been
established that cooling intensification in the martensite
range has a good effect upon the distribution of residual
stresses and reduces the distortion of parts quenched.
This can be used for the development of advanced
technology of bearing ring hardening allowing to reduce
the oval distortion of rings and conical distortions while
the heat transfer process is intensified; it can be also used
for the development of advanced technology of heat
treatment for tools and machine parts, in particular,
cooling treatment. Thus, for example, carburized pins of
gasturbine aviation engine after their oil quenching were
treated by cooling at temperature of 70°C. This treatment
is usually made by air cooling in special refrigerators. It
is advisable in the case of cooling treatment to cool
carburized parts as intensively as possible, which will
have a positive effect for the reasons mentioned above.

V. SHELL HARDENING OF BEARING RINGS
(THROUGH-SURFACE HARDENING)

The material given above proves the existence of the
optimal depth of hard layer for bodies of simple shape. It
has been emphasized that there is a similarity in the
distribution of hardness on the cross section for bodies
of simple shape with regard to the size, i.e., ∆r/R= const,
where ∆r is the depth of the martensite layer (shell) and
R is the radius of cylinder or ball (or halfwidth of the
plate). It should be noted that the optimal hard layer
corresponds to the best stress distribution on the surface.
In this case, compressive stresses are much higher than at
hardening for martensite on all the cross section. In this
paragraph, we will show that the same regularities are
true for the bodies of complicated shape. In particular,
we will consider the process of quenching for three
different bearing rings presented in Figs. 11 and 12a–c.

Let us investigate the stress distribution of these rings
made of steel 52100, using mechanical properties steel
as initial data. At the same time, the hardenability
controlling we will make for the account of the shift on
the diagram. In our case, we shifted the CCT diagram by
22 sec to the left, which is shown in Fig. 13.

The results of calculations of the stress state in the
case of through-surface hardening and shell quenching
for the bearing ring shown in Fig. 11 are presented below.

So Fig. 14a shows the character of the phase
distribution in the case of through-surface hardening and
shell quenching. Besides, the through-surface hardening
was made in oil where heat transfer coefficient α=1800
W/m2 K. In the case of shell quenching [Fig. 14b], the
quenching was made by intensive cooling with α=60000
W/m2 K.

Now consider the character of hoop stress distribution
for these two cases, namely, though-surface hardening in

Figure 11 Dimensions and the configuration of hardened
layer after TSH in inner ring of bearing for boxes of
railway cars.
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Figure 12 Dimensions of large bearing rings hardened by TSH at furnace or induction heating.

Figure 13 CCT diagram for 52100 steel with lesser content of Mn and Cr.
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oil [Fig. 14a] and shell hardening [Fig. 14b] In the case of
through-surface hardening in oil at the surface of bearing
rings, residual hoop stresses are formed reaching the
following values: 180 (on the left) and 260 (on the right)
(see the middle of the cross section in Fig. 15).

In the case of shell quenching with α=60 000 W/m2

K, the stress distribution at the corresponding time is as
follows: -800 (left) and -900 (right), so they are
compressive, and in the core, +500 (tensile) (Fig. 16).

Now consider the residual hoop stresses for bodies of
complicated shapes for two cases: intensive throug-
hsurface hardening and intensive shell quenching. In both
cases, α=40 000 W/m2 K. Let us study the difference
between the stresses at the surface.

Phase distribution fields for through-hardening and
shell quenching for part shown in Fig. 12b are presented
in Fig. 17.

In the case of through-surface hardening of bearing
ring [Fig. 17a] at α=40 000 W/m2 K at the surface (in the

middle of the cross section at the left and at the right),
not big compressive stresses are formed, which are about
-120 at the left and -160 at the right (Fig. 18).

At the same time, in the case of shell quenching, huge
compressive stresses are formed at both sides in the
middle of the cross section (Fig. 19). These compressive
stresses reach the value -1050 at the left and -1450 at the
right.

Thus through-surface hardening results in not big
compressive stresses at the surface, while shell quenching
results in huge compressive stresses at the surface. The
calculations show that when the hard layer is closer to
the optimum, higher compressive stresses are at the
surface.

Consider one more example illustrating this very
important regularity. Let us show this fact with the rings
shown in Fig. 20.

The cooling is in the same conditions: α=40000 W/
m2 K, but in the first case, it is through-surface hardening,

Figure 14 Phase distribution fields: (a) through-hardened,
α=1800 W/m2 K; (b) shell-hardened, α=60,000 W/m2 K.

Figure 15 Residual hoop stresses S33 (MPa), α=1800 W/
m2 K.
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and in the second case, it is shell quenching. In the case
of through-surface hardening, hoop stresses in the middle
are not big tensile: +80 (at the left) and +480 (at the right)
(Fig. 21). At the same time, in the case of shell quenching,
these stresses are big compressive: from -1200 to -1500
MPa (Fig. 22).

It should be noted that in the case of intensive
through-hardening for bodies of big size and not
complicated shape, it is possible to reach uniform
compressive stresses at all the surface (Fig. 23).

As one can see from calculations presented above, in
the case of intensive cooling, if the steel is hardened
through to lesser degree, higher compressive stresses are
formed at the surface. This factor must have effect upon
the increase in the service life of the part. To prove the
above-mentioned, inner rings of railway bearing were
made of different steel grades, namely, ShKh15SG,
18KhGT, and ShKh4.
(a) Steel ShKh4 (GOST 801–78) contains 0.95–1.05%C,

0.15–0.30%Si, 0.15–0.30%Mn, 0.35–0.50%Cr,
0.015–0.050%Al, <0.020%S, <0.027%P,
<0.25 %Cu, <0.30%Ni, and (Ni+Cu)<0.50%. The

steel is intended for bearing rings with wall thickness
of 18 mm and more and rollers with diameter of
more than 30 mm.

(b) Steel ShKh4 (TU 14–19–33–87) is distinguished from
the previous version by the regulation of alloying
chromium addition depending upon the real content
of nickel which is not added especially but comes to
the steel from scrap at smelting. The regulation
proceeds by the use of the following ratios of nickel
and chromium contents:

Figure 16 Residual hoop stresses S33 (MPa), α=60,000
W/m2 K.

These ratios were obtained on the basis of the
following equation inferred by statistical treatment of
data on hardenability for 80 industrial heats of ShKh4
steel:

 

where D=ideal critical diameter (mm) and Ni and
Cr=percentage of nickel and chromium, respectively.

The steel has a little lower and more stable
hardenability level and is used for rings of railway
bearings with wall thickness of 14.5 mm; steel ShKh2
has been elaborated and tested in laboratory conditions.
The steel contains 1.15–1.25%C, 0.15–0.30%Si, 0.15–
0.30%Mn, 0.015–0.030%Al, <0.020%S, <0.027%P,
<0.15%Cr, <0.10%Ni, <0.12%Cu, and <0.03%Mo.

A. Heating During Through Surface Hardening

For TSH, comparatively slow induction heating with
isothermal holding at the hardening temperature was
used. The required specific high-frequency generator
power is usually about 0.05–0.2 kW per 1 cm2 of surface
area of heated parts. For example, for rings of railway
car bearings, total heating time is about 3 min including
isothermal holding at hardening temperature (820–
850°C) for 50–60 sec.

The heating procedure provides nearly uniform
heating of rings of complex shape, required degree of
carbides dissolution, and saturation of austenite by
carbon (0.55–0.65%), the fine austenitic grain being the
same (not worse than No. 10, GOST 5639–82—the
diameter of grains is an average of 0.01 mm).
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B. Quenching During Through Surface
Hardening

The quenching is carried out in special devices by intense
water stream or shower from pumps with pressure 1–4
atm. Total water consumption is not large because the
closed-circuit water cycle is used (water tank-water
pump-quenching device-water tank). A small amount of

cold water is added into the tank to prevent water from
heating above 50°C.

The design of quenching devices should guarantee
velocity of water with respect to the surface of quenched
parts in the order of 10–15 m/sec. Water inside the devices
should be under pressure (1.5–3 atm.). Time of intense
water quenching should be limited to allow self-
tempering of parts at 150–200°C. One of typical designs

Figure 17
 
Phase distribution fields: (a) through-hardened, α=40,000 W/m2 K; (b) shell-hardened, α=40,000 W/m2 K.

Figure 18 Residual hoop stresses S33 (MPa) through-
hardened, α=40,000 W/m2 K.

Figure 19 Residual hoop stresses S33 (MPa) shell-
hardened, α=40,000 W/m2 K.
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Figure 20 Phase distribution fields: (a) through-hardened, (40,000 W/m2 K); (b) shell-hardened (40,000 W/m2 K).

Figure 21 Residual hoop stresses S33 (MPa),
throughhardened (40,000 W/m2 K).

Figure 22 Residual hoop stresses S33 (MPa) at shell
hardening (40,000 W/m2 K).
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of the device for quenching of bearing rings is shown in
Fig. 24.

1. Through-Surface Hardening of Inner Rings of
Bearings for the Boxes of Railway Cars

In the past, the bearing rings were made of traditional
bearing steel ShKh15SG (1.0%C, 1.5%Cr, 0.6%Si, and
1.0%Mn) and hardened by a standard method to obtain
HRC 58–62. After a short period in service, some rings
failed because of brittle cracking and fatigue.

Since 1976, TSH has been used for bearings. The inner
rings are made of steel ShKh4. Dimensions of the rings
and the typical configuration of hardened layer after TSH
are given in Fig. 11.

At present, several millions of such bearings are
successfully used in operation on car boxes in the
railroads of Russia and other states of CIS. Automatic
machine for TSH of the inner rings is shown in Fig. 26.

In order to show advantages of TSH for bearings, the
results of mechanical tests are given below for the inner
rings of railway bearings made of different steels and
strengthened by various heat treatments including:

1. Standard steel ShKh15SG (52100 Grade 4) with
electroslag refining, traditional through-hardening
with furnace heating and quenching in oil; low
tempering.

2. Standard carburized steel 18KhGT (GOST 4543–71)
containing on the average 0.2%C, 1.1 %Cr,

1.0%Mn, and 0.05%Ti, carburizing, quenching, low
tempering.

3, 4. Steel ShKh4, TSH, low tempering.

These numbers of steels and heat treatment variants are
referred in Table 1 which contains some structural
characteristics and hardness of the rings. Characteristic
curves of residual stresses in the cross section of hardened
rings and their strength under static, cyclic, and impact
loads are given in Figs. 25 and 26.

The technology developed has been implemented at
GPZ-1 plant (Moscow).

2. Through-Surface Hardening of Rollers

Through-surface hardening is very suitable and profitable
for bearing rollers. It allows to obtain roller properties
similar to those of carburized rollers made of expensive
chromium-nickel steels, but at lower steel cost and
production expenses.

Through-surface hardening was successfully used at
GPZ-9 for tapered rollers of 40–50 mm diameter made
of ShKh4 steel.

Recently, new technology of TSH was developed for
hollow rollers of railway car box bearings. Application
of a design of hollow rollers with a central hole is a
promising direction in bearing production. In this case,
contact area between the ring and the roller increases
because of a small elastic deformation of the rollers,
contact stresses decrease, and durability of the bearing
increases by several times.

According to service tests, durability of railway
bearings with hollow rollers increases by 2.8 times. The
rollers had the following dimensions: external diameter
of 32 mm, length of 52 mm, and diameter of the central

Figure 23 Residual hoop stresses S33 (MPa), through-
hardened (40,000 W/m2 K).

Figure 24 Schematic design of a quenching device for inner
rings of railway bearings (water stream is shown by arrows).
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hole of 12 mm. Macrostructure and hardness of the
rollers hardened by TSH are shown in Fig. 27. While
zones on the surface correspond to the martensitic
structure, the dark core has a troostite and sorbite
structure.

The primary condition for heat treatment of hollow
rollers consists in providing surface hardening on the
external and internal surfaces. This leads to high
compressive internal stresses in the hardened layers which
prevents formation of fatigue cracks in service. It should
be noted that through-hardening is dangerous for hollow
rollers. This is demonstrated by fatigue tests of the rollers
under maximum load of 200 kN. Through-hardened
rollers made of 52100 steel were destroyed after 15000–
30000 cycles, while TSH-hardened rollers made of
ShKh4 steel survived after 10 million cycles (Fig. 28).

More detailed information about results of
experimental studies can be found in Refs. 2 and 27–33.

VI. DESIGNING OF STEEL-INTENSIVE
QUENCH PROCESSES IN MACHINE
CONSTRUCTION

A. Through-Surface Hardening of Small-Size
Driving Wheels Made Out of 58 (55PP)
Steel

The original technology of through-surface quenching
has been developed for driving wheels with module of 4–
6 mm, which are typical for construction and road
machines, metal-cutting machines, transport devices,

Table 1 Structure and Hardness of Inner Rings of Railway Bearings Made of Various Steels

aGOST 5639–82.

Figure 25 Fatigue testing results for inner rings of railway
car bearings made of various steels (the numbers of the
curves correspond to numbers of steel and heat treatment
variants in Table 1).

Copyright © 2004 by Marcel Dekker, Inc.



Kobasko et al.750

Figure 26 Automatic machines for TSH of inner rings for railway car box bearings designed and put into operation
at GPZ-1 (Moscow) in 1995.

Figure 27 Macrostructure of through-the-wall sections of hollow rollers for railway car box bearings.
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and other machines. They are produced in big varieties
but in small lots. The peculiarities of the technology are
the use of carbon steel with the low content of
admixtures, and thus, low hardenability; untraditional
choice of current frequency and conditions of induction
heating; performance of high-quality quenching of
driving wheels of various kinds and sizes with the use of
a single inductor and cooling device; minimum quenching
distortion; and ecological purity of the quenching
process. The design of universal easily readjustable
quenching installment has been developed.

In modern engineering, a great number of driving
wheels are used that have diameter of 80–120 mm and
module of 4–6 mm. A part of them, satellite driving
wheels, require hardening for only teeth crown, while
the other body and the hole cannot be hardened. The
greatest number of driving wheels having a hole,
according to operation conditions, must be hardened to
high hardness on all surfaces, including teeth crown,
flange surface, and surface of hole.

At present, such driving wheels are hardened by either
surface induction under a layer of water, when they are
produced out of medium-carbon construction steels, or
carburizing with the further quenching and low
tempering with the use of carburized steels.

Quenching under a layer of water very often results
in the appearance of quench cracks on the surface, with
which one can do nothing but allow; however, it is very
difficult to determine and control the limits of such
allowance. The use of carburizing and nitrocarburizing

on many plants is prevented by the absence and high cost
of modern thermal equipment and automatic regulation
devices, especially as for the regulation of components of
gaseous saturating atmosphere. Making carburizing and
nitrocarburizing at out-of-date universal equipment does
not guarantee the required level and stability of the
quality of heat treatment.

Due to the stated above, one of the processes having
high prospects for hardening driving wheels is through-
surface quenching with induction heating. The
advantages of this method are as follows:

1. Opportunity of high-quality and reliable hardening
of steel parts.

2. Opportunity to produce equipment for through-
surface quenching directly at machine-construction
plants.

3. Electric power saving, absence of quench oil in the
production process, and gaseous-controlled
atmospheres, which cause ecological problems.

4. Lesser production area in comparison with chemical
heat treatment, better labor conditions, and
opportunity to place induction installments in shops
of mechanical treatment.

In a laboratory of Moscow State Evening Metallurgic
University, engineers developed the technology of
through-surface quenching for driving wheels with
module of 4–6 mm. The wheels have been made out of
58 (55PP) steel having the following chemical content:
0.56%C, 0.30%Si, 0.09%Mn, 0.10%Cr, 0.08%Cu,
0.04%Ni, 0.004%S, 0.006%P, and 0.008%Al. The low
content of admixtures in the steel is due to production at
Oskolskyi Steel Works, which is the main producer of
this steel.

For production of driving wheels, rolling 130-mm
diameter circle was used. The specimens were obtained
through forging, further cutting, and preparation for
induction. Five kinds of driving wheels presented in Fig.
29 were used in tests, which are used at excavator plants
and having a module of 4.6 mm.

Heating of all wheels has been made at one-spiral
cylindrical inductor with the inner diameter of 150 mm
and height of 110 mm; cooling has been performed by
quick water flows provided at outer, inner, and flange
surfaces of driving wheels.

In the experiment, heating induction was at current
frequencies of 2.5 and 8 kHz from machine generators
of 100-kW power.

On the basis of traditional principles of current
frequency selection for teeth crowns of driving wheels

Figure 28 Hardness of through-the-wall sections of hollow
rollers for railway car box bearings.
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with module of 4–6 mm, with regard to uniform heating
of teeth and holes while heating in ring inductors, the
optimal current frequency must be as follows:

 

where fopt is optimal current frequency (kHz) and M is a
module of a driving wheel (mm).

For this reason, making a choice out of available
industrial induction devices for such driving wheels, more
preferable are devices for 8 kHz than 2.5 kHz.

This was proved to be true for satellite driving wheels
for which surface quenching of hole is not necessary, in
connection with which the through-surface quenching is
fulfilled with not thorough heating but quite deep
induction heating of teeth crown only.

The induction heating of such cylindrical driving
wheels of 115-mm diameter on the circle of teeth tips
and 48-mm height has been performed at the current
frequency of 8 kHz for 30 sec, and the teeth have been
heated thoroughly, and cavities at the depth of 3.4 mm.
The cooling time, cooling being performed by intensive
water flows, was 4 sec. After quenching on the surface of
teeth and cavities, the uniform hardness within the range
of HRC 63–66 has been received. The macrostructure of
driving wheels after through-surface quenching with
detected hard layer by itching with “triple” agent is given
in Fig. 29 (lower line of wheels). Tempering of hard
driving wheels was made in electric furnace equipped
with ventilator, at temperature of 165°C, for 3.5 hr.

The results of measuring dimensions of driving wheels
on the mean line of the common normal and diameter of
the hole in the original state before quenching, after
quenching, and after quenching with tempering are given
in Fig. 30. The reduction of mean length of common
normal is in average as follows: 0.014 mm in quenching,
0.021 mm in tempering, and the total change in
quenching and tempering is 0.035 mm in comparison
with the original state after mechanical treatment. The
diameter of the hole reduced in average by 0.019 mm in
quenching, 0.026 mm additionally in tempering, and the
total reduction in quenching and tempering was

Figure 29 Macrostructure of driving wheels with module
of 4–6 mm after through-surface quenching: light surfaces
are the surface hard layer having martensite structure and
hardness greater than HRC 60; dark surfaces are areas
with the structures of troostite or sorbite of quenching
and hardness of HRC 45–30.

Figure 30 Changing in the diameter (d) of hole for placement (a) and length (l) for common normal (b) of satellite
wheels in the case of through-surface quenching (m is a group frequency); 1—sizes of driving wheels in the original
state after mechanical treatment; 2—after through-surface quenching; 3—after through-surface quenching and
tempering.
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0.045 mm. The values of distortion obtained are quite
small and completely meet the requirements for the heat
treatment of satellite diving wheels.

The majority of standard driving wheels are driving
wheels with inner-gear hole, where it is necessary to
harden at high hardness not only teeth crown, but also
surface of inner-gear hole, and in this case, the allowance
of distortion on the diameter of inner-gear hole is quite
severe and usually it is not more than 0.12 mm.

It has been noticed earlier that proceeding from
conditions of uniformity of heating for cavities and teeth
of outer teeth crown for driving wheels with module of 4–
6 mm, it is more preferable to use induction heating with
the current frequency of 8 kHz. However, experiments
fulfilled showed that for such driving wheels with regard
to their geometry and peculiarities of the work conditions,
the use of 2.5-kHz frequency gives a number of advantages
and allows to expand the range of effective application of
through-surface quenching and 58 (55PP) steel for the
production towards the reduction of module of driving
wheels to 4 mm while providing the clearly expressed effect
of outline quenching of teeth crown.

This is explained by the following circumstances.

1. Using the current frequency of 8 kHz, even in the case
of the computer step-by-step control of the voltage
generator and time of heating of 3 min, since it is
necessary to reach the minimum quenching
temperature of 790–800°C on the surface of inner-
gear hole, the result is the considerable overheating of
teeth crown to 850-880°C (Fig. 31a), due to which

the teeth are hardened to high depth or even
thoroughly (Fig. 32). Although such quenching can
be done in many cases, outline quenching is more
preferable.

2. Using current frequency of 2.5 kHz, the heating is
more uniform with respect to thickness of driving
wheels, and by time of finishing heating, the
temperature in cavities of teeth crown is 850°C (Fig.
31b), which provide the 1.7-mm thickness of hard
layer in cavity with up to HV600 hardness. At the
same time, the temperature on the tip of teeth is
essentially lower, 790–800°C, which is allowed for
quenching with regard to constructive hardness of
driving wheels since the tips of teeth are areas with
the lowest load. The specified difference of
temperatures on the outline of teeth crown gives
advantages for receiving the optimal configuration of
hard layer as for the height of the teeth (see Fig. 29,
upper line of driving wheels).

With heating at current frequency of 8 kHz, through-
surface quenching has been performed for batches of
three types of driving wheels, macrostructure of which
after quenching is presented in Fig. 29 (upper line of
driving wheels). The time of heating for different driving
wheels was within the range of 2–2.5 min; cooling was
performed directly in inductor by quick water flows
within 4–8 sec, providing self-tempering at temperature
of 150–200°C. The driving wheels after quenching were
tempered at 165°C for 3.5 hr.

Figure 33 presents results of hardness measurement
in various zones on the cross section of a driving wheel
with module of 4 mm after through-surface quenching
and tempering in comparison with driving wheels made

Figure 31 Thermal curves of induction heating for driving
wheels with module of 4 mm at current frequency of
8 kHz (a) and 2.5 kHz (b). Specifications of the driving
wheel: outer diameter is 91.1 mm, inner diameter is 45
mm: 1 is the tip of a tooth; 2 is the cavity of teeth crown;
3 is the surface of inner-gear hole.

Figure 32 Macrostructure of cross section of a driving
wheel with module of 4 mm after through-surface
quenching with induction heating at the current frequency
of 8 kHz.
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out of 18KhGT steel after carburizing and heat treatment
by serial technology of TEQ. As one can see, through-
surface quenching through one session of thorough
heating and cooling has provided efficient hardening of
both teeth crown and zone of inner-gear hole with the
hardness of HRC 58–60 and thickness of hard layer
within 2–5 mm in different cross sections and, at the same
time, hardening of the wheel core to HRC 30–40. This
combination of properties is advantageous for high
service life and operational reliability.

Table 2 gives results of measuring the distortion of
wheels in the case of through-surface quenching with low

tempering. As one can see, the technology of through-
surface quenching of driving wheels provided quite low
values of distortion not exceeding 0.05 mm on the mean
length of common normal and 0.075 mm on the diameter
of inner-gear hole, which meets the highest requirements
for the distortion.

Batches of driving wheels hardened by this through-
surface quenching technology were used in the serial
production of excavators. The design of industrial
induction heating installment for through-surface
quenching of driving wheels is outlined in Figs. 34 and

Figure 33 Hardness in different zones on the cross section of a teeth crown and inner-gear hole: (a) is for a driving
wheel made out of 58 (55PP) steel after through-surface quenching and tempering; (b) is for a driving wheel made
out of 18KhGT steel after carburizing and heat treatment; (c) is for cross section of a teeth crown and inner-gear
hole; 1–4 are zones of the cross section.

Table 2 Distortion Characteristics for Driving Wheels with Inner Inner-Gear Hole after Through-
Surface Quenching

ID is the inner diameter; OD is the outer diameter; H is height of the wheel; M is the module of teeth crown. The
data above line are sizes of wheels in the original state after mechanical treatment; and data below line are sizes of
those wheels after through-surface quenching with low tempering.
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35. The installment is universal for a wide range of
driving wheels of different sizes and easily readjusted for
different kinds of driving wheels through changing upper
and lower mandrels (Table 3).

Thus the typical technology of through-surface
quenching of driving wheels with diameter of 80–120
mm and module of 4–6 mm includes as follows:

1. Production of driving wheels out of 58 (55PP) steel at
Oskolskyi Steel Works.

2. Deep (for satellite wheels) or thorough (for wheels
with inner gear hole) induction heating for 0.5–3 min
in cylindrical one-spiral inductor. The optimal current
frequency is 8 kHz for satellite wheels and 2.5 kHz
for wheels with an inner-gear hole, which are to be
hardened.

3. All-side intensive cooling at a quenching device linked
directly to the inductor by quick water flows fed to
outer, inner, and flange surfaces of driving wheels.

4. Low tempering at 160–170°C for 3–4 hr.

The technology developed provided the optimal
configuration of hard layers on all work surfaces (Fig.
29), providing high constructive durability of driving
wheels with the minimum quench distortion of no more
than 0.1 mm along the common normal and diameter of
inner-gear hole.

The cooling rate of the core of the specimen also is
high under these conditions, but will drop when the
compressive stress reaches its maximum value. The core’s

Figure 34 Installation for through-surface quenching of
driving wheels through induction heating: 1—water tank;
2—control panel; 3—quenching block; 4—case of
quenching device; 5—pneumatic-hydraulic valve; 6—
valve; 7—pump; 8—hydraulic station.

Figure 35 Quenching device: 1—changeable mandrel; 2—
driving wheel to be quenched; 3—cone; 4—removing
device; 5—hydraulic cylinder for vertical movement and
wheel fixing; 6—receiver of parts, changeable; 7—
hydraulic cylinder for wheel feeding; 8—inductor.

Table 3 Installation Specifications
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microstructure consists of bainite or tempered martensite,
and its mechanical properties are higher than those of
oil-quenched steel (Table 4).

The work of Shepelyakovskii and Ushakov [35]
supports these observations. They developed steels: 58
(55PP), 45C, 47GT, and ShX4—having limited
hardenability (LH) and controlled hardenability (CH).
These steels contain small amounts of aluminum, titanium,
and vanadium. They are less expensive than conventional
alloy grades because they use two to three times less total
alloying elements. The researchers emphasize that the
depth of the hard layer is determined by steel hardenability.

One of the new steels is first induction through-surface
hardened, and then slowly heated (2–10°C/sec) either
through the section or to a depth beyond that required for a
fully martensitic layer. The slowheating time is usually 30
to 300 sec. Parts are then intensively quenched in a water
shower or rapidly flowing stream of water. Production parts
heat-treated using this method are listed in Table 5. Note
that the durability of intensive-quenched, noncarburized
lowalloy steel parts is at least twice that of carburized and
conventionally oil-quenched alloy steel parts.

Other production applications for these new low-alloy
steels include [35]:

• Gear, 380-mm diameter and 6-mm modulus, steel 58
(GOST 1050–74). Note: modulus=pitch diameter/
number of teeth

• Cross-head of truck cardan shaft, steel 58 (GOST
1050–74)

• Bearing for railway carriage, 14-mm ring thickness,
steel ShKh4 (GOST 801–78)

• Truck axle, 48-mm bar diameter, steel 47GT

The optimum depth of hard layer is a function of part
dimensions. Therefore it is recommended that the steel
(and its hardenability) be tailored to the part to ensure
that it will be capable of hardening to this depth [36],
making reaching the optimum depth a certainty.

With the right steel, this method can provide an
optimum combination of high surface compressive stress,
a high-strength, wear-resistant quenched layer of optimum
depth, and a relatively soft but properly strengthened core.
The combination is ideal for applications requiring high
strength and resistance to static, dynamic, or cyclic loads.

Table 4 Mechanical Properties at the Core of Conventional (Oil) and Intensive (Chloride Medium) Quenched Steels
(Cylindrical 50-mm Diameter Specimen Used)

Source: Ref. 34.

Table 5 Production Applications of Intensive-Quenched Limited-Hardenability Steels

Source: Ref. 35.
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VII. NEW METHODS OF QUENCHING

There are two methods of reaching the optimal depth of
hard layer at the surface.

1. For each specific steel part, a special steel grade is
selected, which provides the optimal hard layer and
maximum compressive stresses at the surface. When
the sizes of the part are changed, different steel grades
are selected providing meeting the condition ∆r/
R=const.

2. Steel part quenching is made so that 0.8≤Kn≤1 and
the process of intensive cooling is interrupted at the
time of reaching maximum compressive stresses at the
surface. In this case, the optimal depth of hard layer is
reached automatically. This method was protected by
inventor’s certificate in 1983, which became a patent
of Ukraine in 1994 [36].

In order to confirm the above statements, one can refer
to Ref. 37 where a method of IQ-quenching steel parts
by using intensive jet cooling is described. The author
points out that the method of intensive cooling is applied
to superficial hardening of small parts (shafts, axes,
pinions, etc.) made of alloy steels. Here a very high
intensity of cooling is achieved that allows to obtain a
100% martensite structure in the outer layer and high
residual compression stresses. It should be noted that
under the conditions of very intensive cooling, the strain
decrease is observed. While treating the parts of complex

configuration, it is necessary to use several combined jets
in order to prevent the steam jacket formation. A
disadvantage of this method is a high cost of the
equipment.

Let us consider in more detail the character of changes
in the current stress at the surface of the parts being
quenched depending on various intensities of cooling. It
has been stated that in the course of time, small tensile
stresses occur at first at the surface of the specimen to be
quenched, and then during the martensite layer
formation, these stresses transform into the compressive
ones that reach their maximum at a certain moment of
time and then decrease (Fig. 36). The current stresses
become the residual ones that can be either tensile or
compressive depending on the cooling intensity. The
maximum tensile stresses correspond to the maximum
compressive stresses in the control layer of the part being
quenched (Fig. 37).

The mechanism of the current stress formation is as
follows. When the part is completely in the austenite
state, there arise tensile stresses that transfer into the
compressive ones in the process of the martensite phase
formation and due to increase of its specific volume. The
larger part of austenite is transformed to martensite and
the larger the martensite layer is, the higher the
compression stress is. The situation goes on until a
sufficiently thick martensite crust is formed resembling a
rigid vessel that still contains the supercooled austenite

Figure 36 (a-b) Change of current hoop stresses at the
surface ( σs) and in the center (σc) of the cylindrical specimen
being cooled under various heat transfer conditions (a)
Slow cooling; (b) intensive cooling. (From Ref. 24.)

Figure 37 Maximum compressive hoop stresses at the
surface (2) and tensile stresses in the center (1) of the
cylindrical specimen of 6 mm in diameter vs. Biot number.
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in the supercooled phase. The further advance of
martensite inside the part causes the effect of water
freezing in a glass vessel [23]. Due to the core volume
increase at martensite transformations, either decrease
of compressive stresses in the surface layers or destruction
of the external layer will take place if the phase specific
change is large enough and the external layer is
insufficiently stretched and strong. Under such
conditions, compression stresses in the surface layer
change over to stress state that cause destruction in the
surface layer.

Reduction of compressive stresses at the further
advance of martensite into the part to be quenched is
caused by the parting action that is attributed to variation
in the phase specific volume in the core.

If the process of intensive cooling is stopped at the
moment of achieving the maximum compression stresses,
and isothermal holding is realized at the temperature of
the martensite start (Ms), then the martensite phase
advance will cease and sufficiently high compression
stresses can be fixed. They will slightly decrease due to
the isothermal holding at which stress relaxation takes
place.

An optimal depth of the quenched layer that depends
on part dimensions corresponds to maximum
compression stresses.

Using the calculation methods developed and the
potentialities of the software package “TANDEM-
HART” [1, 8], it is easy to find with the help of computer
the time of achieving the maximum for bodies of
arbitrary axisymmetric form being quenched under
various heat transfer conditions.

The degree of intensive cooling can be characterized
by Biv number or by Kondratjev number Kn. There is a
universal interconnection between these numbers

(11)

which is valid for bodies of various configurations.
The author of the well known handbook “Theory of

Heat Conduction” Lykov [38] has called Eq. (1) an
important relation of the theory of regular conditions.
Criterion Kn=�Biv is the main value determining the heat
transfer mechanism of the body. It was named Kondratjev
number (criterion) in honor of the outstanding thermal
scientist G.M.Kondratjev.

It appeared that the curves Kn=f(Biv) for geometrically
different bodies (sphere, parallelepiped, cylinder, etc.)
were located so close to each other that practically all the
family could be replaced by a single averaged curve [38].

The parameter criterion � characterizing the
temperature field nonuniformity is equal to the ratio of
the body surface excess temperature to the mean excess
temperature over the body volume. If the temperature
distribution across the body is uniform (Biv→0), then
�=1. The higher is the temperature nonuniformity, the
less � is. At �=0, the temperature distribution
nonuniformity is the highest (Bi→�, while T→T�).

Thus Kondratjev number characterizes not only the
temperature field nonuniformity, but also the intensity of
interaction between the body surface and the environment.

Kondratjev number is the most generalizing and the
most universal value, which may serve to describe the
cooling conditions under which compression stresses
occur at the surface of various bodies.

For rather high compression stresses to occur at the
surface of the part being quenched, it is sufficient to meet
the following condition:

 

On the basis of regularities mentioned above, a new method
of quenching was elaborated. The essence of the new
method is that alloy and high-alloy steel parts are cooled
under the conditions of high-intensive heat transfer
(Kn�0.8) up to the moment of reaching maximum
compression stresses at the surface with the following
isothermal holding under temperature Ms [39]. A year later,
similar quenching method was proposed in Japan [40].

In accordance with the method mentioned, alloyed
steel parts are quenched in such a way that a very hard
surface layer of the given depth and an arbitrarily hard
matrix are obtained. An example of such method
realization is given below. An alloy steel specimen
containing (in %) 0.65–0.85C, 0.23–0.32Si, 0.4–0.9Mn,
2Ni, 0.5–1.5Cr, and 0.1–0.2Mo is heated up to
800–850°C and spray-quenched with water fed under
pressure of 0.4–0.6MPa during 0.2–0.8sec. The specimen
is subject further to isothermal heating at 150–250°C for
10–50 min [40].

It is obvious that the spray quenching under high
pressures provides intensive cooling (Kn>0.8) that is
completed when a certain depth of the composition-
quenched layer is achieved.

For the steel composition cited, the temperature of
the martensite start is within the range of 150–200°C.

The isothermal holding time at this temperature
(about 10–15 min) is chosen from CCT diagrams of
supercooled austenite dissociation in such a way to
provide this dissociation into intermediate components
in the part central layers.
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The analysis of the methods described shows that
various authors have come independently to an identical
conclusion that is a rather pleasant coincidence because
it testifies to urgency and authenticity of the technology
being studied.

Structural steel transformations during quenching are
accounted through dependencies of thermal-physical and
mechanical properties of the material on the temperature
and time of cooling in accordance with CCT diagram for
the transformation of overcooled austenite. The method
has been proved by a number of test problems [41]. The
error of calculations was �3% for temperature and
�12% for stresses, which provides grounds for using this
method for the study of regularities of changes in thermal
and stress-strain state of parts to be quenched with regard
to cooling conditions and character of structural steel
transformations.

The calculation of current and residual stresses for
cylindrical sample of 6-mm diameter made out of 45 steel
was made for different heat transfer coefficients, so that
Bi changed from 0.2 to 100. The temperature of sample
heating is 1300 K.

The investigations have shown that as far as the
process of cooling is intensified, the residual stresses on
the surface of cylindrical sample firstly increase reaching
the maximum value at Bi=4, and then when Bi=18, they
become negative, and as far as Bi grows, they become
compressive. At Bi=100, the hoop stresses σ33 reach the
value of 600 MPa.

The facts observed can be grounded as follows: when
Bi is small, there is insignificant temperature gradient in
the body. As far as austenite is transformed into
martensite, due to the great specific volume of martensite,
the stresses appearing first on the surface are not big and
compressive. However, when the martensite forms at the
center of the sample, big forces moving aside appear,
which result in the tensile stresses on the surface. In the
case of intensive cooling (Bi>20), martensite
transformations start in thin surface layer of the sample,
while the temperature at its other points is high. The
greater the Bi number is, the greater the gradient in the
surface layer is, and the further from the axis the layer of
freshly formed martensite is. As far as inner layers
become cooler, two processes fight against each other:
process of shrinking for the account of the temperature
reduction and process of expansion of the material for
the account of the formation of martensite having big
specific volume in comparison with austenite. In the case
Bi>20, the process of shrinking prevails in inner points
of the sample. Thus in the cooled sample, the surface

layer appears to be shrunk because shrunk inner layers
of the sample try to move initially formed layer of
martensite closer to the axis. In the case of not big
temperature gradient (Bi�18), the outer layer of freshly
formed martensite, in comparison with cold state, is lesser
shifted from the axis; for this reason, in this case, tensile
residual stresses will appear for the account of increase
in the specific volume of the material during martensite
transformations in inner layers. It is obvious that there
exist such value of Bi that forces connected with material
shrinking compensate each other. In this case, on the
surface of quenched sample, residual stresses are zero
(Bi=18–20).

Let us note that the quenching method [36, 42]
provides the optimal depth of the hard layer for any alloy
steel.

The optimum depth of hard layer is that which
corresponds to maximum surface compressive stresses.

To obtain very high surface compressive stresses, it is
sufficient to meet the condition 0.8�Kn�1, where Kn is
the Kondratjev number. This condition can be satisfied by
intensive quenching using water jets or rapidly flowing
water. Additional strengthening (superstrengthening) of the
surface layer will also result. The high compressive stresses
and superstrengthening both help enhance the durability
and prolong the service life of machine parts (Fig. 38).

VIII. DISCUSSION

The results of investigations made evidence that shell
hardening is one of advantageous direction since it brings
big economical savings for the account of the following.

Figure 38 Relative amounts of microstructural phases
present at the optimal hard depth in a steel specimen at
the beginning and end of intensive quenching, and at the
time when the surface compressive stress reaches its
maximum value.
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Reaching the optimal depth of hard surface layer can
be done with lesser amount of alloying elements, and, in
this case, the cost of the steel is reduced. For shell
hardening, simple water is used. Since in the case of
optimal hard layer, optimal compressive stresses are
reached at the surface, the cyclical durability of ready
steel products increases, which is proved in Ref. 2.

Despite all of these facts and that idea of the existence
of the optimal hard layer has been published in 1983 [1],
by the present time, this issue has not been studied
carefully yet. Probably this is because of the lack of
software and databases for these calculations.
Experimental way of studying this is almost impossible
since it is a huge load of work and requires a lot of
finances. Only on the basis of our software TANDEM-
HART and generalization of big experimental data of
many authors it became possible to ground the existence
of the optimal hard layer, which can be widely used in
practice for designing of steel-intensive quench processes.

In our opinion, designing of steel-intensive quench
processes should be done as follows:

1. Depending on the shape and size of the part, conditions
of intensive quenching are selected by calculating the
water flow speed or intensity of the shower cooling at
the surface of the part to be quenched.

2. The proper steel grade is selected which provides the
optimal depth of hard layer and maximum
compressive stresses at the surface or the intensive
cooling process is interrupted at the time of reaching
this optimal depth.

3. On the basis of software TANDEM-HART,
calculations of parameters of intensive cooling and
thermal and stress-strain state are made.

4. Special equipment and devices are designed for the
implementation of intensive cooling.

The final steps after designing are as follows:

1. The equipment and devices designed are produced.
2. The quenching conditions and equipment are adjusted

in industrial conditions on site to prevent possible
failure with the full automation of the whole industrial
hardening process. The automation is very important
because the work of the line must be stable. Cracks
can be formed in the case of failure to meet all the
conditions designed.

A steel quenching method where the depth of the
quenched surface layer is controlled, which increases the
service life, is described in publication [43]. The

abovementioned steels have the following characteristics:
low depth of hardened layer and fine grain with arrested
growth of austenite grains at high temperatures. Due to
limited hardenability, on the surface of parts, residual
compressive stresses appear and the fine grain has the
effect of high strength of material. In addition to the
increase in the service life, there is an opportunity to
replace expensive materials with cheaper materials and
fire-dangerous quench oils with simple water. Steel
quenching where the depth of the hardened surface layer
is controlled is made in intensive water jets. The service
life of parts made of steels where the depth of the
hardened surface layer is regulated increases by some
times [43] in comparison with oil quenching. The weak
aspect of this quenching method where the depth of the
hardened surface layer is regulated is that steel having
the effect of optimal depth of hardened surface layer must
be chosen each time for definite shape and dimensions.
In the case of the change in the shape or dimensions, it is
necessary to change the steel grade to have the effect of
high compressive stresses on the surface. As known, the
changes in the dimensions of the part and the optimum
depth have the following correlation [13]

 

where idem means constant. When the depth of the
hardened layer is greater or less, the compressive stresses
are lower. If the layer is thin, in the transition zone, high
extensive stresses can appear, which results in cracking. In
this quenching method, there are no criteria allowing to
calculate the rate of water flow for each concrete part.
High water flow rate is chosen for all kinds of parts which
is not always justified and results in unnecessary energy
spending and makes the industrial process more
complicated. The high service life of parts where the depth
of hardened surface layer is regulated is considered as an
advantage of these steel grades; however, for various steel
grades, the effect of superstrengthening and high residual
compressive surface stresses can be reached. In this
method, the induction heating is mainly used and there
are no data regarding oven heating, including such data
for carburized parts. The industrial regimes are not
optimized. In the method mentioned above, it is advised
to use only those steels where the depth of the hardened
surface layer is regulated; however, there are some
engineering problems related to melting of such steels
where the depth of the hardened surface layer is regulated.

There is a steel quenching method [5] dealing with
shell hardening, which means uniform quenching of all
the surface to the insignificant depth until reaching high
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hardness on the basis of using intensive jet cooling. In
this method, the examples of the application of
meanalloy steel 45 are given. The main advantage of this
method is the opportunity to increase the service life of
steel parts while using usual carbon steels, not using steels
where the depth of the hardened surface layer is
regulated. This method also has weaknesses the same as
in the method above, namely, no consideration is given
to conditions optimizing the depth of the hardened
surface layer, and the following correlation is ignored:

 

(that is, in the case of the change in dimensions of parts,
the depth of the hardened surface layer should be changed
correspondingly). This method does not have criteria
allowing to calculate the rate of cooling quench flow which
would prevent the development of self-regulated thermal
process. The technological process is not optimized.

An intensive steel quenching method has been also
developed in Japan [40]. In accordance with this method,
alloyed steel parts are quenched in such a way that a very
hard surface layer of the given depth and an arbitrarily
hard matrix are obtained. For given steel grades, according
to this method, ranges for hardening regimes are found by
experiments to increase the service life of such parts. An
example of such method realization is given below. An
alloy steel specimen containing (in %) 0.65–0.85 C, 0.23–
0.32 Si, 0.4–0.9 Mn, 2 Ni, 0.5–1.5 Cr, and 0.1–0.2 Mo is
heated up to 800–850°C and spray-quenched with water
fed under pressure of 0.4–0.6 MPa during 0.2–0.8 sec.
The specimen is subject further to isothermal heating at
150–250°C during 10–50 min [40]. The weakness of the
method above is that it considers just high-carbon alloyed
steels. The depth of the hard surface layer is not optimal
for various dimensions of parts. Because of this steel,
superstrengthening is not reached. It does not consider
conditions of the optimization of the quenchant circulation
rate.

The analysis of the existing methods of steel
quenching used in various countries (in Russia, United
States, Japan, and Ukraine) shows that the intensive steel
quenching with the formation of hard surface layer of
the given depth has greater advantages than for thorough
quenching. The common weakness of all these methods
is that there is no change in the optimum depth of the
hard surface layer in cases of the changes in dimensions
of parts, and that the quenchant circulation rate is not
optimized for the prevention of the development of self-
regulated thermal process and reaching material
superstrengthening.

The intensive steel quenching method [36] has been
chosen as a prototype of this invention, including heating,
intensive cooling until the appearance of maximum
compressive surface stresses, isothermal heating, and
tempering. The method is based on the following:
intensive cooling is formed in the range of 0.8�Kn�1,
where Kn is the Kondratjev number, until reaching
maximum compressive surface stresses, and then it is
isothermally heated at martensite start temperature Ms

until the complete transformation of the overcooled
austenite of the matrix, then it is tempered.

The basic weakness of this method is that it deals just
with alloyed steels. To reach the maximum compressive
stresses on the surface, the intensive cooling is stopped
and due to it, the effect of superstrengthening does not
show itself in full. There is no concrete method of the
calculation of optimal rate of quenchant flow to ensure
reaching material superstrengthening.

The proposed quenching method is new since in the
part quenched for any steel grades, alloyed and not alloyed,
high, mean, and low carbon, the depth of the hard surface
layer reached is optimal that the maximum compressive
stresses are formed. If the depth of the hard surface layer
is greater or less, the compressive stresses are lower.

The creation of conditions to reach maximum
compressive stresses is reached due to greater effect of
additional strengthening (superstrengthening) of
material. In the compressed surface layer during the
quench process, martensite transformations take place.
Due to greater specific volume of martensite plates (than
for the resulting phases), the plastic deformation of
austenite occurs which is located between the martensite
plates. The higher the compressive surface stresses in the
layer being hardened and the higher the cooling rate is in
the martensite area, the greater the deformations in the
austenite which is between martensite plates. In this case,
martensite plates function like “microhammers” due to
which high density dislocations are reached under high
pressure. While cooling is fast, these dislocations are
“frozen” in the material.

In such conditions, the effect of low-temperature
mechanical heat treatment is present. After this
treatment, the material hardened can have higher
mechanical and plastic properties in comparison with
usual hardening. Thus the optimal depth of the quenched
layer is necessary for not only reaching maximum
compressive surface stresses, but also for the formation
of optimal conditions under which the effect of additional
material strengthening (superstrengthening) is present in
full. The additional strengthening (superstrengthening)
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of material and high compressive stresses in the surface
layer quenched result in the increase in their service life.

In conclusion, it should be noted that the main idea of
this chapter is the existence of the optimal depth of hard
layer for which the maximum compressive stresses are
reached at the surface. In our opinion, it is a principally
new approach which can be used for designing of steel-
intensive quench processes. By the present time, the
progress has been made in two ways. One of them is
through-surface hardening, at which special steel grades
are used that provide shell hardening [2– 4, 46]. In this
case, it does not deal with the consideration of the
optimal depth of hard layer, and when changing to other
sizes with the same steel grade, the optimal depth of hard
layer is never reached.

The other way lies in the interruption of intensive
cooling when maximum compressive stresses are formed
at the surface, as mentioned above [36, 39]. In this case,
the optimal depth of the hard layer is reached
automatically.

The first method was used with induction heating and
steel grades of controlled hardenability. It found wide
application in Russia [2–4, 6, 46]. The second method was
used with furnace heating and interrupted cooling at the
time of reaching maximum compressive stresses at the
surface. It is widely used in Ukraine, other countries of the
former Soviet Union, and the United States [36, 39, 49–
51]. The purpose of this chapter is to unite efforts of these
two methods for the optimization of intensive quenching
processes. For the optimization of these processes,
TANDEM-HART software has been developed, which
belongs to Intensive Technologies Ltd. and distributed by
it. The software package consists of two parts: TANDEM-
HART package and TANDEM-HART ANALYSIS.
TANDEM-HART package makes numerical calculations
of fields of temperature, stress, deformation, and safety
factor. TANDEM-HART ANALYSIS finds the time of
reaching optimal stress distribution and makes quick
calculations of quenching conditions. For this software to
produce good results, it is necessary to acquire data of
mechanical properties, CCT and TTT diagrams for new
steel grade of controlled hardenability, and boundary
conditions. We believe that uniting efforts of many
specialists will help in solving these problems.

Thus the application of the proposed steel quenching
method allows as follows:

1. To reach the effect of material superstrengthening and
high compressive surface stresses when using arbitrary
steel grade.

2. Alloyed and high-alloyed steels can be replaced with
simple carbon steels that has the effect that the depth
of the hard layer is optimal. In this case, the effect of
material superstrengthening is greater. Due to it, the
service life of such parts increases.

3. Expensive and fire-dangerous oils can be replaced by
water and water solutions.

4. The labor efficiency increases.
5. The ecological state of the environment is improved.

IX. CONCLUSIONS

As a result of investigating the kinetics of phase
transformations in bodies of complicated configuration,
the following regularities have been found:

1. When the Biot number increases, the axial and hoop
residual stresses on the surface of a part to be quenched
firstly grow reaching the maximum at Bi=4 and then
reduced and become negative at Bi�20.

2. The distribution of residual stresses in parts with full
and partially controlled hardenability while the heat
transfer is highly forced (Bi>20) has different character.
In parts of controlled hardenability on the surface,
high compressive stresses appear, which gradually
change to tensile stresses at the center of the part. In
the case of thorough hardening, while Bi>20 in the
surface layer, there are high tensile stresses changing
to compressive stresses on the surface. With the elapse
of the time, parts made out of steel of controlled
hardenability have compressive residual stresses on
the surface growing all the time, while parts hardened
thoroughly have stresses that are compressive and
grow until a certain moment of time at which they
reach the maximum, then they are reduced.

3. Methods of numerical investigation of the kinetics of
phase transformation in bodies of arbitrary shape has
been developed. Having CCT diagrams with physical
and mechanical properties of structural components for
these diagrams, one can determine the structure,
hardness, and hardenability of parts having a
complicated configuration and forecast the mechanical
properties of the material [26, 44– 48]. For this purpose,
TANDEM-HART software has been developed.

4. It has been established that there is optimal depth of
hard layer for a part at which compressive stresses on
the surface reach the maximum.

5. There is similarity of the distribution of current and
residual stresses in bodies having different sizes and
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the conditions when this similarity is observed are
given above.

6. The practical application of shell hardening for car
box rollers and wheels is described.

7. For the wide application of these methods, it is
necessary to improve further the software and to
develop databases of initial data for solving the
problem of calculating the optimal depth of hard layer
for various steel grades, which would provide the
optimal distribution of compressive stresses at the
surface and in the core.

8. The optimal depth of the hard layer can be reached
for the account of either proper selection of steel grade
or interrupting the cooling at the time of reaching the
optimal maximum compressive stresses at the surface.
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I. INTRODUCTION TO ALUMINUM
PHYSICAL METALLURGY

The principal alloying additions to aluminum are copper,
manganese, silicon, magnesium, and zinc. Other elements
are also added in smaller amounts for grain refinement
and to develop special properties. Because there is a variety
of aluminum alloys, special designation systems were
developed by the Aluminum Association to distinguish
the alloys in a meaningful manner and, further, to indicate
what metallurgical condition, or temper, has been
imparted to the alloy.

Aluminum and its alloys are divided into two classes
according to how they are formed: wrought and cast.
The wrought category is indeed a broad one, because
virtually every known process can form aluminum.
Wrought forms include sheet and plate, foil, extrusions,
bar and rod, wire, forgings and impacts, drawn and
extruded tubing, and others. Cast alloys are those specially
formulated to flow into sand or permanent mold, to be
die cast, or to be cast by any other process where the
casting is the final form.

Each wrought or cast aluminum alloy is designated
by a number to distinguish it as a wrought or cast alloy
and to broadly describe the alloy. A wrought alloy is
given a four-digit number. The first digit classifies the
alloy series or principal alloying modification in the basic
element. The second digit, if different than 0 (zero),
denotes a modification in the basic alloy. The third and
fourth digits form an arbitrary number that identifies
the specific alloy in the series. A cast alloy is assigned a
three-digit number followed by a decimal. Here again

the first digit signifies the alloy series or principal
addition; the second and third digits identify the specific
alloy; the decimal indicates whether the alloy composition
is for final casting (0.0) or for ingot (0.1 or 0.2). A
capital letter prefix (A, B, C, etc.) indicates a modification
of the basic alloy. The designation systems for aluminum
wrought and cast alloys are shown in Tables 1 and 2,
respectively.

A. Temper Designation System

Specification of an aluminum alloy is not complete
without designating the metallurgical condition, or
temper, of the alloy. A temper designation system, unique
for aluminum alloys, was developed by the Aluminum
Association and is used for all wrought and cast alloys.
The temper designation follows the alloy designation,
the two being separated by a hyphen. Basic temper
designations consist of letters. Subdivisions, where
required, are indicated by one or more digits following
the letter. The basic tempers are shown in Table 3 (see
also Tables 4 and 5).

Wrought alloys are divided into two categories.
Nonheat-treatable alloys are those that derive strength
from solid solution or dispersion hardening and are
further strengthened by strain hardening. They include
the 1xxx, 3xxx, 4xxx, and 5xxx series alloys. Heat-
treatable alloys are strengthened by solution heat
treatment and controlled aging, and include the 2xxx,
some 4xxx, 6xxx, and 7xxx series alloys.

Casting alloys cannot be worked-hardened and are
either used in the as-cast or heat-treated conditions.
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Typical mechanical properties for commonly used casting
alloys range from 20 to 50 ksi for ultimate tensile strength,
from 15 to 40 ksi tensile yield and up to 20% elongation.

B. Heat-Treatable Alloys

Heat-treatable aluminum alloys will naturally age at room
temperature following quenching and will be strengthened
by precipitation hardening. Natural aging following
quenching from a high-temperature forming process, for
example casting or extruding, is designated T1. More
commonly, natural aging follows solution heat treatment
(T4). Artificial aging is accomplished by heating the
product to a temperature of roughly 400 °F for several
hours (time and temperature depend on the alloy) to
accelerate the precipitation process and to further increase
the strengthening effect. Here again, artificial aging may
follow quenching from a high-temperature forming
process (T5) or more commonly following solution heat
treatment (T6). The T7 temper indicates overaging from
a T6 temper of maximum strength to improve
characteristics such as resistance to corrosion. The other
T tempers indicate that strain hardening has been
employed either to supplement the strengths achieved by

precipitation or to increase the response to precipitation
hardening.

1. Mechanism of Precipitation Hardening

Some heat-treatable alloys, especially 2xxx alloys,
appreciably harden at room temperature to produce the
useful tempers T3 and T4. These alloys that have been
naturally aged to the T3 or T4 tempers exhibit high ratios
of ultimate tensile strength/yield strength. These alloys also
have excellent fatigue and fracture toughness properties.

Natural Aging

Natural aging and the increase in properties occur by the
rapid formation of GP (Guinier-Preston) Zones from the
supersaturated solid solution and from quenched-in
vacancies. The strength rapidly increases, with properties

Table 1 Wrought Alloy Designation System

Table 2 Cast Alloy Designation System

Table 3 Basic Temper Designations
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becoming stable after approximately 4–5 days. The T3
and T4 tempers are based on natural aging for 4 days.
For 2xxx alloys, improvements in properties after 4–5
days are relatively minor, and become stable after 1 week.

The Al–Zn–Mg–Cu and Al–Mg–Cu alloys (7xxx and
6xxx) harden by the same mechanism of GP Zone
formation. However, the properties from natural aging
are less stable. These alloys still exhibit significant changes
in properties even after many years.

The natural aging characteristics change from alloy to
alloy. The most notable differences are the initial
incubation time for changes in properties to be observed,
and the rate of change in properties. Aging effects are
suppressed with lower than ambient temperatures. In
many alloys, such as 7xxx alloys, natural aging can be
nearly completely suppressed by holding at -40°C.

Because of the very ductile and formable nature of
asquenched alloys, retarding natural aging increases
scheduling flexibility for forming and straightening
operations. It also allows for uniformity of properties
during the forming process. This contributes to a quality
part. However, refrigeration at normal temperatures does
not completely suppress natural aging. Some precipitation
still occurs. Table 6 shows typical temperature and time
limits for refrigeration.

Often, refrigeration systems are inadequate to cool
thick gage parts quick enough to rapidly cool parts. In
this case, several heat treaters immerse the parts in
Stoddard’s Solvent at -40°C immediately after quenching.
Alternatively, the use of dry ice and methanol has also
been used. However, either solution is very flammable
and requires special precautions for operating and
disposal of organic wastes. Immersion of the parts in
very cold liquid ensures that the parts will rapidly cool to
the desired temperature. The parts are then transferred
to the normal refrigeration system.

Interestingly, the electrical conductivity decreases with

the progression of natural aging. Generally, the reduction
of solid solution content would indicate an increase in
the conductivity. This decrease in conductivity indicates
that GP Zones are forming, instead of “true” precipitates.
This decrease in conductivity is related to the consumption
of vacancies by the GP Zones.

Besides conductivity changes, dimensional changes
also occur during natural aging. The dimensional change
observed is not consistent with a reduction in the amount
of solute in solid solution. However, it also suggests the
formation of GP Zones, or the formation of a precipitate
during natural aging.

Precipitation Heat Treatment (Artificial Aging)

Precipitation hardening (aging) involves heating the
alloyed aluminum to a temperature in the 200-450°F
range. At this temperature, the supersaturated solid
solution, created by quenching from the solution
heattreating temperature, begins to decompose. Initially,
there is a clustering of solute atoms near vacancies. Once
sufficient atoms have diffused to these initial vacancy

Table 4 Subdivisions of the H Temper

Table 5 Subdivisions of the T Temper
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clusters, coherent precipitates form. Because the clusters
of solute atoms have a mismatch to the aluminum matrix,
a strain field surrounds the solute clusters. As more solute
diffuses to the clusters, the matrix eventually can no longer
accommodate the matrix mismatch. A semicoherent
precipitate forms. Finally, after the semicoherent precipitate
grows to a large enough size, the matrix can no longer
support the crystallographic mismatch, and the equilibrium
precipitate forms. What follows is a brief description of
the precipitates and precipitation sequence of the most
common precipitation-hardenable aluminum alloys.

Precipitation hardening is the mechanism where the
hardness, yield strength, and ultimate strength
dramatically increase with time at a constant temperature
(the aging temperature) after rapidly cooling from a much
higher temperature (solution heat treat temperature). This
rapid cooling or quenching results in a supersaturated
solid solution, and provides the driving force for
precipitation. This phenomenon was first discovered by
Wilm [1], who found that the hardness of aluminum
alloys with minute quantities of copper, magnesium,
silicon, and iron increased with time, after quenching from
a temperature just below the melting temperature.

The first rational explanation for this effect was by
Merica et al. [2], who explained that the hardening that
occurred over time was because the solid solubility
increased at higher temperatures, the lower aging
temperature enabled a new phase to occur by precipitation
from the initially solid solution.

The concept of precipitation hardening opened up a
new field of physical metallurgy, and was the primary
focus of research in the 1920s and 1930s. This concept
was very difficult to validate because the precipitates
during the initial and intermediate stages of aging were
too small to be observed with the instruments of that era.

Mehl and Jelten [3] describe the history and
progression of thought by the 1930s on the mechanisms

of precipitation hardening in the review article. It is
interesting to note that in the review article, the concept
of dislocations was not mentioned, although dislocations
were discovered and discussed in the early 1930s.

The earliest attempt at explaining precipitation
hardening by dislocations [4] thought that the strength
increases derived from precipitation hardening was from
the interaction of dislocations and the internal stresses
developed by coherent particles and the resulting misfit.

Orowan [5] developed his famous equation relating
the strength of an alloy containing hard particles to the
particle shear modulus and the interparticle spacing. The
Orowan equation is a remarkable achievement and is the
basis for the theory of dispersion hardening.

Precipitation hardening strengthens alloys by coherent
particles sheared by dislocations, with a drastic effect on
properties. The mechanisms of precipitation hardening
all have in common the method in which dislocations are
impeded through the particle and matrix and the
description of that motion.

Six primary mechanisms of precipitation hardening
have been described in the literature. They are chemical
strengthening, stacking fault strengthening, modulus
hardening, coherency strengthening, order strengthening,
and spinoidal decomposition. Briefly, chemical
strengthening provides hardening from the formation of
an additional matrix-precipitate interface from the
dislocation shearing the particle. Stacking fault
strengthening hardens from the different stacking fault
energies of the matrix and the precipitate. In modulus
hardening, the increased strength is because the shear
modulus of the matrix and precipitate differ. In coherency
strengthening, there is an elastic interaction between the
strain fields of the dislocation and the coherent particle.
Order strengthening is when the precipitate is a
superlattice, and the matrix is a relatively disordered solid
solution. Spinoidal decomposition is a special case where

Table 6 Typical Time and Temperature Limits for Refrigerated Parts Stored in the As-Quenched
Condition
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the lattice changes in solute concentration, yielding a
periodic variation in the elastic strength from changes in
composition. Nearly all the above mechanisms are based
on dislocation/particle interactions, with the exception of
spinoidal decomposition.

2. Effect of Alloying Elements

Table 7 shows the maximum solid solubility of the
principal alloying additions in aluminum and the
temperature of maximum solubility. These values are for
binary systems, and the presence of other elements in the
alloy will usually affect the solubility. Additions greater
than maximum solubility are often made, especially in
the case of silicon, and this results in the presence of
element particles in the solid alloy.

Copper is one of the most important additions to
aluminum. It has appreciable solubility and a substantial
strengthening effect through the age-hardening
characteristics it imparts to aluminum. Many alloys
contain copper either as the major addition (2xxx or
2xxx series), or as an additional alloying element, in
concentrations of 1–10%.

Manganese has limited solid solubility in aluminum,
but in concentrations of about 1 % forms an important
series of non-heat-treatable wrought aluminum alloys
(3xxx series). It is widely employed as a supplementary
addition in both heat-treatable and non-heat-treatable
alloys and provides substantial strengthening.

Silicon lowers the melting point and increases the
fluidity of aluminum. A moderate increase in strength is
also provided by silicon additions.

Magnesium provides substantial strengthening and
improvement of the work-hardening characteristics of
aluminum. It has a relatively high solubility in solid
aluminum, but Al–Mg alloys containing less than 7%

Mg do not show appreciable heat-treatment charact-
eristics. Magnesium is also added in combination with
other elements, notably copper and zinc, for even greater
improvements in strength.

Zinc is employed in casting alloys and in conjunction
with magnesium in wrought alloys to produce heat-
treatable alloys having the highest strength among
aluminum alloys.

Magnesium provides substantial strengthening
andimprovement of the work-hardening characteristics
of aluminum. It has a relatively high solubility in solid
aluminum, but Al–Mg alloys containing less than 7%
Mg do not show appreciable heat-treatment charact-
eristics. Magnesium is also added in combination with
other elements, notably copper and zinc, for even greater
improvements in strength.

Copper and silicon are used together in the commonly
used 3xx.x series casting alloys. Desirable ranges of
characteristics and properties are obtained in both
heattreatable and non-heat-treatable alloys.

Magnesium and silicon are added in appropriate
proportions to form Mg2Si, which is a basis for age
hardening in both wrought and casting alloys.

Tin improves the antifriction characteristic of
aluminum, and cast Al–Sn alloys are used for bearings.

Lithium is added to some alloys in concentrations
approaching 3 wt. % to decrease density and increase the
elastic modulus.

Copper and silicon are used together in the commonly
used 3xxx series casting alloys. Desirable ranges of
characteristics and properties are obtained in both heat-
treatable and non-heat-treatable alloys.

Magnesium and silicon are added in appropriate
proportions to form Mg2Si, which is a basis for age
hardening in both wrought and casting alloys.

There are also miscellaneous additions to aluminum
wrought and cast alloys. Tin improves the antifriction
characteristic of aluminum, and cast Al–Sn alloys are used
for bearings. Lithium is added to some alloys in
concentrations approaching 3 wt. % to decrease density
and increase the elastic modulus.

3. Effect of Dispersoids

Dispersoids are small intermetallic particles whose size
depends on the homogenizing temperature before hot
rolling. Their main purpose is to pin subgrains formed
during recovery and to control recrystallization during
hot rolling. They are unshearable particles and suppress
localized shear.

Chromium as a dispersoid former increases the rate
of aging at elevated temperatures, but retards aging at

Table 7 Maximum Solid Solubility of Principal Alloying
Additions in Aluminum
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30°C and below [6]. Chromium inhibited recrystallization
while favoring the development of a fine subgrain
structure [7]. This subgrain structure inhibited hardening
behavior. When compared to other dispersoid formers,
Cr shows the greatest quench sensitivity [8, 9].

Zirconium is also used as a dispersoid former. The
precipitation of Al3Zr phase from the solid solution
occurs during soaking of the ingot prior to rolling [10–
12]. It was observed [13] that the Al3Zr dispersoids raised
the recrystallization temperatures considerably in an Al-
0.5% Zr alloy. The dispersoids are heterogeneously
distributed, with the sphere and the rod shape most
prevalent. They were found with higher density at
subgrain boundaries and dislocation tangles. Zirconium
increases the precipitation of S during aging at
temperatures greater than at 210°C, and increases the
precipitation of the intermediate �� phase and eventually
the equilibrium phase � (MgZn2), in 7xxx alloys during
aging at 120°C [14].

There is some confusion regarding the structure of
the Al3Zr precipitates. A tetragonal structure, conforming
to the crystal structure DO23 [10], a coherent ordered
FCC structure with a space group Pm3m approximately
300–700 Å in diameter [11], and a simple cubic structure
[12] have been reported. In addition, a metastable ordered
LI2 structure has been observed [15]. This metastable
phase can form at low temperatures from supersaturated
solid solution, and will transform to the equilibrium
tetragonal DO23 at elevated temperatures. The cubic LI2

structure has a lattice mismatch with the aluminum matrix
of 0.58%, while the tetragonal DO23 structure has a lattice
mismatch of 2.91% [16].

Holl [9] found that Cr, V, Mn, and Zr increase quench
sensitivity of these alloy systems, with Cr showing the
greatest effect. Silicon and iron also increases the quench
sensitivity and should be minimized. In addition, Fe and
Si also form large intermetallic particles that are
detrimental to fatigue and fracture properties. The quench
sensitivity of the alloys containing Zr was found [8] to be
governed by heterogeneous precipitation of � or T phase
on Zr-rich compounds. These heterogeneous precipitates
did not have an L12 structure like Al3Zr, and were
incoherent with the matrix. Precipitation sites increased
with the percent reduction from cold rolling after hot
extrusion and prior to solution heat treatment. Cold
rolling introduced a higher dislocation density. It is
probable that metastable Al3Zr was present. Normally,
Al3Zr is coherent in the matrix, but becomes incoherent
because of recrystallization from plastic strain and later
solution heat treatment [8]. On subsequent solution heat
treatment, the Al3Zr transformed to DO23, creating

additional lattice mismatch, resulting in additional
heterogeneous precipitation sites.

Other Group IVB elements forming dispersoids have
been examined [8]. It was shown that, only in the alloys
containing Zr or Hf, quench sensitivity increased with
increasing reduction. This was most severe when the alloys
were cold-worked. The coherency at the dispersoid
interface, which remained between matrix and Al3Zr (or
Al3Hf) particles after working, disappeared as a result of
recrystallization during solution heat treatment, so that
the particles acted as heterogeneous nucleation sites for
the � phase.

4. Alloy System Al–Cu–Mg (2xxx)

The Al–Cu system has been reviewed in detail [17]. The
equilibrium phase diagram [18] is a eutectic, in equilibrium
with CuAl2 (�) at 548 °C at approximately 32% copper.
The extent of solution solubility at the aluminum-rich
end is approximately 5.7% copper. Commercial alloys of
this type are 2219, 2011, and 2025.

The precipitation sequence was originally established
by Guiner [19, 20] and Preston [21, 22]. Hornbogen
[23] further examined the precipitation in Al–Cu and
confirmed the results of Guiner and Preston. The
precipitation sequence after rapid quenching has been
accepted as being Guiner-Preston Zones (GPZ) plates
parallel {001}Al, transforming to the coherent precipitate
�, followed by semicoherent �� plates parallel {001}Al. The
final equilibrium precipitate is � (Cu2Al). Silcock et al.
[24] examined this progression of precipitates and show
multiple stages in precipitation, as evidenced by changes
in hardness and Laue reflections.

The coarsening behavior of � and �� in Al–Cu alloys
was examined by Boyd and Nicholson [25], and found to
follow the theory of Lifshitz and Slyozov [26] and Wagner
[27]. In this theory, originally applied to the dispersion of
spherical particles in a fluid, the rate of coarsening of is
controlled by the diffusion of solute through the matrix.
The variation of the mean radius, r, with respect to time, r,
of spherical particles in a matrix is given by:

(1)

where r0 is the mean particle radius when coarsening
begins at t-t0. D and Vm are the diffusivity and the molar
volume of the precipitate, while c0 is the equilibrium molar
concentration and � is the precipitate/matrix interfacial
energy. Boyd and Nicholson [25] found that the measured
coarsening kinetics of � was in good agreement with the
Lifshitz-Wagner theory. However, the coarsening of ��
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occurred at a much higher rate than expected, and did
not follow the Lifshitz-Wagner theory. They attributed
this difference to short circuiting diffusion and particle
coalescence.

Aluminum-copper-magnesium alloys were the first
precipitation hardenable alloys discovered [28]. The first
precipitation hardenable alloy was a precursor to alloy
2017 (4% Cu, 0.6% Mg, and 0.7% Mn). A very popular
alloy in this group is 2024.

The addition of magnesium greatly accelerates
precipitation reactions. In general, the precipitation
sequence is:

(2)

The GP Zones are generally considered to be collections
of Cu and Mg atoms collected as disks on the {110}Al

planes. S� is incoherent, and can be directly observed in
the TEM. S� heterogeneously precipitates on dislocation.
These precipitates appear as laths on the {210}Al, oriented
in the <001> direction [29]. Because S’ precipitates on
dislocations, cold working after quenching increases the
number density of S’ and produces a fine distribution of
precipitates in the matrix.

5. Alloy System Al–Mg–Si (6xxx)

This alloy system forms the basis for the 6xxx series
aluminum alloys. In this heat-treatable alloy system,
magnesium is generally in the range of 0.6–1.2% Mg,
and silicon is in the range of 0.4–1.3% Si. The sequence
of precipitation is the formation of GP Zones, followed
by metastable ß� (Mg2Si), followed by the equilibrium ß
(Mg2Si). The GP Zones are needles oriented in the <001>
direction, with ß� a nd ß sh owing s orientations.

6. Alloy System Al–Zn–Mg–Cu (7xxx)

In 7xxx Al–Zn–Mg–Cu alloys, several phases have been
identified that occur in Al–Zn–Mg–Cu alloys as a function
of precipitation sequence. Four precipitation sequences
have been identified. This is schematically shown below:

(3)

In the first precipitation sequence, the S phase, Al2CuMg,
is directly precipitated from the supersaturated solid
solution. This phase has been identified [30] as a coarse
intermetallic that is insoluble in typical Al– Zn–Mg–Cu

alloys at 465°C and as a fine lath precipitate in Al–4.5%
Zn–2.7% Cu–2.2% Mg–0.2% Zr alloys.

In the second precipitation sequence, an intermediate
phase T’ occurs in the decomposition of the
supersaturated solid solution. Bernole and Graf [31] first
identified this phase. Further in the second precipitation
sequence, the equilibrium T phase forms. It has been
proposed by Bergman et al. [32] that the chemical formula
Mg32(Al, Zn)49 was appropriate. It was found incoherent
with the aluminum matrix. Several orientation
relationships have been reported [33] between the T phase
and the aluminum matrix. This phase has been rarely
reported in substantial quantities, although commercial
heat treatments up to 150°C lay in the Al +
MgZn2+Mg32(Al, Zn)49 phase field. In general, the T phase
only precipitates above 200°C [33].

In the third sequence of precipitation, the supersa-
turated solid solution decomposes to form vacancy-rich
clusters, Guinier-Preston Zones, �� and then �. Guinier-
Preston Zones have been inferred in Al–Zn–Mg alloys,
and is based on small increases in electrical conductivity
and an increase in hardness during the initial stages of
aging [31].

The �� phase is an intermediate step toward the
precipitation of the equilibrium phase � (MgZn2). Direct
evidence of �� is rare, and difficult to obtain. Review of the
literature indicates that there is a dispute over the occurrence
of �� and its nucleation [30, 32, 34–36]. Investigations
with similar compositions have found discrepancies
regarding the presence of ��. This leads to the speculation
that the formation of �� is path dependent, and subject to
local chemical variations. Mondolfo et al. [34] indicated
that nucleation of �� occurs by the segregation of alloying
elements to stacking faults, gradually losing coherency until
the ordered � phase develops. Others indicate that the
formation of �� is the result of vacancy-rich clusters (VRC)
[35]. GP Zones are also thought to nucleate �� [36].

The equilibrium precipitate in the third sequence is the
hexagonal � (MgZn2) phase [37]. This phase is the
prototype of the hexagonal Laves phase, with 12 atoms
to the unit cell and belonging to the space group P63/
mmc. There are 12 orientation relationships between the
precipitate and the aluminum lattice. It has been suggested
that the orientation is related to the type of nucleation
during or after quenching [38].

Electron and x-ray diffraction of an Al–Zn–Mg alloy
revealed that ��, � and T’ were present in -T6 condition
and only � and T� were present in the -T73 condition
[39]. Only the precipitates � and �� were detected in the
Al– Zn–Mg–Cu alloy in the -T73 condition. The presence
of copper suppresses the formation of T� in favor of �.
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Copper also stabilizes the � phase resulting in little
strength loss during overaging compared to significant
strength loss of the ternary alloy during overaging. It was
observed that the � phase in the quaternary alloy was
multilayered and interpreted in terms of the MgZn2 Laves
Phase. The size, interparticle spacing and volume fraction
of the precipitated metastable phase (��) were evaluated
[40] on the effect of artificial aging time. It was found that
the amount of �� increases with aging time, but that the
electron density remained constant. A strong correlation
between yield strength and the structure of the fine
precipitates was found. If precipitates were less than 2
nm in average radius, dislocations cut through the
precipitates. When precipitates grew in size to
approximately 50–60 Å, the yield stress was governed by
the Orowan mechanism. Hirsch and Humpherys’ [41]
theory provided a quantitative explanation. The Langer-
Schwartz model was accurate for predicting precipitation
as long as a time-dependent nucleation rate term was added
[42]. The elastic strain increases the work of formation of
a critical radius, and lowers the nucleation rate.

It was found [40] that rates of precipitation of � and
�� were limited by reaction kinetics. Dissolution of �� is
dominated by diffusion, while the dissolution of � is
dominated by thermodynamic equilibrium between
precipitate and the matrix.

C. Quench Sensitivity and Effect of Quench
Rate

An understanding of heterogeneous precipitation during
quenching can be understood by nucleation theory
applied to diffusion-controlled solid state reactions [47].
The kinetics of heterogeneous precipitation occurring
during quenching is dependent on the degree of solute
supersaturation and the diffusion rate, as a function of
temperature. So, as an alloy is quenched, there is greater
supersaturation (assuming no solute precipitates). But
the diffusion rate increases as a function of temperature.
The diffusion rate is greatest at elevated temperatures.
When either the supersaturation or the diffusion rate is
low, the precipitation rate is low. At intermediate
temperatures, the amount of supersaturation is relatively
high, as is the diffusion rate. Therefore the heterogeneous
precipitation rate is the greatest at intermediate
temperatures. This is schematically shown in Fig. 1. The
amount of time spent in this critical temperature range is
governed by the quench rate.

The quantification quenching and the cooling effect
of quenchants have been extensively studied [43–46].
The first systematic attempt to correlate properties to the
quench rate in Al–Zn–Mg–Cu alloys was performed by

Fink and Wiley [47] for thin (0.064 in.) sheet. A time-
temperature-tensile property curve was created and was
probably the first instance of a TTT diagram for
aluminum. It was determined that the critical temperature
range for 75S is 400–290°C. This is similar to the critical
temperature range found for Al–Zn–Mg–Cu alloys [48].
At quench rates exceeding 450°C/sec, it was determined
that maximum strength and corrosion resistance were
obtained. At intermediate quench rates of 450–100°C/
sec, the strength obtained is lowered (using the same age
treatment), but the corrosion resistance was unaffected.
Between 100 and 20°C/sec, the strength rapidly decreased,
and the corrosion resistance is at a minimum. At quench
rates below 20°C/sec, the strength rapidly decreases, but
the corrosion resistance improved. However, for a given
quenching medium, the cooling rate through the critical
temperature range was invariant no matter the solution
heat treat temperature.

One method that quantifies the quench path and
material kinetic properties is called the “quench factor”
and was originally described by Evancho and Staley [49].
This method is based on the integration of the area between
the time-temperature-property curve and the quench path.
Wierszykkowski [50] provided an alternative explanation
of the underlying principles of the quench factor. However,
his discussion is more generally applied to the thermal
path prior to isothermal transformation. The procedures
for developing the quench factor have been well
documented [51–56]. This procedure could be used to
predict tensile properties [57], hardness [58], and
conductivity [59]. It was found that the quench factor
could not be used to predict elongation because of its strong

Figure 1 Schematic showing the effect of supersaturation
and diffusion rate on precipitation during quenching.
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dependence on grain size [59]. This method tends to
overestimate the loss of toughness [60]. This method also
can be used to determine the critical quench rate for
property degradation [61].

1. Precipitate-Free Zone Formation During
Quenching

Taylor [62] found that the width of precipitate-free zones
(PFZ) in aluminum alloys vary as a function of the solution
heat-treating temperature, and the aging temperature. It
was found that the width of the PFZ decreased as the
solution heat-treating temperature was increased from
410 to 490°C (at a constant age temperature). Hardness
remained constant above 440 °C, indicating that the solute
atoms were completely in solution above 430°C. It was
also found that the width of the precipitate-free zone
increased as the aging temperature was raised from 120
to 200°C. The width of the PFZ is inversely proportional
to the quench rate [63]. A typical precipitate-free zone
(PFZ) formed during quenching is shown in Fig. 2.

The decrease in the PFZ width as the solution
heattreating temperature was increased was explained by
the increase of vacancies, which in turn expedited
diffusion, limiting the width of the PFZ. The decrease in
the width of the PFZ at lower aging temperatures was

explained by a higher degree of solute supersaturation
and a change in the volume free energy. This reduces the
critical value of vacancies required for nucleation, and
reduces the width of the PFZ.

Several authors have investigated the effect of quench
rate on the width of the precipitate-free zone in Al–Zn–
Mg alloys [64–68]. The results of these investigations are
summarized in Table 8.

Embury and Nicholson [66] proposed that there was
a critical concentration of vacancies necessary for
precipitation to occur. This was extended by Chang and
Morral [64] to show that the precipitate-free zone width
was inversely proportional to the square root of the
quench rate:

(4)

where rc is a constant related to the critical concentration
of vacancies necessary for precipitation to occur; R is the
gas constant; Dv is the diffusion coefficient of vacancies
at the solution heat treating temperature, Ts; �Hm is the
activation enthalpy for vacancy movement; and Q is the
quench rate from the solution heat treating temperature.

Work by Embury and Nicholson [69] and Shastry and
Judd [68] did not confirm this inverse square root
relationship. However, the work presented in Ref. 65
confirms that the precipitate-free zone width follows an
inverse square-root relationship with quench rate. However,
neither Embury and Nicholson [69], Shastry and Judd
[68], nor Chang and Morrall [64] established the critical
vacancy concentration for precipitation to occur.

From the analysis by Nicholson and Embury [69], the
concentration of vacancies at a distance x from a grain
boundary is similar to the classic diffusion case of
nonsteady state diffusion of a semi-infinite medium. This
is similar to the diffusion of carbon in steel, causing
decarburization [70]:

(5)

where Cs is the initial vacancy concentration, C(x, t) is the
concentration of vacancies at a distance x from the grain
boundary at time t, and D is the diffusion coefficient of
vacancies at temperature T.

During quenching, the temperature and the diffusion
coefficient vary. At the beginning of quenching, the
diffusion rate is greatest, and decreases as a function of
temperature. Because of the difficulty of determining the
diffusion coefficient, the expression  is substituted,

Figure 2 Precipitate-free zone formed in a 7050 alloy
during slow quenching.
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where b is the mean jump distance and N is the number
of jumps made by a vacancy. Using the expression for N,
given by Cottrell [71]:

(6)

where A is the entropy term, z is the coordination number,
v is the atomic vibration frequency, Em is the activation
energy for vacancy migration, and k is the Boltzmann
constant. Ts and T0 are the solution heattreating
temperature and the quench temperature. The quench
path and the temperature (T) of the specimen is known
as a function of time from quenching.

Letting , the quench rate is assumed to
follow a linear path of the form T(t)=Ts-Qt. This
assumption is not quite accurate, except at the very fast
quench rates. However, this assumption readily facilitates
a numerical analysis. By substituting the above into the
expression for the number of jumps made by a vacancy,
the equation becomes:

(7)

If  and  (meaning that T0=0 K), Flinn [72]
indicates that this equation can be solved. However, this

introduces an error because it is evaluated at 0K.
Integration yields:

(8)

Because  is the same order of magnitude and have
the same units as , this is considered an equivalent
expression. Rewriting the original expression for the

Table 8 Comparison of Previous Work Relating the Precipitate-Free Zone (PFZ) Width to
Quench Rate in Al–Zn–Mg Alloys

a Aged at 200°C (above GP Solvus) for 3 hr.
b Aged at 180°C (below GP Solvus) for 3 hr.

Table 9 Values of Constants Used to Calculate the Vacancy
Concentration as a Function of Quench Rate
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Figure 3 Vacancy concentration as a function of quench rate (distance from the quenched end of the Jominy End
Quench) and the distance from a grain boundary.

Figure 4 Critical vacancy concentration, Ccrit, as a function of quench rate.
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concentration of vacancies as a function of the distance
and time from a grain boundary:

(9)

It is difficult to obtain good values for Cs, the initial
concentration of vacancies, because of the lack of
measurements for Al–Zn–Mg–Cu alloys. However, the
initial concentration of vacancies can be estimated using
Lomer’s expression [73]:

(10)

where EF is the formation energy of vacancies, c is the
concentration of solute, and EB is the binding energy
between solute atoms and vacancies.

From these expressions, the vacancy profile as a
function of the distance from a grain boundary can be

estimated as a function of the quench rate. Table 9 shows
the values that were used in this calculation. The results
of this calculation are shown in Fig. 3.

However, these calculations do not indicate the critical
concentration of vacancies required for precipitation.
Using the measured precipitate-free zone width shown in
Figs. 4 and 5 (from Ref. 65), the critical concentration of
vacancies, Ccrit, necessary for precipitation to occur was
determined. The results are summarized in Table 10.

The results of the critical vacancy concentration
suggest that the critical concentration of vacancies reaches
a peak at a quench rate of approximately 60°C/sec for
7075, and 20°C/sec for 7050. The critical vacancy
concentration then decreases.

Precipitate-free zones form because of either vacancy
depletion or solute depletion. It has been found [69] that
precipitate-free zones that have formed because of vacancy
depletion tend to shrink with aging time, while precipitate-
free zones that form as a result of solute depletion tend to
expand as the result of aging time [76]. Because of this,
and the relative mobility of vacancies and solute atoms, it
is likely that vacancy depletion would tend to dominate
at fast quench rates, while solute depletion would dominate
at slow cooling rates. Based on this, it is likely that at
quench rates faster than 60°C/ sec (20°C/sec for 7050),
the PFZ width is governed by vacancy depletion. At
quench rates slower than 60°C/sec (20°C/sec for 7050),
the PFZ width is governed by solute depletion.

II. QUENCHANTS

For any quenchant, there are typically three phases that
occur while the part cools: the vapor phase; nucleate
boiling; and finally convection. Each of these stages has
very specific characteristics and heat transfer mechanisms.

In the vapor phase, a stable gas film of superheated
quenchant surrounds the part. The stability of this
vapor film depends on several factors, including surface

Figure 5 Relationship between vacancy and solute
depleted precipitate-free zones (PFZ). (From Ref. 67.)

Table 10 Results of the Calculations to Determine the Critical Vacancy Concentration, Ccrit, as a Function of Quench Rate

a Extrapolated.

Copyright © 2004 by Marcel Dekker, Inc.



777Design of Quench Systems for Aluminum Heat Treating

roughness, the boiling temperature of the quenchant,
and viscosity of the quenchant. Heat transfer is very
slow through this film, as heat transfer primarily occurs
by radiation and conduction. Because of the
temperatures involved at aluminum solution tempera-
tures, radiation heat transfer through the film is negli-
gible. Conduction is also negligible because of the
conduction heat transfer characteristics of gases. As the
part cools, the stability of the vapor film also decreases,
until the collapse of vapor film occurs. At this point,
nucleate boiling occurs.

The transition between stable film boiling and nucleate
boiling is called the “Ledenfrost temperature.”

Nucleate boiling is the fastest regime of cooling. This
is where the vapor stage starts to collapse and all liquid in
contact with the component surface erupts into boiling
bubbles. This is the fastest stage of quenching. The high
heat extraction rates are due to carrying away of heat
from the hot surface and further transferring it into the
liquid quenchant, which allows cooled liquid to replace it
at the surface. In many quenchants, additives have been
added to enhance the maximum cooling rates obtained
by a given fluid. The boiling stage stops when the
temperature of the component’s surface reaches a
temperature below the boiling point of the liquid. For
many distortion-prone components, high boiling
temperature oils or liquid salts are used if the media is
fast enough to harden the steel, but both of these
quenchants see relatively little use in induction hardening.

The final stage of quenching is the convection stage.
This occurs when the component has reached a point

below that of the quenchant’s boiling temperature. Heat
is removed by convection and is controlled by the
quenchant’s specific heat and thermal conductivity, and
the temperature differential between the component’s
temperature and that of the quenchant. The convection
stage is usually the slowest of the three stages. Typically, it
is this stage where most distortion occurs. An example
showing the three stages of quenching is shown in Fig. 6.

Obtaining properties and low distortion is usually a
balancing act. Often, optimal properties are obtained at
the expense of high residual stresses or high distortion.
Low distortion or residual stresses are usually obtained
at a sacrifice in properties. Therefore the optimum quench
rate is one where properties are just met. This usually
provides the minimum distortion.

A. Water

Water is the most common quenchant in all materials. It
is easy and inexpensive to obtain, and it is readily disposed
unless severely contaminated.

In general, as the temperature of water is raised, the
stability of the vapor phase increases, and the onset of
nucleate boiling in a stagnant fluid is suppressed. The
maximum rate of cooling is decreased, and the overall
rate of cooling is also decreased.

Cold water quenching is the most severe of commonly
used quenchants. In an early study using cooling curves
[77], it shown that quenching into still water caused rapid
heat transfer. This study showed that heat transfer at the
surface of the part was very turbulent at the metal/water

Figure 6 Schematic representation of the three stages of quenching.
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interface. This study also showed that there was a marked
difference between hard water and distilled water. Distilled
water showed an extensive vapor blanket that extended
to very low temperatures (Fig. 7).

The cooling rate of water quenching is independent of
material properties such as thermal conductivity and
specific heat. It is primarily dependent on water
temperature and agitation [78]. Water temperature is the
largest primary variable controlling the cooling rate. With
increasing water temperature, the cooling rate de creases.
The maximum cooling rate also decreases as the water

temperature is increased. In addition, the temperature of
maximum cooling decreases with increasing water quench
temperature. The length of time and stability of the vapor
barrier increases with increasing water temperature. This
is shown in Table 11.

Quenching into water at <50–60°C often produces
nonuniform quenching. This nonuniformity manifests
itself as spotty hardness, distortion, and cracking. This
nonuniformity is caused by relatively unstable vapor
blanket formation. Because of this difficulty, it was
necessary to develop an alternative to water quenching.

Figure 7 Comparison of the cooling rates of distilled water and normal “hard” water.

Table 11 Effect of Water Temperature on Cooling Rates
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Polyalkylene glycol quenchants (PAG) were developed to
provide a quench rate in between that of water and oil. By
control of agitation, temperature, and concentration,
quench rates similar to water and thick oil can be achieved
(Fig. 8).

B. Polymer Quenchants

There are two types of polymer quenchants on the market.
The first quenchant is polyvinyl alcohol (PVA). This
quenchant is resistant to bacterial attack. However,
because of its chemical makeup, it is prone to degrade
and change its heat transfer characteristics over time. It
also produces a hard plastic-type lacquer finish on the
parts, which is difficult to remove.

The other type of polymer quenchant is polyalkyene
glycol (PAG). For the past 40 years, it has captured the
largest market share. It is a copolymer of ethylene oxide
and propylene oxide. It exhibits an inverse solubility with
water. In other words, as the water temperature is
increased, the solubility of PAG quenchants in water is
decreased. A two-phase system results as the temperature
of the water is raised. The lighter phase is water, which
floats to the top. A second phase, denser than water,
sinks to the bottom. Each region contains a bit of the
other in solution. In other words, the glycol-rich region

contains some water, while the water-rich region contains
some PAG quenchant. However, as the temperature is
increased, the partitioning of PAG and water increases.

The temperature at which separation occurs is called
the cloud point. The cloud point is effected by pH, %
PAG, and other contaminants in the system. As the pH is
increased, the cloud point decreases. As the concentration
of PAG increases, the cloud point also decreases.

Water is one of the most severe quench media. Because
of the severity of the quench, this quench media presents
problems with residual stresses and distortion. Residual
stresses in thick sections are caused by differential thermal
stresses that occur during quenching. The magnitudes of
the stresses also increase as the thickness of the part
increases. Because large sections are often machined, a
redistribution of the residual stress occurs. This
redistribution can cause warpage. Residual stresses can
also impact the fatigue of the part.

Slow cooling minimizes temperature differences
between the surface and center of a part. This reduces the
residual stresses because residual stresses are the result of
large differential thermal strains. However, slow cooling
also results in heterogeneous precipitation during
quenching. This decreases properties by decreasing the
amount of supersaturated solute. So a balancing act

Figure 8 Effect of PAG concentration on cooling rate.
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between residual stresses and acceptable properties
occurs. To achieve the best balance, it is necessary to use
the slowest possible quench that will still achieve
properties, with an appropriate safety factor.

Increasing the PAG concentration decreases the quench
rate Q. Because of a concept called “zero delta,”
concentrations of PAG quenchants are limited in the
aerospace industry to those that only produce equivalent
properties to a cold water quench. These typical
concentrations are shown in Table 12. This results in
products that have a reduced residual stress and warpage,
but have properties in excess of those required.

This technique has great flexibility, but has not been
adopted on a commercial basis. In general, this technique
is only used in plate and sheet mills because of the simple
quenching geometry, enabling sprays to be placed on
either side of the plate. In addition, aerospace
specifications require extensive documentation and testing
to ensure that the spray quenching system is operating at
peak performance at all times. All spray nozzles must be
monitored during the quench for any intermittent or
faulty operation. A daily log of quench temperatures and
pressures are usually maintained. In addition, a detailed
first article inspection is required, documenting the
placement and location of all spray nozzles used.
Aerospace forgings and machined parts, because of their
complex shape, are generally good candidates for spray
quenching. However, because of the equipment and

documentation cost, most heat treaters opt for more
conventional immersion quenching.

III. QUENCH FACTOR ANALYSIS

Historically, the average quench rate has been used to
predict properties and microstructure after quenching
[79–81]. However, average quench rates are not sufficient
to provide accurate property data, and serve as a predictive
tool [82]. The first systematic attempt to correlate
properties to the quench rate in Al–Zn–Mg– Cu alloys
was performed by Fink and Wiley [83] for thin (0.064
in.) sheet. A time-temperature-tensile property curve was
created and was probably the first instance of a TTT
diagram for aluminum. It was determined that the critical
temperature range for 75S is 400–290°C. This is similar
to the critical temperature range found for Al–Zn–Mg–
Cu alloys [84]. At quench rates exceeding 450°C/sec, it
was determined that maximum strength and corrosion
resistance were obtained. At intermediate quench rates of
450–100°C/sec, the strength obtained is lowered (using
the same age treatment), but the corrosion resistance was
unaffected. Between 100 and 20°C/sec, the strength
rapidly decreased, and the corrosion resistance is at a
minimum. At quench rates below 20°C/sec, the strength
rapidly decreases, but the corrosion resistance improved.
However, for a given quenching medium, the cooling rate
through the critical temperature range was invariant no

Table 12 Typical Concentration Limits for Quenching in PAG
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matter the solution heat-treating temperature. An
illustration of the effect of average cooling rate from the
solution heat treating temperature on tensile strength is
shown in Fig. 9.

One method that quantifies the quench path and
material kinetic properties is called the quench factor and
was originally described by Evancho and Staley [82]. This
method is based on the integration of the area between
the time-temperature-property curve and the quench
path. Wierszykkowski [85] provided an alternative
explanation of the underlying principles of the quench
factor. However, his discussion is more generally applied
to the thermal path prior to isothermal transformation.
The procedures for developing the quench factor have
been well documented [59, 60, 86– 89]. This procedure
could be used to predict tensile properties [90], hardness
[91], and conductivity [59]. It was found that the quench
factor could not be used to predict elongation because of
its strong dependence on grain size [59]. This method
tends to overestimate the loss of toughness [89]. This
method also can be used to determine the critical quench
rate for property degradation [92].

The quench factor [82] was developed to quantitatively
predict properties. This quench factor depends on the
rate of precipitation during quenching. The rate of
precipitation during quenching is based on two competing
factors: supersaturation and diffusion. As temperature
is decreased during quenching, the amount of
supersaturation increases, providing increased driving
force for precipitation. This was shown in Fig. 1. In
addition, at the beginning of quenching, the temperature
is high, increasing the rate of diffusion. The Avrami-

precipitation kinetics for continuous cooling can be
described by [82]:

(11)

where � is the fraction transformed, k is a constant, and τ
is defined as:

(12)

where τ is the quench factor, t is the time (sec), and Ct is
the critical time. The collection of the Ct points, also
known as the C curve, is similar to the time-temperature-
transformation curve for continuous cooling.

In general, the Ct function is described by [86]:

3 (13)

where Ct is the critical time required to precipitate a
constant amount of solute, K1 is a constant that equals
the natural logarithm of the fraction that was not
transformed during quenching, and K1=ln(0.995) or -0.00513.
K1 is chosen that for τ>1, a decrease in properties is
observed. K2 is a constant related to the reciprocal of the
number of nucleation sites, and K3 is a constant related
to the energy required to form a nucleus. K4 is a constant
related to the solvus temperature, K5 is a constant related
to the activation energy for diffusion, R is the universal
gas constant, and T is the temperature in Kelvin.

To determine the parameters K1, K2, K3, K4, and K5, it
is first necessary to have the C curve. C curve data is
scarce and of limited availability. Table 13 shows some
previously published data.

The quench factor is determined by graphically
integrating the above equation. This is schematically
shown in Fig. 10. Mathematically, this is shown by:

(14)

where C1…Cn are the critical times of the C curve, and
�t1…�tn are the incremental times described by the quench
path. But, to do this integration, the C curve must be
known.

Typically, it is necessary to measure the quench path
of several sheets of material and then measure the
properties after processing. The quench factor is
determined for each quench path and associated with the
measured properties. Typically, hardness and tensile
properties have been used [88]. Examples of calculated
quench factors and their associated quench paths are

Figure 9 Tensile strengths of six alloys as a function of
average cooling rate during quenching.
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shown in Table 14. Properties are then related to the
quench factor by the equation [86]:

(15)

where p is the property of interest, pmax is the maximum
property attainable with infinite quench rate, and K1 is
-0.005013 (natural log of 0.995).

There are two difficulties with this method. First, it is
necessary to know the specific quench path that the part
experienced. This is often difficult to measure and requires
specialized equipment to achieve repeatable results [88].
Secondly, it is also necessary that the C curve is known with
sufficient precision. As previously indicated, this data is often
not available for the specific conditions of interest. The lack
of having detailed information regarding the C curve has
limited the applicability of the use of the quench factor.

A. Experimental Determination

There are two primary methods to determine the quench
factor of a specific quenchant and alloy processing
condition. The first method is somewhat labor intensive,
and requires the measurement of multiple cooling curves,
using small specimens in different quenchants. The second
method utilizes the Jominy End Quench [65].

1. Multiple Quenchant

Figure 10 illustrates the superposition of a cooling curve
on a C curve [9]. Experimentally, cooling curves are
obtained by acquiring time-temperature data over finite
time steps (�t), which is taken to be the data acquisition
rate used to obtain the cooling curve being analyzed. The
average temperature (T) between each time step interval

Table 13 Coefficients for Calculating Quench Factors at 99.5% of Attainable Strength

Data for 2024-T851 was evaluated using R=1.987. All others were evaluated with R=8.3143.

Figure 10 Determination of the quench factor (Q) by superimposing an experimentally determined cooling curve on
the C curve for the alloy of interest.

Copyright © 2004 by Marcel Dekker, Inc.



783Design of Quench Systems for Aluminum Heat Treating

is then calculated. The Ct value is then calculated for each
average temperature using the above equation. The ratio
of the time step length used for data acquisition (�ti) is
divided by the Cti value at the temperature to provide an
“incremental quench factor” (q) [9].

 

The Ct function for the alloy of interest is calculated from
the following equation [22]

(16)

where Ct is the critical time required to precipitate a
constant amount (the locus of the critical line is the C
curve), K1 is the constant that equals the natural
logarithm of the fraction untransformed (1—fraction
defined by the C curve). K2, K3, K4, and K5 are taken
from Table 3, R=8.3143 J K-1 mol-1 and T= temperature
in K.

To obtain the overall quench factor, Q, the incremental
quench factor values are progressively summed as the
probe or part is cooled through the precipitation range,
normally about 800–300°F (425–150°C) [9].

 

The quench factors for 7075-T73 quenched in 100°F
(38°C) water at 50 ft/min (0.25 m/sec) have been studied
to determine the effect of the size of the time step on the
quench factor calculation. The results of this study are
shown in Table 4 [20]. These data show that time step
changes in the range of 0.1–0.4 sec caused no appreciable
change in the calculated quench factor. However, time step
variations between 0.5 and 0.8 sec caused considerable
scatter in the calculated quench factor (Q). Excessively
long time steps may result in an inadequate number of
data points to properly calculate transition in the critical
portion (knee) of the C curve. It is suggested that the time
step interval should be selected such that the average
temperature drop is not greater than 75°F (25°C) over the
critical cooling range for the alloy of interest (Table 15).

The quench factor obtained is only valid for this specific
quench path. To be valid for a series of quenchants, or to
predict properties as a function of different quench paths,
then multiple quenchants must be used, and the quench
factor must be determined for each quench path.
Obviously, this method is tedious and requires extensive
experimental work.

2. Jominy End Quench

The Jominy End Quench [97–100] provides a method of
determining the quench factor for different processing
conditions. There has been extensive work utilizing the
Jominy End Quench for aluminum alloys [101–108].

Source: Ref. 95.

Table 14 Quench Factors and Measured Yield Strength for 1.6-mm-Thick 7075-
T6 Sheet

Table 15 Effect of Time Step Magnitude on Quench Factor Calculation

The values were calculated for a cooling curve obtained by quenching an aluminum probe into 38°C water flowing at 0.25 m/sec.
Source: Ref. 96.

Copyright © 2004 by Marcel Dekker, Inc.



MacKenzie784

The quench rates achievable in the Jominy End Quench
have been found to exceed 500°C/sec at the quenched
end, to approximately 2°C/sec at 80 mm from the
quenched end.

The relationship between properties and the quench
factor is:

(17)

where p is the property of interest. In this case, it is Vicker’s
hardness (1.0-kg load). By rearranging the above
equation, the quench factor, τ, can be determined for
hardness on the Jominy End Quench for a specific
processing condition:

(18)

where HVN is the hardness at a specific location on the
Jominy End Quench bar, and Hmax is the maximum
hardness. The maximum hardness, Hmax, is generally an
average of the first several hardness indentations.

Therefore for a specific set of processing conditions,
the quench factor can be determined for multiple quench
rates using the Jominy End Quench. The generated data
can be used to predict properties occurring in similar
material and similar operating conditions. This is
illustrated in Fig. 11. In this figure, the percentage of the
attainable property from hardness (7075-T6 and 7050-
T6 from the Jominy End Quench) is compared with that
obtained by Hatch [109] by quenching individual panels
and measuring the yield strength. The data for quenching
individual panels is shown in Table 14. From the above
discussion, the quench factor, τ, can be determined for
any position on the Jominy End Quench with hardness
measurements. Note that there is scatter in the data from
quenching individual panels and measuring the tensile
properties, while the hardness data from the Jominy End
Quench follows the predicted response without significant
scatter. In addition, the Jominy End Quench is capable of
producing quench rates much slower (or much larger
quench factors) than quenching individual panels. This
enables predictive property models to be developed for

Figure 11 Comparison of historical methods of determining quench factors, and using the Jominy End Quench.
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much larger spans in quenching and heat treating
conditions. This is accomplished without complicated
equipment or sophisticated instrumentation. This
application of the Jominy End Quench is new and has
not been reported elsewhere.

3. C Curves

One of the problems with the use of the quench factor is
that it is only valid for a specific set of processing
conditions. The quench factor depends not only on the
quench path, but also on subsequent processing. In
addition, time-temperature-property curves for many
alloys are scarce, and often proprietary. So the difficulty
arises on how to obtain the T-T-P curve for the specific
processing conditions of interest.

Historically [49], the C curve is constructed by
quenching multiple specimens to specific temperatures,
and isothermally holding the specimens at this
temperature for a period of time. The specimens are then
rapidly quenched and aged. The properties of interest are
then measured. The methodology is similar to constructing
an isothermal time-temperature curve for steel. This is a
very time- and labor-intensive process.

As discussed earlier, the C curve is a collection of points
described by the equation:

(19)

From the above discussion, the quench factor, τ, can be
determined for any position on the Jominy End Quench
with hardness measurements. Because the quench factor
is related to the C curve by the relationship:

(20)

or

(21)

it should be possible to calculate the time-temperature-
property curve (C curve) from the Jominy End Quench.
In the Jominy End Quench, an infinite number of quench
rates are available, and the path is known from the
relationship described by:

(22)

Based on this relationship, the time increments, �t1, �t2,
�t3, through �tn, can be determined by examining the
quench path, and dividing the critical temperature range
(400–200°C) into intervals at specific temperatures.
Because the C curve is independent of the quench path, a
series of nonlinear equations can be established to solve
for the critical time, Ct, for different quench factors:

(23)

where τ1, τ2, τ3,…, τn are the quench factors from locations
on the Jominy End Quench specimen; �t1, �t2, �t3,
through �tn are the temperature intervals from the quench
path at specific locations on the Jominy End Quench and
C1, C2,…, Cn are the critical times on the C curve. These
equations can be solved using MathCad™, Mathm-
atica™, or other software programs.

To minimize false and unrealistic answers, it is necessary
to constrain the results of the solution to the series of
nonlinear equations solved above. Examples of the
constraints used are the stipulation that all solutions for
Ct must be positive and not equal to zero. Further, the
results are constrained to yield results Ct less than 5000.
Examination of the data available [82, 92, 93] indicates
that this is a reasonable assumption. Better solutions for
the shape of the Ct curve would be obtained with more
nonlinear equations.

Solution of this set of equations will provide the critical
time as a function of temperature, i.e., the C curve. Once
the C curve is obtained, calculation of the constants K2,
K3, K4, and K5 is difficult because of the very nonlinear
nature of the equations. FORTRAN programs are
available [94, 110] that will calculate the necessary
constants. Typically, these programs use an adaptive
nonlinear least squares routine [111]. The program CT
[110] was used to calculate these constants.

To illustrate a specific use of the Jominy End Quench
to determine the C curve, the hardness data for a Jominy
End Quench heat-treated to the T6 condition was used
(Fig. 12). The critical range of 400–200°C was divided
into 10 intervals of 25°C each. The quench paths were
determined for positions on the Jominy End Quench
corresponding to 1.6, 5, 7.1, 10, 14, 21, 30, 40, 50, and
60 mm from the quenched end. The time intervals through
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each of the 10 temperature intervals were determined. A
series of 10 nonlinear equations of the form:

(24)

were established, with the time interval �t corresponding
to specific temperatures. These nonlinear equations were
solved for least error using MathCad™. Once the values
for the critical time, Ct, were obtained, the constants K2,
K3, K4, and K5 were calculated using the software
program CT [110]. The specific values of Ct, and the
calculated C curve from the program CT (from the
individual values calculated) were compared to previously
published C curves for 7075-T6 [112]. The results are
shown in Fig. 13.

The results shown in Fig. 13 show that the individual
calculated Ct points correspond well to the published
data of Totten et al. [112]. The calculated values of K2,
K3, K4, and K5, when plotted as a C curve, also fit the
published C curve well. However, the data is optimistic at
the “knee” of the C curve. This can be from several
sources. First, only 10 values of Ct were calculated. Bates
[88] indicated that at least 40 data points are necessary
to ensure the optimal accuracy in calculation of the
constants. The few data points calculated could contribute

to inaccuracy of the C curve. This would also be reflected
in the calculation of the constants, and the resultant
calculated C curve. Further, the chemistry of the 7075-
T6 C curve of Totten et al. [112] was not reported. This
could also contribute to errors if the chemistry of the
published curve was leaner than that used in the Jominy
End Quench.

B. Property Prediction

As described above, properties can be predicted from the
quench factor by use of:

(25)

where p is the predicted property, pmax is the maximum
property after an infinite quench; K1 is ln(0.995), and Q
is the quench factor [49]. In terms of hardness, this
equation can be expressed as:

(26)

For tensile properties, the relationship is:

(27)

These relationships can be exploited to predict properties,
either as part of quenchant selection, or during the design

Figure 12 Hardness data from 7075 Jominy End Quench heat treated to the -T6 condition.
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Figure 13 Calculated and predicted T-T-P curve from 7075-T6 Jominy End Quench hardness.

Table 16 Relationship Between Quench Factor and Yield Strength in Aluminum Alloy (σmax=475.1 MPa)

Source: Ref. 113.
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process, to ensure that properties are achieved after heat
treatment (Table 16).

IV. SUMMARY AND COMMENTS

In this chapter, we have briefly examined the basics of
aluminum metallurgy, showing the importance of the
quench rate to achieving proper properties. We have also
shown the effect of the different quenchants on the cooling
rate. Finally, we showed several techniques for calculating
quenchant performance and property prediction using
the quench factor.
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The optimization of the bulk properties of materials can
be difficult and the development of such protocols can
be time-consuming, but in many applications,
modification of the surface properties of materials or
industrial components will suffice. Surface modification/
engineering is generally easier, more flexible, and more
economical compared to bulk counterparts. Another
advantage is that surface techniques can sometimes be
extended beyond classical thermodynamics and
equilibrium constraints, and so excellent surface
modification schemes and modified materials can be
produced. In this chapter, the three common surface
engineering techniques—physical vapor deposition
(PVD), chemical vapor deposition (CVD), and ion
implantation—are reviewed and current applications are
described. Hybrid processes in which the material
properties can be further optimized by employing a
combination of techniques are also discussed.

I. PHYSICAL VAPOR DEPOSITION

A. Introduction

Physical vapor deposition (PVD) is a generic term applied
to coating processes in which the transport of materials
to the substrate is facilitated by a physically driven
mechanism such as sputtering, evaporation, ion plating,
or ion-assisted sputtering [1]. As a versatile technique,
many types of thin films, including elemental layers (e.g.,
Cu films) and compound films (e.g., TiN, Al2O3), can be
deposited on different substrates [2]. During the synthesis

of compound films, chemical reactions usually take place,
but the material transport process does not always rely
on chemical reactions. In some processes, the energetic
ions upon impact cause ion mixing in the substrate,
thereby improving layer adhesion and surface properties.
Efficiency can usually be enhanced if low-temperature
plasma is introduced to the deposition process.
Compared to conventional plasma nitriding or chemical
vapor deposition (CVD) (plasma or nonplasma), PVD
processes are typically performed at temperatures below
500°C, making it feasible for aluminum and some steel
substrates without significantly affecting the structural
characteristics. Recent innovations in PVD techniques,
especially the use of plasmas and unbalanced magnetron,
have led to wider industrial acceptance [1].

B. Techniques and Equipment

The primary mechanism used to introduce the source
materials is evaporation or sputtering. There are many
variations of evaporation and sputtering and the choice
depends on the applications, requirements, costs, and
convenience.

1. Evaporation

In the evaporation process, vapors are produced from a
source heated resistively or radiatively, eddy currents,
electron beams (EBs), laser beams, or an arc discharge.
The process is usually carried out in vacuum (typically
10-5–10-6 Torr) so that the evaporated atoms travel in an
essentially collisionless line-of-sight trajectory prior to
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condensation onto the substrate, which is usually held at
a ground potential. The lateral film thickness variation
usually follows the cosine rule, and more uniform film
deposition can be accomplished by rastering the sample
or by operating at a higher pressure to enhance collisions
[3]. A reasonable uniformity of ±10% can be attained in
gas scattering evaporation or pressure plating. For best
purity, an electron beam heating system should be used
as the material can then be evaporated from the center of
the crucible containing the charge and reactions with the
crucible wall are mitigated. The energy of the species
arriving at the substrate is on the order of 0.05–0.1 eV,
implying that they have limited energy for surface
migration to find good nucleation sites. As reviewed by
Deshpandey and Bunshan [4], the family of materials that
are deposited by evaporation includes metals,

semiconductors, alloys, intermetallic compounds,
refractory compounds (oxides, carbides, nitrides, borides,
etc.), and mixtures thereof. An important point is that
the source material should be pure and free of gases and/
or inclusions to forestall the problem of molten droplet
ejection from the pool, commonly called spitting [4]. So
far, when compound films are formed, plasma-assisted
evaporation (also called activated reactive evaporation,
ARE) is preferred due to high reactivity, as shown in Fig.
1 [5]. Compared to reactive sputtering or plasma-assisted
chemical vapor deposition (PACVD) processes, ARE is
the most efficient, as indicated in Table 1 [4].

2. Sputtering

Sputtering is an effective tool, although the deposition
rate is typically smaller than that of evaporation and ion
plating. An important parameter is the energy
distribution of the sputtered species that usually has a
maximum of about 4–7 eV and a long tail of over 50 eV.
These energies are more than an order of magnitude
higher than those of the evaporated species and allow
the depositing species more penetration and surface
mobility to form dense, well-bonded films [1]. The
sputtering yield is related to the nature of ions and target,
temperature, incident angle, bombardment energy, etc.
[6–8]. The simplest technique is direct current (DC) glow
discharge sputtering (planar diode sputtering), but owing
to low efficiency, this type of sputtering is generally
enhanced by external means such as magnetic fields and
high-frequency electric fields. In contrast to processes in
which the substrate is immersed in plasma, the film purity
achieved by ion sputtering can be considerably enhanced
due to the separation of the ion source and the sample
chamber. The most frequently used technique is
magnetron sputtering, in which a combination of the
electric fields and magnetic fields (50–500 G) causes the
secondary electrons to drift in a closed circuit or
magnetron tunnel in front of the target surface. The
magnetic field concentrates the plasma in the space
immediately above the target-trapping electrons in this
vicinity. Electron confinement significantly increases the

Figure 1 Reactive evaporation using an EB evaporation
source. (From Ref. 5.)

Table 1 Deposition Rate of Some Compound Films Produced by ARE, Reactive Sputtering, and PACVD
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efficiency and, consequently, magnetrons can be operated
at low pressure (e.g., 1–3 mTorr) and low voltage (e.g.,
350 V). There are many variations of magnetron
sputtering systems, as shown in Fig. 2 [1].

3. Vacuum Arc

A vacuum arc source features both evaporation and
higher ion energy, and the technique has attracted much
attention. The average energy of ions is about 40 eV per
particle compared to 0.1 eV in evaporation and 5–10 eV
in typical sputtering processes [9]. The ionization
efficiency in cathodic arc processes is high (approaching
100%), whereas the ionization efficiency in ion plating
(~20%) and sputtering (<10%) is much smaller. The high
ionization efficiency provides highly reactive metallic and
gaseous species to form compounds such as nitrides and
carbides with excellent properties [10]. Cathodic arc
deposition can be conveniently optimized by adjusting
substrate bias and pulse duration (when operated in the
pulsed mode), and, to a certain extent, is preferred over
magnetron sputtering or e-beam evaporation because the
arc process has a much broader process window for
stoichiometric nitrides [11]. The biggest drawback of the
cathodic arc process is the emission of macroparticles.
They vary in size depending on cathode composition and
temperature, and are believed to arise from the spattering
of molten materials from the edges of the arc crater. The
plasma has to be filtered if a high-quality film is needed
[12, 13]. The curved magnetic duct is the most frequently
used filtering device, but plasma transport efficiency is
usually quite small. In order to enhance plasma transport,
the duct or a plate inserted in the duct is biased with
respect to the plasma to about several tens, and plasma
transport efficiency can be elevated by about 25% in an
optimized 90° duct [14, 15]. The plasma behavior of a
cathodic arc has been widely investigated and some useful
data are summarized in Table 2.

Cathodic arcs are operated in either a pulsed mode or
DC mode. As reviewed by Sanders and Anders [11], the
decision on whether to use a continuous mode or pulsed
mode largely depends on the objective. Large-area, high-
throughput deposition of relatively thick films is better
performed using DC as this mode is capable of very high
deposition rates. This is particularly true if the process
or coating can tolerate the presence of macro-particles
and most commercial cathodic arc systems are operated
in DC. In contrast, pulsed systems have a smaller
deposition rate due to their lower duty cycle. The
advantage of pulsed operation is mainly related to the

Figure 2 Magnetron sputtering systems: (a) unbalanced
magnetron; (b) unbalanced magnetron with controlled
field; and (c) closed field unbalanced magnetron. (From
Ref. 1.)
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reduced requirements for cooling because the average
power can be kept low (e.g., <1 kW). Film properties can
also be better and process control is easier in the pulsed
mode. For instance, amorphous carbon (a-C) films
deposited by pulsed carbon vacuum arcs tend to have a
slightly higher sp3 content than their DC-deposited
counterparts. However, pulsed operation does not always
lead to enhanced properties. Many metal films produced
by pulsed deposition with a low duty factor possess
higher amounts of unwanted oxygen and hydrogen, but
pulsed systems can be of great value if ultrathin a-C and
oxide films are to be deposited.

C. Coating Materials

Materials selection for coatings, albeit complicated, is of
great importance in the industry. Many pragmatic
considerations must be taken into account, including
coating materials, substrates, interfaces, and diffusion.
Hard coating materials can be divided into three groups
depending on chemical characteristics: metallic, covalent,
and ionic [4, 20]. Holleck [20] reviewed the typical
properties of representative materials from these three
groups and the results are summarized in Table 3.
Comparing these and other relevant properties of the
hard materials groups (Table 4), the following
conclusions can be drawn [20]:

1. Each group has advantages and disadvantages in hard
coating applications.

2. Metallic hard materials seem to be the most suitable
and versatile as layers and substrates.

3. Ionic (ceramic) hard materials are suitable, in
particular, on the surface because of high stability and
low interaction tendency.

These are true for single coatings, but optimal wear
resistance may be achieved using multiphase or
multilayer coatings instead. For example, Grimberg et
al. [21] observed extremely high microhardness (47–51
GPa) from multicomponent (Ti, Nb)N coatings.
Andrievsky et al. [22] reported that the hardness of
coatings a few micrometers thick consisting of 20
alternating TiN and NbN layers was close to 50 GPa,
much higher than that of pure TiN or NbN. Multilayered
coatings consisting of alternating layers of two hard
phases (e.g., TiN with VN or NbN) exhibit considerable
hardness enhancement when the thicknesses of the
individual layers are on the order of several nanometers.
Differences in shear moduli of the phases and low-energy
interfaces have been identified as prerequisites for
enhanced hardness [23].

Table 2 Mean Charge State, Ion Velocity, and Burning
Voltage of Cathodic Arc Materials
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Table 3 Properties of Coating Materials with Metallic Bonds

Source: Ref. 20.

Table 4 Properties of Hard Coating Materials with Covalent Bonds

Source: Ref. 20.
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D. Structure and Property Optimization

In PVD, optimization of both the coating materials and
processing parameters is important as they are
interrelated. Variations of the parameters can lead to
considerable differences in film properties such as film
density, structure, mechanical properties, chemical
properties, and adhesion. Generally speaking,
bombardment energy, working pressure, and sample
temperature are controlled to optimize the films.

1. Energy

Deposition energy is related to generation techniques. As
summarized in Fig. 3, the atoms produced by evaporation
possess energy in the range of 0.1–0.6 eV. The energy of
sputtered atoms is from 4.0 to 10 eV, whereas the species
generated in vacuum arc can reach several tens to
hundreds of electron volts. The energy can also be
controlled by an external field or sample bias. In most
cases, deposition is assisted by external energy, which can
more effectively optimize the film properties. As reviewed
by many authors [1, 25, 26], bombardment energy
determines the processing temperature, film density,
stress, adhesion, structure, morphology, and phase.

Processing Temperature

A lower processing temperature can be used in concert
with ion bombardment. The deposited energy provides
the adatoms with the ability to move further across the
surface, or to adjacent sites in the bulk. For example,
vacuum evaporation at temperatures exceeding 1300°C
can be replaced by ion plating at temperatures below
300°C [25].

Film Density

With ion bombardment, the film becomes more compact
and has a higher density. For instance, the density of ZrO2

can be increased by 14% using 600 eV oxygen ion

bombardment compared to that of films formed by pure
Zr evaporation [27].

Film Stress

The internal stress of the film can be correlated to film
density. Neglecting crystalline effects, a density that is
lower than the nominal density results in tensile stress,
whereas an excessive one results in compressive stress
[26]. Stress may be increased or decreased by ion
bombardment. In the case of refractory materials, ion
bombardment tends to increase film stress.

Film Adhesion

There are many examples of improved adhesion resulting
from energetic ion irradiation. However, there is no clear
evidence as to the prime cause of this improvement, but
it is believed to be a synergistic result of atomic mixing
across the interface, surface cleaning, and enhanced
surface mobility, eliminating voids in the interfaces and
leading to better bonding [26, 28].

Film Structure

The preferred orientation of TiN films, for example,
depends on the energy of the bombarding ions. As shown
in Fig. 4 [29], at energies below 0.3 keV, the preferred
orientation is (111). A higher energy favors the (200)
orientation and local saturation is observed above 1 keV.
This saturation is, however, not maintained when the ion
energy is further raised.

Figure 3 Energy ranges of physical vapor deposition
processes. (From Ref. 24.)

Figure 4 Orientation coefficient as a function of ion energy
of TiN deposited by nitrogen ion bombardment with an
arrival ratio I/A of unity. (From Ref. 29.)
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Film Morphology

Ion bombardment affects early film growth, leading to
epitaxial, porous, or columnar film formation; surface
atomic mobility; and surface sputtering. Hence, the
surface morphology of the film depends on the ion energy.
As shown in Fig. 5, with increasing energy, roughness
decreases and morphology varies dramatically [30].

Film Phases

In addition to stoichiometric phases, new metastable
phases can be formed. For example, Cu2O5 is found in
addition to Cu2O and CuO during 100 eV oxygen
bombardment of an evaporated copper film [31].

2. Pressure

Gas pressure or flow rate is an important parameter to
control process and film quality. It affects the arrival rate
of the deposition species, thickness uniformity, film color,
surface roughness, and internal stress. Pressure effects
vary with different PVD methods. In evaporation, the
film thickness variation usually follows the cosine rule,
and more uniform film deposition can be accomplished
by scanning the sample, or by operating at a higher
pressure to enhance collisions. In hollow cathode
discharge (HCD)-type ion plating [32], the deposition
rate and film structure are related to the gas flow rate (or
pressure), as shown in Fig. 6. A maximum A1N
deposition rate is observed at a nitrogen flow rate of 5
sccm, and then it decreases precipitously. At nitrogen flow
rates between 10 and 30 sccm, the fracture and surface
features of the films are very fine and dense, but slight
columnar structure growth can be observed. The growth
rate decreases for nitrogen flow rates above 30 sccm
because there are more collisions and scattering among
vaporized Al, N2, Ar, and other particles in the chamber.

In reactive sputtering, there exists a typical hysteresis loop
of the experimental parameters upon the introduction of
the reactive gas into the system [33]. The sputtering rate
substantially decreases when the pressure (flow) of the
reactive gas reaches a certain point. This is similar to
cathodic arc plasma deposition in which a slower
deposition rate may result from a higher gas pressure.
The ion charge state also decreases, which surely affects
the deposition energy and resultant surface structure and
morphology. Different metals possess different
sensitivities to gas variation. For example, the color of
ZrN coatings is more sensitive to the nitrogen partial
pressure compared to TiN coatings, but the surface
morphology of TiN coatings is more sensitive [34]. The
partial nitrogen pressure affects both the structure and
internal stress [35]. For instance, amorphous TiAlCr (N)
metallic films formed at low PN (growth at high PN leads
to polycrystalline nitrides) are composed of a mixed cubic
Ti1-xAlxN and Cr1-xAlxN structure. Stress behavior is
significantly influenced by the addition of nitrogen. The
amorphous films exhibit lower strength and larger stress

Figure 5 Surface morphology revealed by atomic force microscopy: (a) 8 kV ion bombardment; (b) 16 kV
bombardment; and (c) 23 kV bombardment. (From Ref. 30.)

Figure 6 Deposition rate and gas pressure as a function
of nitrogen flow rate. (From Ref. 32.)
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relaxation, whereas the polycrystalline TiAlCrN films
fabricated at 20 at. % PN are much stronger.

3. Sample Temperature

The sample temperature has a critical influence on the
growth, structure, and properties of deposited films. A
higher processing temperature can lead to a larger
sticking force between the substrate and the deposited
films. A higher temperature also gives rise to crystallinity
improvement of the compound films. The intensity of
the ZrN (200) x-ray line increases with temperature (by
approximately 30 times) when Zr–Y–N films are
sputtered onto an unheated substrate (Ts=RT and
Ts=500°C, respectively) [36]. An increase in the intensity
of the of ZrN (200) reflection line with increasing T
correlates well with: (a) a decrease in the full width half
maximum (FWHM) of the Zr (200) reflection line; and
(b) an increase in the microhardness of the Zr–Y–N films,
as shown in Fig. 7. Cremer et al. [37] have also observed
enhanced crystallinity and higher hardness of Al2O3 films
with increasing sample temperature.

It should be mentioned that many parameters affect film
formation, but the substrate temperature, gas pressure, and
bombardment energy are most important. Figure 8
illustrates parameter-dependent film structures, indicating
that a high discharge power and low gas pressure may lead
to the formation of a layered structure [38].

E. Film Adhesion

A crucial property of a thin film or coating is its
adherence strength to the substrate, and interface

engineering is important to achieve a film with high
quality in this respect. Adhesion is determined by two
factors: the strength of the interface between the film and
substrate, and the stress residing in the film.

1. Stress

Stress is directly related to the film type and processes.
As an example, the residual stress in a TiN film produced
by plasma-enhanced physical vapor deposition (PEPVD)
is generally highly compressive and affected by the
deposition conditions as well as the nature of the
substrate [39]. It should be noted that such a high level
of stress is undesirable because the potential buckling of
the film has an adverse effect on the adhesive and
cohesive properties. However, some degree of
compressive stress can be advantageous in order to
protect the substrate film from transverse rupture and
fatigue inherited from the often defective, brittle coating.
The amount of stress can be controlled by ion energy,
interlayer, gradient layer, doped layer, and other
parameters.

Ion Energy

It is well established that there is a rapid increase in lattice
parameters and compressive residual stress in a PVD TiN
film when the substrate bias exceeds a critical value,
usually on the order of -100 V, which depends on general
deposition conditions and inert sputtering gas [39].

Interlayer

It has been demonstrated that the presence of a Ti
interlayer between TiN and steel can dramatically reduce
the thermal stress in the TiN coating [40].

Gradient Layer

Films 400 µm thick have been formed by cathodic arc
ion plating on a gradient Si–Ni interlayer on WC–Co
substrates. The interlayer is believed to reduce internal
stress and mismatch, thereby improving adhesion [41].

Doped Coatings

Compared to undoped diamond-like carbon (DLC) or
ta-C (tetragonal amorphous carbon), doped films have
smaller internal compressive stress (N, Si metal
incorporation), lower surface energy, smaller friction
coefficients (F, Si–O incorporation), and better electrical
properties [42].

Figure 7 FWHM of ZrN (200) and microhardness of Zr–Y–N
as a function of substrate temperature. (From Ref. 36.)
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Ion Bombardment

Ion implantation after deposition may decrease [43] or
increase internal stress, depending on the nature of the
coating, the ions used, the implantation energy, as well
as the coating thickness [44].

2. Interface Optimization

Adhesion is determined by interfacial conditions, and
some of the important issues are discussed here.

1. Surface cleaning: Prebombardment has the effect of
cleaning the surface of oxides and other contaminants
normally detrimental to film adhesion, but care must be
exercised. It is possible that the recontamination rate
can exceed the rate of contaminant removal, and the
prebombardment time must be carefully controlled,
particularly in argon ion sputtering of aluminum alloys
due to the different sputtering rates of Al2O3 and Al [45].

2. Chemical state of the interface: Adhesion has been
reported to be stronger after argon bombardment in

the presence of oxygen, rather than using argon
bombardment alone. In both cases, adhesion strength
is higher than that measured from the unirradiated
sample [46].

3. Degree of disorder in the interface and ion-to-atom
ratio [47]: A certain degree of disorder can result in
good adhesion, whereas films with highly ordered
structure tend not to adhere well.

4. Interfacial mixing or blurring: Ion bombardment and
the resulting implantation/sputtering effects provide
atomic scale mixing and, consequently, better
adhesion.

F. Summary

PVD coatings are used in many types of applications [1]
such as optical (laser optics, mirrors, and selective solar
absorber), chemical (corrosion-resistant coatings),
mechanical (wear-resistant coatings), electrical (electrical
contact and interconnectors), and decorative (to provide
attractive finish on many products) components. PVD is

Figure 8 Effects of ion plating process parameters on coating structure. (From Ref. 38.)

Copyright © 2004 by Marcel Dekker, Inc.



Chu et al.800

undoubtedly a versatile surface metallurgical design
technique. By introducing species that are different or
similar to the substrate materials, the surface properties
can be selectively enhanced to cater to specific
applications, whereas the bulk attributes can in general
be retained. As aforementioned, PVD can be a metastable
process and synthesize materials not restricted by
equilibrium constraints. Flexible control of processing
parameters such as sample temperature, gas pressure, ion
bombardment energy, ion-to-neutral ratio, etc. render
PVD a more user-friendly, efficient, and versatile
technique compared to techniques used in bulk
metallurgy.

II. CHEMICAL VAPOR DEPOSITION

A. Introduction

Vapor deposition can be classified into two basic families:
PVD, when films are prepared from pure condensation
processes; and CVD, when deposits are formed by
chemical reactions only [48]. Chemical vapor deposition
is a process whereby solid films are synthesized from the
gaseous phase via chemical reactions [49, 50]. As a result
of the rapid development of both techniques, they are often
combined in practice and the separation is less distinct.
Many physical processes such as laser beam and glow
discharge have been incorporated into CVD processes.

A large number of coatings are now produced
commercially by CVD in the electronics, optical, and
metallurgical industries, and a big database as a result of
intensive research has been accumulated. In this section,
common processes such as thermal chemical vapor
deposition (TCVD), PACVD, and photo-assisted CVD
are described.

B. Fundamentals of Chemical Vapor
Deposition

Owing to the diversity of CVD, thorough understanding
of the processes must go beyond simple reaction
chemistry, particularly for plasma CVD and laser CVD.
A broader range of scientific and technological concepts
is needed for a better understanding of the steps involved
in CVD, thereby making the field highly interdisciplinary.

1. Reaction Types

The versatility of the CVD technique is demonstrated by
the variety of films synthesized by various reaction

schemes such as pyrolysis, reduction, oxidation,
disproportionation of the reactants, and compound
formation. In principle, any controllable reaction with
one or more vapors leading to a solid reaction product
may be used to produce thin films. Even though the
search and design of better reactions are constantly in
progress, some of the more well-known processes are
discussed here [51–71].

Pyrolysis

The pyrolysis process usually comprises thermal
decomposition of metal carbonyls, hydrides, halides, and
organometallic compounds. For example:

 

In this reaction, HI is used as a catalyst to suppress the
codeposition of C.

 

This is known as the Van Arkel process.

 

This is known as the Mond process and used in Ni
smelting for about a century.

Reduction

Hydrogen is usually used as the reducing agent, but
sometimes, active metals such as K, Na, Mg, Zn, Cd, etc.
can also be used as reducing agents. Halides, carbonyl
halides, oxide halides, and other oxidizing agents are
often used. The speed of the reduction reaction in which
metals are used as the electron donor is usually difficult
to control. Important examples of reduction reactions
are [52, 54–58]:

 

These reactions are used in the deposition of epitaxial Si,
which is essential to silicon technology. Refractory metal
films such as W, Mo, Re, and Ir usually used in
microelectronics can also be deposited by reduction
reactions.
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An example of the reduction reaction where a metal is
used as an electron donor is:

 

This method is known as the Kroll process.

Oxidation

Two important oxidation reaction examples are:

 

Amorphous SiO2 (a-SiO2) films are widely used in
microelectronic devices as passivation layer, charge
storage layer of metal-nitride oxide semiconductor
(MNOS) memory devices, and gate dielectrics [59–61].
P2O5 is used to lower the reflow temperature of SiO2

passivating films in silicon devices.
A new CVD technique, atmospheric pressure

combustion chemical vapor deposition (CCVD), has
recently been introduced [62, 63]. The precursors necessary
for CVD reaction are provided by means of a flame [64]. So
far, CCVD has been used to deposit high-melting-point
materials such as Al2O3, Cr2O3, SiO2, CeO2, MgAl2O4,
NiAl2O4, and yttrium-stabilized zirconium (YSZ) [63].

Compound Formation

Silicon carbide (SiC) is a promising material in electronic
and optical devices due to its high thermal conductivity,
high melting point, high breakdown field, high drift
velocity, small dielectric constant, and wide bandgap [65,
66]. It can be deposited via compound formation
reactions. Other kinds of films such as carbide, nitride,
and boride can also be deposited similarly. Examples are:

 

 

Tantalum pentoxide thin films [68–71] can also be
deposited by this method:

 

Disproportionation

In some compounds, especially halides in which the metal
species have mixed valence, disproportionation reactions
take place at elevated temperature. For example:

 

Other metal films such as Al, B, Ga, In, Si, Ti, Cu, Zr, Be,
and Cr can be deposited using similar reactions.

2. Thermodynamic Criteria

Although CVD is a nonequilibrium process controlled
by chemical kinetics and transport phenomena, an
equilibrium analysis is still useful in understanding the
CVD process [54]. Thermodynamic criteria can be used
to predict whether the CVD reaction can take place and
to calculate the gas partial pressure in the equilibrium
state.

The free energy of a substance A is related to its
temperature (T), activity (i.e., its effective concentration)
(aA), and concentration. For 1 mol of A, its free energy
(GA) is given by:

(1)

where R is the gas constant and  represents the
standard molar free energy of A under standard
conditions, and:

(2)

For a reaction of the type:

 

where B, C, E, and F represent chemical species and j, k,
l, and m represent the numbers of moles, the free energy
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change ( ∆G) of the reaction is a thermodynamic function
given by:

(3)

where Gproducts and Greactants are the total free energies of
the products and the reactants, respectively. From Eq.
(2), we obtain:

(4)

where

(5)

∆G0 is the standard free energy change of the reaction
when the initial and final activities are all equal to unity.
At equilibrium ∆G=0, Eq. (4) becomes:

(6)

where aE(equ), aF(equ), aB(equ), and aC(equ) are the equilibrium
activities of substances B, C, E, and F, respectively.

Therefore

(7)

The thermodynamic equilibrium constant (K) is the
equilibrium constant of the reaction. Based on Eq. (6),
Eq. (4) becomes:

(8)

where ai/ai(equ) represents the supersaturation (>1) or
subsaturation (<1) of reaction substance i.

Because the equilibrium mixture of the reaction
corresponds to a state of minimum free energy, a
reversible reaction will take place when ∆G<0, whereas
if ∆G>0, a reaction does not take place spontaneously.

In a CVD reaction, at least one of the reaction substances
is solid (films) and the others are gases. For practical
purposes, it is usually assumed that the pure solid activity is
unity and the partial pressure is used in lieu of the gas
activity. The thermodynamic criteria of reactions discussed
previously can be used to not only predict if a CVD reaction
can take place, but also judge if the CVD reaction takes
place spontaneously and calculate the partial pressure in

equilibrium. Even though the thermodynamic criteria
provide useful information, it does not mean that the
reactions that take place with an increase in free energy
(∆G>0) will not occur under any circumstances. Such a
reaction can occur if energy is provided by an external
source, and this is the reason why many industrial CVD
processes are conducted at elevated temperature. In
addition, many chemical reactions in which ∆G<0 require
the initial application of heat for the necessary activation
energy. In making practical predictions on the likelihood of
a reaction, the activation energy as well as free energy change
must be taken in account.

3. Gas Transport

Transport phenomena such as gas flow, heat radiation and
transfer, and mass transfer are crucial to CVD processes.
They govern the deposition process, film microstructure,
composition uniformity, and impurity levels. Among these
transport phenomena, gas delivery plays a particularly
critical role because other transport phenomena usually
depend on it. In the design of a CVD system, gas transport
phenomena such as laminar flow, turbulent flow, and
convection must be considered thoroughly.

C. CVD Reactor Systems

A CVD system usually consists of a gas handling and
delivering mechanism, reactor, exhaust and by-product
disposal unit, and sometimes a gas recycling system. The
reactor is usually the most important component of a
CVD system.

1. Reactors

There are many different types of CVD reactors and the
common ones are schematically displayed in Figs. 9–
11. Figure 9a–c shows the traditional horizontal
reactors whereas vertical reactors are depicted in Fig.
10a–d [72– 77]. Horizontal and vertical reactors are
mainly used in atmospheric and reduced pressure CVD.
Their symmetrical design enables heat, mass, and gas
transport uniformity. The horizontal reactors have the
advantages of higher productivity and convenience
compared to the vertical ones, but the films deposited
in horizontal reactors are usually less uniform. Figure
9a shows a conventional horizontal atmospheric
pressure chemical vapor deposition (APCVD) reactor.
The cross-sectional shape of horizontal reactors can be
rectangular or circular [72]. The susceptors in these
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reactors are usually slanted at an angle to achieve more
uniform film deposition rates.

To accomplish uniform deposition and film
composition at reasonable rates, or to avoid
contamination, the introduction of precursors is quite
important. The horizontal reactor can be designed such
that the precursors can be introduced in the form of a
molten solid vapor [74, 77]. Figure 9b displays an
example of this kind of reactor for the growth of thick
GaN by the direct reaction method. Before the reaction,
the solid Ga in the susceptor is melted by radiofrequency
(RF) at a frequency around 100 kHz generated by a
solenoid coil [77]. Figure 9c exhibits a multiple-wafer,
low-pressure chemical vapor deposition (LPCVD) reactor
tube. At low pressure, the large mean free path reduces
gas phase interactions that would be more severe under
isothermal conditions, and so multiple samples can be
deposited at the same time.

Figure 10a and b presents typical vertical CVD
reactors operated at atmospheric pressure [78, 80]. The
precursor gases are usually fed either from the top or
bottom of the reactors. However, at the relatively high
temperature used in CVD, buoyancy effects driven by
free convection can become important and disturb the
laminar flow pattern required for deposition uniformity.

This is especially true when large temperature gradients
are present (cold wall systems), unless the forced flow
component is large enough (i.e., high carrier flow and/or
low pressure). In this situation, the reactors can be
designed to have a parallel-flow chimney geometry (Fig.
10c). The chimney reactor possesses the advantage of
reducing the boundary thickness above the susceptor
from x1/2

 to x1/4 (x is the distance from the leading edge of
the susceptor) by utilizing the synergistic effect of the
free convection and forced convection flows [78–80].
This allows the use of smaller carrier gas flows compared
to other reactor configurations. In addition, under

Figure 9 Traditional horizontal reactors: (a) conventional
horizontal CVD reactor; (b) horizontal reactor with a
pot as vapor source; and (c) multiple wafer in tube LPCVD
reactor. (From Refs. 72–77.)

Figure 10 Typical vertical CVD reactors: (a, b) typical
vertical CVD reactors; (c) a parallel flow chimney CVD
reactor; and (d) CVD reactor used for the production of
composites ceramic particles. (From Refs. 78–81.)
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identical processing conditions, this enhances diffusion
and uniformity.

Figure 10d shows a more modern vertical, double-
tubular CVD reactor used mostly for ceramics [81]. The
component inside the inner tube works as the reactor,
and the part between the outer and inner tubes serves as
a heat exchanger for the introduction of heated inert gas.
Deposition is usually conducted with two streams of
reactant gas and solid, one comprising fine particles
suspended in a reactant gas mixture diluted with Ar and
the other composed of a heated inert gas. The cool fine
particles/reactant gas mixture and heated inert gas are
mixed at the top of the reactor and a homogeneous
nucleation reaction occurs to produce ultrafine powders
in the vicinity of the particles.

The horizontal and vertical reactors are typical
especially in APCVD, and the heat, mass, and gas flow
must be considered in the hardware design. There are
many variations of basic configurations and they are also
displayed. Figure 11a depicts a barrel reactor used
primarily for silicon epitaxy [50]. Figure 11b is a pancake
CVD reactor capable of multiwafer planetary motion
[50]. It is also extensively used in silicon technology.
Figure 11c and d shows the schematic diagrams of
parallel plate-type reactors [82]. In Fig. 11c, the upper
plate consists of a showerhead with small holes where
gases enter the reactor and a baffle that contains larger
holes is installed in the middle of the showerhead. This
type is one of the most widely used reactors in CVD. The
transport phenomena are governed by a variety of

Figure 11 Typical CVD reactor configurations: (a) barrel reactor; (b) pancake CVD reactor; (c) parallel plate-type
reactor; and (d) catalytic parallel plate-type reactor. (From Refs. 50, 82, and 83.)
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mechanisms including convection, diffusion, external
forces, and inertia.

Figure 11d depicts a recently developed catalytic
chemical vapor deposition (Cat-CVD) apparatus for Cat-
CVD, often called hot wire CVD [75, 83–85]. Catalytic
chemical vapor deposition is a relatively new technology
to obtain device-quality thin films at low substrate
temperature without using plasma. In this method, gases
are decomposed by catalytic cracking reactions with a
heated catalyzer placed near a substrate. These species
are transported to the substrate and film deposition is
performed at low substrate temperature. This process can
also accommodate large samples simply by enlarging the
area of the catalyzer. The reactor used in Cat-CVD is
usually a modified reactor of other traditional CVD
reactors. As shown in Fig. 11d, a showerhead is attached
to the top flange of the chamber to introduce the gaseous
species and a ceramic frame with a tungsten wire used as
the catalyzer is also installed on this top flange.

2. Reactor Design

The reactor is the heart of a CVD system and its malfunction
or failure has disastrous consequences [50], especially for
thermal CVD reactors operated at atmospheric or near-
atmospheric pressure. The most important criterion of CVD
reactor design is film uniformity. Hence, the following
factors must be considered:

1. Avoiding nucleation in the gas phase: Substrate
temperature, reactor pressure, and gaseous
composition influence nucleation.

2. Efficient transport of reacting gases by either diffusion
or flow to the substrate surface: Laminar flow,
turbulent flow, and convection of reacting gases must
be considered.

3. Heat transport and radiation: It must be efficient and
uniform.

4. By-products: They must be vented properly without
deleterious effects on the deposition and the
environment.

There have been numerous modeling studies on CVD
reactors [50, 55, 86–110]. Modeling is an effective way
to combine experimental results with physics to optimize
the design of reactors. Another means is to combine CVD
models with computational fluid dynamic models and
results of smaller-scale experiments to design industrial
reactors. This is analogous to chemical engineers using
results from individual experiments to determine the
kinetics of catalytic reactions in order to scale up packed-
bed reactors [111].

D. Metal-Organic Chemical Vapor Deposition

Nearly all kinds of metal and nonmetal elements and their
compounds can be deposited by CVD. Metal-organic
chemical deposition (MOCVD) is an important method
used for the deposition of metals and their compounds.
MOCVD has also been called organometallic chemical
vapor deposition (OMCVD). The more widely accepted
term MOCVD is used to emphasize that the metals are
transported by organometallics in the deposition process
[50].

With the exception of special precursor gases, the
reaction thermodynamics and reaction mechanism are
similar to those in thermal CVD process. The mostly used
metal-organic precursor gases are alkyls and hydrides,
and their physical properties are as important as their
chemical properties.

E. Plasma-Enhanced Chemical Vapor
Deposition

Plasma-enhanced chemical vapor deposition (PECVD),
which is also called PACVD, has been used for many
years. It has many advantages:

1. Lower substrate temperature: Lower substrate
temperature is one of the most utilized merits.
Conventional CVD commonly requires high
temperature on the substrate and sometimes in the
gas as well. It is thus normal that CVD processes are
carried out at temperatures higher than 600°C.
However, high temperature deposition may not be
compatible with polymers, heat treatment bearings,
aiguilles, and some cutting tools that cannot bear high
temperature. Some low-melting-point metal films can
also not be deposited at high temperatures. In this
case, PEVCD, taking advantage of the high reactivity
of plasma, can enhance the reaction without the need
to resort to a high temperature.

2. Higher deposition rate and better deposition rate
control: When the precursors are in the plasma, they
become more reactive and some of them are ionized.
A negative bias applied to the substrate will
significantly enhance the arrival rate of the ionized
precursors. Thus, sample voltage can be used to
optimize the process and PECVD boasts of a higher
deposition rate than LPCVD.

3. Fabrication of novel films and improvement of film
microstructure: PECVD can improve the film
microstructure and produce novel structures due to
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special plasma properties and plasma-materials
interactions. The plasma environment in PECVD
performs two basic functions. Reactive chemical
species are formed by electron impact or other
mechanisms to overcome the kinetic limitations
intrinsic to nonplasma CVD processes. The plasma
supplies the energy to produce positive ions, metastable
species, electrons, and photons, and all of them can
take part in the CVD reactions. Ion bombardment also
changes the surface chemistry, and the combined
processes enable the synthesis of novel films and
different microstructures.

The typical disadvantages of PECVD include lack of
substrate selectivity, poorer conformability, and possibly
plasma-induced substrate damage.

1. Classification of PECVD

PECVD is conducted in concert with PVD in many
applications because of the same plasma creation
methods. Classification of the PECVD methods is usually
based on plasma production methods. The most widely

used plasma creation method is by subjecting gases to an
alternating electric field at high frequency. Frequency is
an important factor influencing the characteristics of
plasma.

By subjecting the gas to an RF electric field, the
PECVD process is called RF-PECVD (Fig. 12a and b)
and if microwave is used, it is called microwave plasma-
enhanced chemical vapor deposition (MW-PECVD) (Fig.
12c). By applying a powerful magnetic field of 800–1200
G in conjunction with the MW discharge, the plasma
generated by the resonance of MWs and electrons has a
high dissociation rate even at lower pressure. This process
is called electron cyclotron resonance chemical vapor
deposition or ECR-PECVD (Fig. 12d) [50, 54, 112, 113].

RF-PECVD is usually operated at frequencies between
50 kHz and 13.56 MHz and at pressures between 0.1
and 2.0 Torr. The plasma density is typically between
108 and 1012 cm-3, and the fastest electrons may possess
energies as high as 10–30 eV [54, 112, 114]. According
to the power coupling methods, it can be subclassified
into capacitively coupled RF-PECVD and inductively
coupled RF-PECVD. Figure 12a shows an asymmetric

Figure 12 Typical PECVD reactors: (a) parallel plate capacitively coupled RF-PECVD; (b) inductively coupled RF-
PECVD; (c) MW-PECVD; and (d) ECR-PECVD. (From Refs. 50, 54, 112, and 113.)
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capacitively coupled system whereas Fig. 12b is an
inductively coupled RF-PECVD reactor.

MW-PECVD is typically operated at a microwave
frequency of 2.54 GHz. Figure 12c shows a MW plasma
reactor with horn antennae used as the MW-PECVD
excitation component [113]. The excitation component
can be an antenna, standing wave applicator, or traveling
wave applicator, and it can be operated in a continuous
wave or pulsed mode. The cost of power generation is
usually not high [112] because microwave sources
(similar to those used in microwave ovens) operated at
2.45 GHz are mass-produced. In general, it can be
operated between 400 MHz (2R=100 mm; R is the
discharge radius) and 2.45 GHz (2R=10 mm) [112, 115,
116]. The gas pressure ranges from a few tenths of a
pascal to above atmospheric pressure. The plasma density
in surface wave discharge can be as low as 108 cm-3 in the
low-pressure and low-frequency range, and can be as
large as 1015 cm-3 at atmospheric pressure [112, 115,
117].

The ECR conditions take place at the standard
frequency ω/2π=2.54 GHz and resonance field strength
of 87.5 mT. The plasma produced in the ECR region
drifts along the magnetic field lines in the chamber where
the substrate can be biased independently. Plasma
densities between 1010 and 1012 cm-3 can be achieved in
the source region at an argon pressure of 0.1 Pa [118].

PECVD reactors can be designed to operate under
different modes. Owing to the difference in working
pressure, the deposition apparatus can be designed to be
a MW-PECVD and ECR-PECVD system [119] by
moving the substrate heater holder (Fig. 13a) up or down
(i.e., the apparatus can be employed as an MW-PACVD
system in the medium-pressure to high-pressure region
as well as an ECR-PACVD system in the low-pressure
region). By applying an RF-biased voltage to the substrate
holder, a dual-mode PECVD system can be developed.
Figure 13a and b shows the schematic diagrams of the
MW/RF and ECR/RF-PECVD systems, respectively [113,
120].

Figure 13 Dual-mode PECVD systems: (a) MW/ECR-PECVD; (b) MW/RF-PECVD; and (c) ECR/RF-PECVD. (From
Refs. 113, 119, and 120.)
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Depending on the electric field exerted on the
precursor gases, PECVD can be subclassified. For
example, considering the substrate position, PECVD
can be subclassified into remote PECVD and direct
PECVD [54, 121]. The schematic diagrams of remote
PECVD and direct PECVD are shown in Fig. 14a and
b, respectively. When the substrate is placed outside the
plasma generation region (Fig. 14a), it is called remote
PECVD or indirect PECVD [54]. In this mode, the
precursor gases are fed into the plasma generation
region, excited, ionized, and finally dissociated in the
plasma. Other precursor gases can be fed directly to the

surface of the substrate (i.e., not all of the processing
gases are subject to direct plasma excitation) [113, 122,
123]. This technique is expected to produce promising
results because it can take advantage of the wide
variation of plasma chemistry and does not induce any
damage to the substrate surface due to ion
bombardment.

Direct PECVD is illustrated in Fig. 14b. All the gases
(precursor gases and carrier gases) are fed into the
chamber, and the substrate is placed inside the plasma.
In both remote PECVD and direct PECVD, RF, MW, or
other kinds of plasma excitation can be used. Figure 14c

Figure 14 Schematic graphs of remote and direct PECVD: (a) remote PECVD; (b) direct PECVD; (c) remote MW/RF-
PECVD; and (d) remote RF-PECVD. (From Ref. 113.)
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and d illustrates two examples of remote PECVD systems
where the plasma are excited by MW and RF, respectively
[113].

2. Thin Film Deposition by PECVD

PECVD utilizes chemical reactions under nonequilibrium
conditions to fabricate coatings by means of distinct
current glow discharges or high-frequency plasmas.
Many types of films including dielectric and refractory
materials can be deposited, and they are used in many
applications and industries such as solar cells,
semiconductors, and superhard and lubricant coatings.
A summary is presented in Tables 5–7.

F. Photo-Assisted Chemical Vapor Deposition

1. Mechanism of Photochemical Vapor Deposi-
tion

Thermal CVD and PECVD have been most widely
investigated and used in the industry. Either thermal
energy or plasma energy, or both are used in these CVD

processes. Another source of energy, light energy, can also
been used in CVD. The technique is called photoassisted
CVD. The photo reactions in PACVD can be classified
as photothermal reactions in which pyrolysis is achieved
by localized heating of the substrate or photochemical
reactions in which photolysis of the vapor phase or
absorbed constituents plays an important part.

The photothermal reaction mechanism is shown in
Fig. 15. The substrate is immersed in a gas or mixture of
gases. The substrate is heated optically and the precursor
molecules are decomposed when the surface temperature
exceeds a critical value that varies with the materials and
gases. The decomposed gases form the thermal
dissociation layer and the film is formed on the substrate
surface. Because a laser is usually used to provide the
thermal dissociation heat energy, this approach is also
known as laser chemical vapor deposition (LCVD) [154].
The films can only be deposited in the local heated area
and LCVD is similar to conventional CVD in this respect.
LCVD is subject to the physical properties of the
substrate and precursor gases. The substrate must have a
melting point higher than the decomposing temperature
of the gases, and the substrate should have a higher laser
absorption rate and lower thermal conductivity. The

Table 5 Properties of Hard Coating Materials with Ionic Bonds

Source: Ref. 20.

Table 6 Physicochemical Properties of Hard Coating Materials

M=metallic bond; C=covalent bond; I=ionic bond.
Source: Ref. 20.
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Table 7 Examples of Films Fabricated by RF-PECVD
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gases in the reactor should be transparent at the selected
laser wavelength [54, 154]. They should not be
dissociated optically and eventually fragmented by
thermal processes.

LCVD has the advantage of being a direct writing
technique. By focusing the laser beam to microspots or
nanospots, small patterns can be produced by LCVD
directly [155, 156]. By taking advantage of the pulsing
nature of laser, the film can be deposited on thermally
sensitive substrates on which deposition by other thermal
CVD processes is difficult.

The photochemical vapor deposition mechanism is
shown in Fig. 16. The energy of ultraviolet (UV) and
visible photons (~2–6 eV) is often sufficiently large that
chemical bonds in polyatomic molecules can be broken
by absorption of one or two photons in a localized area.
Although photochemical reactions can occur using UV
lamps, UV lasers are more efficient and accurate. The
precursor gas is selected according to its absorption cross-
section at the wavelength of the laser. In order to obtain
reasonable deposition rates, a one-photon absorption
mechanism is recommended. The absorption of optical
radiation by a gas of number density N (per cubic
centimeters) and path length L is, at low intensities,
governed by the Beer-Lambert law [154]:

(9)

where Ii and It are optical intensities (W cm-2) incident
upon and transmitted by the gaseous medium,
respectively, and σ is the absorption cross-section
(generally expressed in square centimeters) of the gas.
Equation (9) is valid only when the precursor molecule
absorbs a single photon from the optical source beam.
Multiphoton absorption varies nonlinearly with the
source intensity I and is usually significant only for I 105–

106 W cm-2 [54, 154]. Many gases have a large absorption
cross-section and can be used in photochemical CVD.

The main merit of photochemical CVD is that the
photochemical reaction can be carried out at a low
temperature because it is excited by photons. Besides,
the substrates, whether transparent or not, can be used
in the process. The disadvantage is that the deposition
rate of photochemical CVD is usually low. However, with
the introduction of more powerful and reliable lasers such
as excimer lasers, photo-assisted CVD is becoming a
more attractive technique in thin film deposition.

In photo-assisted CVD, because photons are used to
supply energy, liquids can be used as precursors. This
method is called laser-induced chemical liquid-phase
deposition (LCLD) when the laser is used as the photon
source. LCLD offers many advantages such as laser-
induced forward transfer (LIFT), pulsed laser deposition
(PLD), and laser-assisted chemical vapor deposition
(LCVD). LCLD is time-effective and cost-effective
because vacuum tools and special pretreatments are not
required. The liquid chemicals used in precursors are
usually harmless and easy to handle [155].

2. Films Deposited by Photo-Assisted Chemical
Vapor Deposition

Although photo-assisted CVD is still in its infancy, the
quality of the metal, semiconductor, and dielectric films
fabricated by this technique is being improved at a rapid
pace [54]. This is especially true for semiconductor and
optical films. This process offers deposition of thin films
with good quality at a low temperature and with better
control of film composition and deposition area. For
example, silicon nitride can be deposited at 200°C by
PACVD, whereas the deposition temperature is 850°C and
400°C by thermal CVD and PECVD, respectively. A partial
list of PACVD studies in recent years is shown in Table 8.

Figure 15 Schematic graph of photothermal CVD
reaction.

Figure 16 Schematic illustration of photochemical CVD.
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G. Summary

CVD processes are not restricted to traditional chemical
reactions. Different mechanisms such as photon, phonon,
plasma, and heat can be used to dissociate the precursor
molecules. Traditional CVD processes are important to
modern industries such as electronics, mechanical,
biomaterial, chemical, aeronautic, and astronautic
industries. It should be emphasized that reactions in CVD
are not limited to the gas phase, and reactions can also
take place on the substrate surface. Many intermediate
and transitional reactions may occur. Although most
CVD reactions are in nonequilibrium, the
thermodynamic criteria facilitate the understanding of
the reactions and reaction directions. Because the CVD
reactor is the heart of the CVD system, different types of
reactors are summarized in this section.

PECVD and PACVD are important commercial CVD
processes. PACVD is usually subclassified according to
plasma generation methods. Various plasma reactors are
discussed in this section. PACVD can also be subdivided
based on different reaction mechanisms. The reactions
in PACVD can be classified as photothermal, when
pyrolysis is achieved by localized heating of the substrate,
and photochemical, in when photolysis of the vapor
phase or absorbed constituents plays an important part.
The reaction mechanisms of these two reactions are
briefly described.

III. ION IMPLANTATION

A. Fundamental

Compared to vapor deposition processes such as PVD
and CVD, ion implantation has some unique advantages

as a metallurgical design tool. During vapor deposition,
the processes of adsorption, nucleation, island formation,
and film growth are more or less dictated by equilibrium
dynamics. Nonstoichiometric metastable phases are
sometimes difficult to produce. In contrast, ion
implantation is independent of chemical solubility, and
usually being a room-temperature or low-temperature
process, dopant diffusion tends to be minimal. During
ion implantation, atoms or molecules are ionized,
accelerated by an electrostatic field, and implanted into
a solid. In this way, a myriad of ion-substrate
combinations is possible [170]. The acceleration energy
is typically between a few hundred electron volts (for
shallow junction formation in semiconductors) and
several million electron volts. The penetration depth of
the incident ions depends upon not only their energy, but
also upon mass, charge state, and atomic mass of the
solid. The in-depth distribution of implanted ions can be
approximated by a Gaussian distribution with a
projected range Rp and standard deviation ∆Rp described
as follows:

(10)

The peak or maximum dopant concentration is given by:

(11)

where Ndose is the implant dose.

B. Techniques and Equipment

Ion implantation introduces energetic ions to modify the
structure of materials or to fabricate new materials. The

Table 8 Examples of Films Fabricated by MW-PECVD

Copyright © 2004 by Marcel Dekker, Inc.



Surface Engineering Methods 813

ions are generated using duoplasmatron-type ion guns
or other forms of plasma [5]. Depending on the source of
ions and the ways implantation is conducted, the
technique can be categorized as beam line or plasma
immersion [171–173]. Both techniques have pros and
cons, and the former technique is more widely used,
especially in the microelectronics industry.

Figure 17 depicts a schematic illustration of a typical
beam line ion implanter used in the semiconductor
industry [170]. It consists of several major components:
ion source, extracting and ion analyzing mechanism,
accelerating column, beam scanning system, and end
station. The ion source contains the implant species in a
solid, liquid, or gaseous form, as well as an excitation
system to ionize the species. The ion source produces an
ion beam with a small energy spread enabling high mass
resolution. Ions are extracted from the ion source and
mass-selected using either a quadrupole or magnetic mass
analyzer. In the preanalysis mode, only the mass (m/e)-
selected ions are injected into the accelerating column. In
a system operating in the postanalysis mode, the ions are
accelerated to full energy before being mass-separated.
To ensure uniform implantation into the substrate, the
ion beam is scanned by x, y electric fields, or the substrate
is mechanically rastered while the ion beam remains

stationary. The ion current is measured by a Faraday cup
consisting of a mechanism to compensate for the emitted
secondary electrons from the detector.

Figure 18 depicts a prototype plasma immersion ion
implanter [174]. The system is designed for general R&D
applications, metallurgy, tribology, surface modification,
and fabrication of novel materials. Using the RF plasma
source in conjunction with the internal antenna system,
the plasma density achieves excellent uniformity both
radially and axially. Hot filament glow discharge can also
be used to produce nonreactive gaseous plasma such as
nitrogen. This system incorporates two types of metal
sources, including four metal arc sources and a sputtering
electrode, so that multiple metal deposition and
implantation steps can be performed in succession in the
same equipment without exposing the samples to air. The
implantation dynamics can be described by a series of
processes. When a negative voltage—V0 relative to the
grounded chamber wall is applied to the sample
immersed in a plasma sustained by an external source,
electrons near the surface are driven away on the time
scale of the inverse electron plasma frequency ,
leaving ions behind to form an electron-depleted ion
sheath. Subsequently, on the time scale of the inverse ion
plasma frequency , ions within the sheath are

Figure 17 Schematic illustration of an Extrion medium current implanter: maximum energy is 200 keV and maximum
current is 1.5 mA: (1) wafer (target position); (2) target chamber; (3) beam mask; (4) lens and scanner box; (5) X-
scan plates; (6) Y-scan plates; (7) quadrupole lens; (8) acceleration tube; (9) variable slit; (10) resolving aperture; (11)
terminal enclosure; (12) high-voltage terminal; (13) analyzer magnet; (14) ion beam; (15) source magnet; (16) ion
source; (17) ion source power supplies; (18) gas box; (19) control console; (20) corner Faraday cups; and (21) main
Faraday cup. (From Ref. 170.)
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accelerated into the biased samples. The consequent drop
in the ion density in the sheath drives the sheath edge
further away, exposing new ions on the way and causing
them to be accelerated toward the sample and implanted.
The time evolution of the transient sheath determines the
implantation current and ion energy distribution. On a

longer time scale, the system evolves into a steady-state
Child law sheath [175].

Conventional ion beam ion implantation (IBII) and
plasma immersion ion implantation (PIII) are fundamen-
tally different and have different applications. PIII has
the following unique features compared to IBII:

Figure 18 Schematic of the CityU PIII equipment: (1) RF antenna; (2) radial Langmuir probe; (3) sputtering electrode;
(4) shutter; (5) liners; (6) chamber wall; (7) permanent magnets; (8) temperature measurement module; (9) RF
plasma chamber; (10) gas inlet; (11) RF generator; (12) axial Langmuir probe; (13) trigger; (14) MEVVA plasma
sources; (15) arc power supplies for MEVVA plasma sources; (16) filament power supply; (17) discharge bias power
supply; (18) chamber; (19) ionization gauge; (20) gate valve; (21) turbo pump; (22) CT; (23) roots pump; (24) rotary
pump; (25) valve; (26) oil barrel and HV feedthrough; (27) oil cooling system; (28) pulse modulator; (29) DC HV
power supply; (30) mass flow meter; (31) gas feeding system; (32) Pyrex cylinder; (33) HV target stage; and (34)
target. (From Ref. 174.)
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1. Target shape: Due to the immersion characteristics,
PIII is suitable for samples with irregular geometries
without the need for complex beam scanning or
sample manipulation. In contrast, IBII is more
suitable for planar target due to lineof-sight nature,
and implant uniformity across the samples is
determined by sophisticated beam or sample
rastering. Some geometrically complex samples, such
as the inner surface of a long cylindrical bore, are
very difficult to implant using IBII. On the other
hand, experiments and simulations have
demonstrated the feasibility of inner surface PIII [176,
177].

2. Sample throughput: Being a parallel process (i.e.,
implantation time independent of sample size), the
sample throughput of PIII is better than that of IBII,
particularly at high plasma density. Multiple targets
can be simultaneously implanted in a single PIII
process.

3. Surface reaction and adsorption: The overlying plasma
in PIII gives rise to surface reactions and adsorption
that do not usually occur in IBII. This may be favorable
for processes such as nitriding, but may cause
deleterious effects if the plasma contains chlorine or
other undesirable elements.

4. Ion species: With the absence of ion filtration, all ions
in the plasma are coimplanted in PIII. Therefore,
quality control and process optimization can be
relatively difficult. In comparison, a single species is
usually implanted in IBII.

5. Dose control and monitoring: It is easier to control
and measure the implant dose in IBII, but it is more
difficult in PIII in which the measurement current is
composed of not only the incident ion current but also
the secondary electron current, which is very difficult
to determine accurately. To exacerbate the situation,
the incident dose also depends on the pulse shape,
voltage, ion mass, plasma density, and other
parameters [178].

6. Ion distribution: The ion depth distribution in IBII is
approximately Gaussian because the ion beam is
mass-to-charge and energy-selected. However,
broadening of the ion energy spectrum inevitably
occurs in PIII due to plasma sheath expansion as well
as the finite voltage pulse rise and fall times.
Consequently, a non-Gaussian distribution with a
significant low-energy component is frequently
observed.

Ion acceleration in IBII is through biased grids or lenses,
whereas ion acceleration in PIII occurs via the plasma

sheath formed by the negative voltage on the sample.
Hence, implantation of insulating samples can be
difficult. In addition, although high-energy IBII (MeV) is
quite routine, hardware limitation makes PIII above 250
kV a big challenge [179]. Higher-voltage operation in
PIII also requires more substantial x-ray shielding, larger
sample chamber, and large power supplies that can cope
with the high secondary electron yield at high voltage.

C. Ion Species and Dose

1. Ion Species

Appropriate changes of the surface properties of metallic
materials are obtained by the proper selection of
elements, implant dose, energy, as well as temperature of
the implanted surface [5, 180–182]. Ion implantation can
modify the mechanical, chemical, and/or electrical
properties of the materials.

When conducted properly, ion implantation has a
positive effect on tribological properties of the implanted
materials. Table 9 shows the different choices of implant
species for different substrates with respect to the
enhancement of tribological properties. Among the
various elements, nitrogen is most widely investigated in
metallurgical applications such as steels due to the
simplicity of the process, effectiveness, and relatively
well-understood mechanism. The improvement in
tribological properties can be attributed to multiple
effects described as follows:

1. Surface hardening effect: The surface hardness in the
near-surface region of materials can be substantially
increased after proper ion implantation. It is typically
due to the formation of compressive stresses,
impediment of dislocation movement, and formation
of precipitates. For nitrogen implantation, this surface
region generally consists of a large volume fraction of
precipitates dispersed in a matrix of the substrate
material. The precipitate volume fraction varies with
depth below the surface in accordance with the atomic
concentration profile of the implant species. The high
hardness of these precipitates translates significantly
to the strength of the surface [112].

2. Effect of ductility improvement [5]: Heavy metal ions
(e.g., Sn and Mo) can smoothen the surface without
spalling, form a solid lubricating zone (e.g.,
implanting Sn, Mo, S, Mo+S, N+Ca, and N+Mo), or
actually produce a layer of high lubricity to combat
wear (e.g., Cr).
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The corrosion resistance of metallic materials can also
be improved by ion implantation, and the main elements
are N, Cr, Al, Ta, Y, and Sn, as shown in Table 10. Ar,
He, Xe, Cu, Ni, and Mo are also beneficial [5]. Wolf
[182] has reviewed the development of ion implantation
with respect to corrosion resistance. It can be
chronologically divided into three periods: (1) gold age
or age of optimism (1973–1984); (2) iron age or age of
pessimism (1985–1991); and (3) new era or realism
(1991-present). The conclusions are as follows: (1)
nitrogen implantation (1×1017 cm-2) is not very effective
for corrosion reduction; (2) elements with more negative
corrosion potentials than iron such as Zn are ineffective;
(3) chromium is only useful in concentrations of 20% or
higher, corresponding to 1×1017 cm-2; and (4) only Zr
and Ti are candidates for long-term corrosion protection
with peak current densities below 1 mA cm -2

2. Ion Dose

In addition to the ion species, the ion dose plays a crucial
role in ion implantation. The ion dose affects the
properties of the materials and there is a maximum
retained dose on account of surface sputtering. The
optimal dose is determined by materials requirements as
well as implantation physics. For metals, a nitrogen dose
of 1017 cm-2 is required for tribological applications, but
a higher dose is required for the improvement of
corrosion resistance. As another example, the highest
surface hardness of nitrogen implanted WC–Co may be
achieved at a dose of 1.5×1017 cm-2, and lower or higher
doses lead to a decrease in hardness, as shown in Fig. 19
[187]. The surface properties are thus a function of
incident ion dose. As reported, for doses up to
approximately 1016 cm-2, only marginal improvements

Table 9 Examples of Films Fabricated by ECR-PECVD
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Table 10 Films Gained by PACVD
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in wear resistance are observed. In this dose regime, solid
solution strengthening and dislocation entanglements are
the primary hardening mechanisms. However, their
effects are mild, at least for the gaseous species used in
PIII. Significant wear resistance improvements are
observed in the retained dose range of 1017–1018 cm-2, a
regime in which second-phase strengthening becomes
important. For doses approaching 1018 ions cm-2,
however, substrate sputtering limits the maximum
implant concentration. Excessive sputtering may also
lead to surface roughening, which may enhance wear
debris formation. At these high doses, precipitates may
also coalesce to form a film on the surface. Delamination
or brittle fracture of the film can become dominant,
reducing the wear resistance, especially if the substrate is
soft compared to the film. In general, an implant dose in
the range of 3–6×1017 cm-2 results in optimal wear
resistance improvements [112].

The retained dose, the net dose after taking into
account sputtering, is a critical parameter and is related
to the ion species, substrate materials, incident angles,
sputtering rates, and other factors. Zhang and Wu [188]
have proposed a simple analytical model without
considering chemical reaction effects:

(12)

where Φ0 is the saturation dose, n0 is the atomic density
of substrate material, and Y is the sputtering coefficient.
A higher implantation energy can increase the retained
dose due to a larger Rp and ∆Rp and smaller Y [189], as
shown in Table 11.

The retained dose of nitrogen implanted into metals is
also affected strongly by the formation of compounds
[190]. As shown in Fig. 20, the more negative the heat of
nitride formation is, the higher is the retained dose.

D. Implantation Energy

Implantation energy is a very important parameter. It
affects the depth profile of the implanted species, defect
formation, and thermal dynamics. In metallurgical
applications, high energy is usually preferred due to the

Figure 19 Surface microhardness of nitrogen-implanted
WC-Co substrate. (From Ref. 187.)

Table 11 Implanted Ions Improving Tribological
Properties

Figure 20 Relationship between the retention rate of
nitrogen and the heat of formation of nitride for various
nitrogen-implanted metals. (From Ref. 190.)
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inherently shallow implantation layer, but it is not
universally true [e.g., in synthesizing compound films
using ion beam-assisted deposition (IBAD)]. Hence,
implantation energy must be chosen carefully by
considering the interrelationship between material
properties and ion beam interactions with the substrate
as well as limitations in implantation hardware. The role
of the ion energy in different implantation techniques is
discussed here.

1. Low-Temperature Ion Implantation

The ion energy determines the location, distribution, and
concentration of implanted ions. The ion range and
distribution can be calculated using simulation pro grams
such as TRIM [191]. In order to achieve the best results
such as thicker modified zone and multiple ions, energies
may be needed [192]. Although this process can be time-
consuming for conventional ion beam ion implantation,
it is a niche advantage of PIII in which multiple species
usually exist in the plasma and variation of the
implantation energy is relatively easy. The finite rise and
fall times of the voltage pulse in PIII may be beneficial in
some applications, and as shown in Fig. 21, a single PIII
process can yield a broad distribution that would require
multiple steps in IBII.

2. Elevated Temperature Ion Implantation

Elevated temperature is frequently used to enhance
thermal diffusion in order to thicken the modified layer
if the substrate can tolerate a higher temperature. In this
case, the depth profile is more influenced by the thermal

budget than implantation energy, and a lower
implantation voltage is sometimes preferred provided
that the ions possess sufficient energy to penetrate the
surface barrier to reach the bulk of the materials [193].
Experimental results have demonstrated that the optimal
voltage is about 1 keV for ion beam nitriding, as shown
in Fig. 22 [194].

3. Ion Mixing

Ion mixing plays a particularly important role in film
adhesion. Thus, the ion energy must be adjusted with
respect to the thickness so that the projected range is
comparable to the depth of the interface region below
the surface layer [195]. The thickness of the mixed layer
increases with higher ion energy ions up to a threshold
energy, after which saturation is observed. This threshold
energy varies with ion species, but the rule of thumb is
that the thickest ion mixed zone is formed when the
projected range is about twice that of the film thickness.
Heavier ions are also more effective in mixing the
interface [196].

4. Plasma Immersion Ion Implantation

The depth profile in PIII does not usually resemble that
of IBII because of multiple species in the plasma and the
high voltage waveform (finite rise and fall times) in the
pulsed mode. A depth profile skewed toward the surface
and exhibiting a broader peak can be attributed to
plasma-induced surface reactions such as adsorption
and low-energy ion implantation [197]. Hence,
optimization of the surface profile is more difficult, but

Figure 21 Nitrogen depth profile in iron by PIII for different
voltage pulse rise times: 0.5, 1.0, 3.0, and 5.0 µsec.

Figure 22 Effect of implantation energy on critical load
of treated stainless steel. (From Ref. 194.)
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as aforementioned, there are some advantages with a
broadened distribution.

E. Formation of Thicker Layers

Although ion implantation possesses many advantages
in metallurgical design, one of its major drawbacks is the
shallowness of the implanted ions, and consequently, the
thinness of the modified layer as shown in Tables 12–14
using nitrogen implantation as an example. Hence, the
acceptance of ion implantation by nonsemiconductor
industry has been limited. A feasible solution is to
combine ion implantation and other techniques, for
instance, at elevated temperature and/or to combine ion
implantation with ion beam-assisted deposition.
Recently, a “long-range” effect favoring the formation
of a thicker modified layer has attracted attention in high-
energy-density ion implantation [198, 199].

1. Ion Beam-Assisted Deposition

Deposition processes such as PVD and CVD are more
effective in synthesizing a thicker layer, but the weaker
film-substrate adhesion strength may hamper its
performance. Ion stitching during the deposition
processes has experimentally been proven to be an
effective approach. Atomic mixing blurs the interface and
consequently increases the sticking force. The ion flux,
ion species, and bombardment energy must be optimized
in order to achieve the desired surface morphology,
internal stress, structure, and mixed zone.

2. Elevated Temperature

The modified layer thickness is dictated by the ion energy
in low-temperature ion implantation, but in elevated-
temperature ion implantation, it can be increased

substantially. For example, the thickness of plasma-
nitrided zone can be on the order of millimeters in spite
of the low ion energy. As shown in Fig. 23, the high
temperature spurs thermal diffusion of the implanted
ions. Direct nitrogen incorporation under an electric field
instead of surface reaction and adsorption rapidly
increases the nitrogen surface concentration, which in
turn accelerates nitrogen diffusion into the bulk of the
substrate. This is very important for rapid strengthening,
and high efficiency can be accomplished even at low
temperature. This technique is particularly important for
metals with a lower temper temperature and metals that
are difficult to nitride using the conventional method such
as aluminum and stainless steel.

3. Intense Pulsed Ion Beam (IPIB)

This technique combines the advantages of flash annealing
and ion implantation [198, 199]. The typical operating
parameters are as follows: irradiation energy of 105– 106

eV, pulse width of 10–1000 nsec, power intensity of 106–
109 W cm-2, pulse energy flux of 1–50 J cm-2. The irradiation
dose is generally less than 1.0×1014 cm-2. Figure 24 shows
the phenomena occurring on the nearsurface of the
irradiated substrate [198]. Using a high power intensity, the
surface heating and cooling rates may be up to 1010 K sec-1,
which is sufficiently high to promote mixing, rapid diffusion,
formation of nanocrystalline or amorphous surface layers
[199], and generation of shock stress and defect structures.
Consequently, the hardened zone can be as thick as several
hundred microns [200] that is orders of magnitude larger
than the ion range. It has been observed that a “longrange”
implantation effect occurs in metallic materials with a low
yield point or high plasticity and with a small dislocation
density in their initial state prior to ion implantation [200].

Table 12 Implanted Ions Improving Corrosion Resistance

Source: Ref. 5. 

Table 13 Maximum Retained Implant Dose of Nitrogen
into Some Metals
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Due to a small ion dose and weak effect of conventional
ion implantation, IPIB is more suitable for surface
modification of materials vulnerable to structural defects.

F. Contamination

Ion implantation-induced contamination is a critical issue
particularly in semiconductor applications. Reduction of
contamination levels has been an area of active research
in silicon technology [201, 202]. As reviewed by Ryssel
and Frey [202], there are different possible contamination
sources in a traditional ion beam implanter. Ions
impacting apertures or walls of the vacuum system
sputter atoms from these surfaces and they can be
redeposited or reimplanted into the wafers. These also
include the sample holder and parts that hold the wafers.
Another contamination source is the ion beam itself. A
number of undesirable events can happen before the ion

beam impinges into the wafers. For instance, a portion
of the beam can be neutralized, ions can change their
charge states, and molecular ions can dissociate due to
scattering. This results in energy contamination, giving
rise to inhomogeneous doping both laterally and in-
depth. Particles are another major contaminants in ion
implanters.

Compared to conventional IBII, PIII possesses more
serious contamination problems. The immersion nature
of PIII increases the sputtered surfaces including all
negatively biased areas of the sample chuck and, to a
smaller extent, the inner wall of the vacuum chamber
[203–205]. Another contamination source is the reaction
of immersion plasma with the top surface of the
substrate. For example, surface oxidation of silicon is
inevitable in an overlying oxygen plasma.

The same can be said about metals although the
surface properties are not as sensitive to traces of
contamination elements as semiconductors. In metal ion
implantation, the biggest contamination-related problem
is surface oxidation or carburizing particularly in PIII
due to the non-ultra-high vacuum (UHV) operation and
plasma environment [205, 206]. The impact of surface C
and O contamination depends on the vacuum and
substrate [207]. Depending on the conditions, a large
amount of surface carbon can be incorporated into Fe,

Table 14 Calculated Ion Range of Nitrogen (N+)
Implantation into Different Materials (in Nanometers)

Source: Ref. 191.

Figure 23 Elevated temperature ion implantation/nitriding
(I=ion implantation; D=diffusion; C=concentration).

Figure 24 Schematic representation of the IPIB process.
(From Ref. 198.)
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Ni, Co, Al, and Fe-4.5 at. % C substrates. High surface
oxygen incorporation on Al, Ti, and Ta, and traces of
carbon or/and oxygen introduction into Cu, Au, Pt, and
Pd have also been observed.

G. Summary

Ion implantation is a versatile tool in metallurgical
applications. Compared to PVD and CVD, forced
incorporation of impurities circumvents thermodynamic
and solubility constraints. Even though the thickness of
the implanted zone is typically quite small, there are
techniques to increase it, including the use of elevated
temperature and hybrid techniques. Both conventional
ion beam ion implantation and plasma immersion ion
implantation have found applications in niche areas.

IV. HYBRID PROCESSES

A. Introduction

When performed properly, plasma surface modification
drastically enhances the tribological properties of
materials and industrial components. However, it is a
complex science because the mechanism depends on
many factors. One single coating or surface modification
technique may not yield the best mechanical, chemical,
and tribological properties. For example, a coating
consisting of mechanical and/or chemical multiple layers
may exhibit surface characteristics that bode well for
certain applications. A well-designed hybrid process can,
in principle, combine the advantages of several
independent techniques while minimizing their negative
impacts. However, a synergistic combination of different
techniques can be quite complicated, and one must also
consider the cost as well as compatibility of equipment
and processes. For instance, a pressure range of 10–1000

Pa is usually used in plasma nitriding but plasma
implantation demands a much better vacuum in the
regime of 0.1–0.01 Pa. Nonetheless, successful
implementation of hybrid processes can offer unmatched
technical and economical benefits [208] and some hybrid
techniques are described in Fig. 25 [209].

B. Hybrid PBPVD

An early application of the hybrid plasma-based PVD
concept is the combination of arc evaporation and
magnetron sputtering with deposit homogeneous or
graded (Ti, Al)N coatings [210]. The process uses an
aluminum cathodic arc source and titanium sputtering
electrode in a nitrogen/argon atmosphere to prevent
oxidation. Coatings with graded Al concentrations are
deposited by changing the magnetron power in the
desired direction.

C. PBPVD and PBCVD

It has been shown that metals at a concentration below
10 at. % can lower the stress of DLC and increase film
adhesion [210]. The ideal Me: C coating should possess
a layered structure with smooth transition from pure
metal to Me: C at the interface. A PVD process is used to
deposit the first metallic interface layer giving the high
film adhesion. In a second step, a mixture of hydrocarbon
gas, argon, and hydrogen is used. Under proper
conditions, the process is dominated by plasma CVD
because the sputtering rate of carbon from the poisoned
target is too low due to target poisoning.

D. Plasma Nitriding and PBPVD

Plasma nitriding and physical vapor deposition
techniques are sometimes used together to extend the life-
time of industrial components. This hybrid process has

Figure 25 Examples of plasma-based hybrid processes.
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been applied to tool steel, stainless steel, construction
steel, aluminum alloy, and titanium alloy [211, 212].

E. Nitriding and PBCVD

Like hybrid plasma nitriding/PVD, nitriding in
conjunction with PECVD has received attention. For
example, a DLC coating has been deposited on steel
substrate without an interlayer [213]. A laboratory-size
plasma nitriding system (300 mm in diameter, 300 and
400 mm tall) equipped with a 33-kHz unipolar power
supply is used. After the nitriding treatment, Ar
sputtering is conducted at 450°C for 30 min to clean and
roughen the surface to enhance film adhesion. The DLC
film is deposited by means of RF-PACVD in a
CH4:N2:H2=66:24:10 (by volume) ambience for 20 min
at room temperature. The RF power is 80 W. The surface
roughness after treatment is about the same as that of
the surface that has undergone plasma nitriding alone.
Film adhesion is noticeably improved on account of the
formation of the thin transition layer.

F. Nitriding and Ion Implantation

Hybrid processes combining nitrogen ion implantation
and plasma treatment such as ion nitriding and ECR
plasma nitriding have been employed in concert to treat
aluminum and Al–Mg alloys [214]. The treated samples
exhibit better hardness, friction coefficient, and wear. In
particular, ion implantation followed by ion nitriding is
found to be most effective in decreasing the wear volume
in aluminum.

G. PBPVD and Ion Implantation

Nitrogen PIII of TiN films deposited by magnetron
sputtering increases the lifetime of the HSS (M series)
cutting tools [215]. The sample having a 5-µm
predeposited TiN film is implanted at 95 kV with a
nitrogen dose of 2.5×1017 cm-2. The wear rate of the TiN-
coated cutters is reduced by four to eight times compared
to that of a pure TiN coating. An apparatus incorporating
both PVD and PIII has been produced to synthesize TiN
films [216]. The plasma is generated by an ECR plasma
confined in the upper part of the vacuum chamber by a
magnetic field generated by a solenoid. In the lower part
of the vacuum chamber, a magnetron sputtering cathode
and resistively heated evaporator are mounted for film
deposition. An instrument for in situ or sequential plasma

immersion ion beam treatment, in combination with RF
sputtering deposition or triode DC sputter deposition,
has also been built [217]. In this apparatus, several
coating processes in conjunction with PIII can be
conducted. The first step is usually precleaning of the
substrate by low-voltage DC sputtering, and then it is
followed by deposition using DC or RF/DC triode
sputtering. PIII is carried out either during the coating
process or afterward in one step, or sequentially in
multiple steps. In this way, a transition layer between the
substrate and the coating is first formed before the
deposition of the final coating.

H. Plasma Immersion Ion Implantation-
Deposition (PIII-D)

Because of the capability to deposit films containing both
metallic and gaseous elements, PIII-D has received
attention from materials scientists and engineers. In this
mode, a vacuum arc plasma source in a pulsed mode or
DC mode is operated in the presence of gas plasma
typically made of nitrogen [218, 219]. In the pulsed
mode, the cathodic arc pulses are synchronized with the
substrate bias pulses to achieve either deposition or
implantation. Implantation occurs when the sample is
biased, whereas deposition results when no bias is applied
to the sample. The coexistence of gas plasma enables the
synthesis of compound films. For instance, TiN films can
be fabricated using a Ti cathodic arc and nitrogen plasma
[220]. In the experiments, the DC cathodic arc current
and voltage are 70 A and 20 V, respectively. The nitrogen
pressure is 0.27 Pa. The power modulator applies a pulse
voltage of -40 kV with a width of 20 µsec and repetition
rate of 400 Hz to the sample surrounded by the nitrogen
plasma.
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I. INTRODUCTION

Thermal spray processes have gained acceptance and are
widely used in different industrial branches. The
importance of thermal spraying has risen significantly,
especially in the past 20 years, because of increasing
demands on components. The combination of structural
and surface demands (e.g., outstanding strength
combined with high corrosion or wear resistance) can
often only be met economically by applying coatings.
Thermally sprayed wear and/or corrosion protective
coatings as well as thermal barrier coatings are examples
of this strategy. Additionally, thermal spraying is applied
to repair parts.

In the standard DIN EN 657, thermal spraying is
defined as a process, in which the feedstock is partially or
fully melted inside or outside a spraying gun and deposited
on a prepared surface. Usually, the component surface is
not melted. Typical coating thicknesses range from 50
µm to 2 mm, but there are also applications with
thicknesses of up to 10 mm.

Thermal spray processes feature inherent advantages:

• All materials with a liquid phase or sufficient ductility
below the decomposition temperature can be applied.

• A low thermal stress of the substrate is possible.

• There is possibility to deposit coatings on large or
locally very limited areas.

• There is partial possibility to use equipment onsite.

However, in general, there is a weak bond strength
between the substrate and the coating; the coatings
contain pores. Posttreatment (e.g., by remelting) hot
isostatic pressing (HIP) or shot peening helps to improve
the bond strength and/or to decrease the coating porosity.
Usually, exact coating thickness is achieved by grinding,
which also provides a low surface roughness.

II. THERMAL SPRAY MARKET

The international thermal spray industry has grown from
an estimated US$2.7 billion in 1996 to US$3.5 billion in
2000. Thermal spraying is now used in various industrial
branches (e.g., aircraft engine and automotive systems,
boiler components, power generation equipment, chemical
process equipment, bridges, steel mills, concrete
structures, biomedical applications, landbased and marine
turbines, and paper).

Among the thermal spray processes, the early-
developed conventional flame spraying equipment holds
the largest share, although the achievable coating quality
is limited in terms of coating porosity, bond strength,
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and oxide content. However, the equipment is robust,
cheap, and requires only minor education of personnel.
In German-speaking areas, the share of conventional
flame spraying systems still exceeds 70% (Fig. 1). Another
early-developed process—arc spraying—is also widely
used, which can mainly be attributed to high deposition
rates and high flexibility concerning on-site application.
Plasma spraying was introduced into industrial
manufacturing in the early 1960s and has found many
application fields because the high temperature of the
plasma jet permits the processing of any material with a
liquid phase. Although the share of detonation spraying
equipment is vanishing these days, high-velocity oxyfuel
(HVOF) processes are increasingly applied. As cold gas
spraying has just been introduced into industrial
manufacturing, the size of its promising market in the
future is still uncertain.

The economically most interesting thermal spray work
area is the sales of coating solutions. According to a study
carried out in the European Union, the turnover share of
coating production is more than three quarters of the
complete turnover of the thermal spray market (Fig. 2).
Within the turnover of coating production, the share of
job shops exceeded that of the in-house production of
consumer companies. Job shops are usually small-sized
or medium-sized. In German-speaking areas, the annual
turnover of about 50% of job shops amounts to less
than US$1,000,000, which is obtained with an average
of five employees. Although the turnover share of
spraying feedstock takes a considerable 19%, the
equipment turnover share is rather small.

III. THERMAL SPRAY MATERIALS

Thermal spray feedstock can be processed in powders,
wires, or rods. Depending on the material and the

spraying process, the size of powders ranges from 5 to
125 µm. Thermoplastic granulate materials are coarser,
but because of their low turnover share, these materials
will be neglected further on. Generally, narrow-sized
fractions are beneficial in achieving optimum coating
properties, but also increase the feedstock cost.

Wire feedstock is most commonly processed with a
1.6- or 3.2-mm diameter. Especially for expensive
materials, significantly smaller diameters are used. In
coating large areas with corrosion-protective Al or Zn
coatings, 4.8-mm-diameter wires are applied to increase
the deposition rate. The diameter of spraying rods most
commonly ranges from 6 to 8 mm.

Thermal spray coatings are used in a broad range of
applications:

• Antifretting, abrasive, and erosion wear resistance
• Abradable and abrasive coatings
• Corrosion resistance
• High-temperature oxidation resistance
• Thermal barrier coating systems
• Electrical resistance and conductivity
• Biocompatible and bioactive coatings
• Near-net-shaped component manufacturing (free-

standing bodies).

In agreement with the wide spectrum of functions that
have to be met, a large material spectrum is applied as
thermal spray feedstock. Different methods permit to vary
the feedstock properties in wide ranges, which leads to
tailored feedstock, depending on the used process and
the desired coating properties. The most important
manufacturing processes and materials are introduced in
the following sections.

A. Powder Feedstock

In addition to pure metallic or ceramic powders, there is
also a variety of composite materials. Pure metallic

Figure 1 Thermal spray equipment in the German-
speaking area.

Figure 2 Thermal spray market in the European Union.
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powders are usually manufactured by melt atomization
(Fig. 3). Typical examples of melt-atomized powder
materials are as follows:

• Al and Al12Si
• Cu, CuNi, and CuAl alloys
• Various steels (e.g., AISI 316L)
• Ni, NiCr, NiAl, and self-fluxing NiCrBSi alloys
• Cobalt-based hard alloys (e.g., stellite 6)
• MCrAlY alloys (M: Fe, Ni, and Co)
• Mo
• Ti and Ti6Al4V
• Refractory metals (e.g., Ta and W).

Aluminum alloys are used for corrosion protection and
for the repair of aluminum-based or magnesium-based
alloy components. Copper-based materials are applied

as soft-bearing materials and cavitation-resistant coatings,
or for metallizing of electrically nonconductive materials.

NiCr and NiAl are applied as bond coats because they
feature good corrosion resistance, high ductility, and high
bond strength. Bond coats are applied when the
thermomechanical properties of the substrate and a
desired coating material differ too much. For example,
wear-protective oxide coatings are usually sprayed on
steel components on top of a Ni5Al bond coat.

Self-fluxing NiCrBSi and cobalt hard alloys are used
for combined wear and corrosion protection, whereas
NiCoCrAlY alloys exhibit excellent hot gas corrosion
resistance. The large difference between the solidus and
liquidus temperatures of NiCrBSi alloys permits easy
densification of rather porous powder flame spray
coatings by remelting. Molybdenum coatings are also

Figure 3 Powder feedstock manufactured by different processes.
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used for wear protection, whereas titanium coatings are
applied for biomedical purposes or severe corrosion
protection.

Tungsten is mainly used for spraying of freestanding
bodies, which are applied to components in extremely
high-temperature environments. The outstanding
corrosion resistance of tantalum is exploited in
applications in the chemical industry.

Ceramic materials are available as fused or sintered
and crushed, agglomerated (spray-dried) and sintered,
or spherodized powders. In order to assure the desired
purity, it can be necessary to synthesize the raw material.
By coprecipitation, the optimum homogeneity of the
distribution of different constituents is achieved.

Fused and crushed powders are relatively cheap and
can show theoretical density. On the other hand, flow
characteristics are poor because of the irregular shape of
the particles (Fig. 3). Spray drying permits the
manufacturing of spherical particles (Fig. 3) with
accordingly good flow characteristics and with easily
constituted composition. Spherodization is achieved by
the melting of particles with irregular shape, or of spray-
dried powders in a thermal plasma jet. When the particles
leave the hot gas stream, they resolidify in a spherical
shape and are collected. Depending on the used powder
and the process conditions, the share of dense and hollow
particles varies significantly.

Typical ceramic powders are as follows:

• Al2O3 and Al2O3–TiO2

• Cr2O3

• ZrO2–Y2O3, ZrO2–CeO2, ZrO2–MgO, and ZrO2–
CaO

• Fused tungsten carbide (FTC; W2C-WC), TiC, TaC,
NbC, and Cr3C2

• Hydroxyapatite.

Al2O3 is used for electrical insulation and for combined
corrosion and wear protection. The addition of titania
slightly decreases abrasive wear resistance, but improves
the grindability of manufactured coatings. Cr2O3 is also
used for wear protection applications, especially in
corrosive environments. FTC and other carbide materials
are rarely applied as pure coatings, but mainly as hard
phases in composite materials. For biomedical implant
applications, hydroxyapatite coatings are applied to
achieve a good bonding to the natural bone.

The most important composite materials these days
are WC–Co(Cr) and Cr3C2–Ni20Cr. Usually, composite
powders are produced by spray drying and sintering.
Depending on the application of the coatings, carbide

size can vary from submicron size (~500 nm) to a medium
size of 5 µm. For erosion protection, fine carbides are
beneficial because the small distance between the hard
phases hinders the wear out of the soft matrix. Large
carbide particles have proven to be suitable for protection
against severe abrasive wear.

In order to protect materials that cannot be thermally
sprayed because of lack of a liquid phase, and to provide
necessary cohesion inside the coating by a matrix, the
chemical cladding of, for example, graphite or hexagonal
boron nitride is carried out. Usually, nickel is used for
cladding, but other metals can also be applied. The
according coatings are used, for example, for low friction
and self-lubricating bearing applications. The spraying
of blends is a cheap alternative, but the homogeneity of
manufactured coatings is usually poor, especially when
the constituents show a strong density difference, which
results in segregation. Additionally, the size of the
constituents needs to be coarse in comparison to spray-
dried powders to assure sufficient flowability of the
blend, which results in a coarse microstructure of the
coatings.

There are several further processes that permit the
production of composite powders, but have not yet
become valid for industrial manufacturing. In addition
to self-propagating high-temperature synthesis (SHS),
mechanical alloying has been used on a laboratory scale.
The results show partially high potential and, recently,
semicontinuously working mechanical alloying machines
that permit the production of industrially valid amounts
have been developed. Mechanical alloying permits the
production of composites with an extremely fine
distribution of hard phases in a metallic binder material
(Fig. 3). Additionally, alloys with compositions that
cannot be achieved by conventional metallurgy are
producible.

B. Wire Feedstock

If massive wires or rods are applied, it is assured that the
deposited material has been molten completely before
droplets are carried from the wire or rod tip in the hot
gas jet. Therefore, the incorporation of unmolten particles
in the coating is limited to resolidified particles. Further
advantages are the increased deposition efficiency in
comparison to powder feedstock and the lower costs of
massive wire feedstock. But the forming of massive wires
is only possible for metallic materials with sufficient
ductility, which limits the material spectrum strongly. The
following materials are available as massive wires for
thermal spraying:
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• Aluminum and aluminum alloys
• Zinc and zinc alloys
• Copper and copper alloys (e.g., bronze and brass)
• Tin alloys
• Steels (limitations by brittleness)
• Nickel and nickel alloys
• Molybdenum
• Titanium and Ti6Al4V
• Precious metals (Au and Pt).

The application of coatings produced from wire feedstock
is generally in agreement with those produced from
powder feedstock. Aluminum and zinc coatings are used
for corrosion protection. Copper is also used for
corrosion protection and additionally for electrical works.
For soft-bearing applications, copper and tin alloys are
applied. Steel wires are used for the repair of steel
components, or for the manufacturing of wear-protective
and corrosion-protective coatings. Nickel and nickel alloy
coatings are applied for corrosion and high-temperature
oxidation protection and as bond coats, whereas
molybdenum is used for wear protection. For biomedical
purposes and protection against severe corrosion,
titanium and titanium alloys are applied. The spraying of
precious metals is carried out if the required coating
thickness cannot be achieved economically by
electroplating.

Cored wires have been well established in welding
applications before their use for thermal spraying was

initiated. Cored wires expand the material spectrum,
which can be produced by wire feedstock, significantly.
In addition to brittle alloys that do not permit the forming
of wires, cermet coatings also can be sprayed by a
combination of a suitable matrix material as velum and
carbides, borides, or nitrides as filler.

In addition to a variety of techniques for the
production of grooved cored wires, tube cored wires have
been developed. Tube cored wires feature a closed velum
structure, which prevents opening due to thermally
induced relaxation and therefore permits a high stability
of the melting behavior and a good homogeneity of the
coating microstructure. High-speed charge-coupled
device (CCD) camera investigations of the wire melting
behavior during high-velocity combustion wire (HVCW)
spraying show the benefits of the tube cored wire design.
Both massive and tube cored wires show a stable melting
behavior with a continuous flow of melt to the wire tip
(Fig. 4). After droplets have been sheared off the tip, they
are atomized to fine droplets and accelerated onto the
substrate surface. In contrast, the velum of a grooved
cored wire is continuously melted and droplets are carried
from the coarse wire tip in the high-velocity gas jet. The
filler material, however, accumulates and is torn off the
wire tip as coarse particles discontinuously. The reliability
of full feedstock melting made the spraying of ceramic
rods an interesting alternative to powders until plasma
spraying was developed. In contrast to metallic materials,
the price of sintered rods is significantly higher compared

Figure 4 Sequences of the melting off behavior during HVCW spraying with different wire designs (left) Mo massive
wire; (middle) tube cored Fe–Cr–Mn–C wire; and (right) grooved cored Ni–Al–Mo wire.
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to powder materials. Therefore, the relevance of the
according technology and feedstock vanishes. In order
to permit the wire spraying of ceramic materials, flex
cords, which contain ceramic powder materials in an
organic or synthetic polymer velum, have been developed.
As these cords are electrically nonconductive, they can
only be processed by flame spraying.

C. Metallurgical Aspects

One key issue for the thermal spraying of coatings is
achieving a sufficiently high bond strength. As the
substrate is not melted, on one hand, mixing is avoided;
on the other hand, there is no metallurgical bond. Oxide
ceramic coatings sprayed directly on top of a steel
substrate easily result in spallation due to the mismatch
of the thermal expansion coefficient. Therefore, bond
coats are applied. Ni5Al has proven to be suitable because
of its high ductility and its excellent bond strength to steel
substrates due to exothermic reactions at the interface.
Additionally, Ni5Al protects the steel substrate against
corrosive attack by chemicals, which might pass through
pores or cracks of the oxide ceramic coating.

Nickel-based super alloys that form protective Al2O3

layers on top have proven to exhibit high hot gas
corrosion and oxidation resistance. In general, oxidation
resistance increases with decreasing oxide content in the
coatings and with improved purity of the Al2O3 layer.
The oxide scale grows up to a critical thickness, which
causes spallation due to the thermal expansion mismatch,
especially when the components undergo thermal cycling.
As ZrO2–Y2O3 thermal barrier coatings show high
oxygen ion diffusivity at a working temperature of about
1000°C at the bottom side, oxidation-resistant bond
coats need to be applied on nickel-based super alloy
turbine blades. MCrAlY coatings have proven to qualify
for this purpose.

WC-Co is of high interest for surfaces, which are
subject to severe wear load. According components are
produced by sintering at high pressure in an inert
environment. Sintering permits comparatively low
processing temperatures. Therefore, the formation of
brittle mixed carbides and the degradation of wear
resistance are avoided. The inert environment is
necessary, as WC is oxidized at temperatures exceeding
600°C, forming volatile tungsten oxides. For the
processing of WC-Co by thermal spraying, it is therefore
necessary to avoid melting and long exposure of
feedstock to high temperatures in oxygen-rich
environments.

The excellent wear and chemical resistance of SiC, on
one hand, and the low price, on the other hand, make it
an attractive material for the manufacturing of protective
thermal spray coatings. As SiC decomposes at
temperatures exceeding 2545°C and the ductility is poor
even at high temperatures, pure SiC coatings cannot be
produced by conventional thermal spray processes.

The use of SiC as a hard phase in a cermet material is
restricted by high reactivity, with most metals already in
solid state. Attempts to spray SiC with chromium or nickel
matrices resulted in low SiC and high silicide-containing
coatings. Due to the brittleness of the silicides, only poor
wear resistance is obtained. To achieve thermal-sprayed
composite coatings with high SiC content, it is mandatory
to reduce the reactivity of the metallic binder matrix and
to promote the wetting of the SiC particles. Sufficiently
silicon and carbon-saturated nickel or cobalt crystals
permit to reduce the reactivity and to improve the wetting
of the carbide particles. Adequate alloying is obtained
out of the range of the primary crystal-terminated eutectic.
Additionally, processes that permit particle temperatures
below the melting temperature of the matrix, and high
particle velocities to achieve high density and short
interaction times with the hot gas jet have to be applied.

IV. MICROSTRUCTURE AND PROPERTIES
OF THERMALLY SPRAYED COATINGS

As for every other technology for the production of
components, thermally sprayed coatings also show a
characteristic microstructure based on the principle of
coating formation. A schematic of the thermal spray
process is shown in Fig. 5. Different energy sources are
applied to transfer heat and momentum to the feed-stock,
which is added in powders, wires, or rods. Heat transfer
results in full or partial melting, or at least in a certain
ductility increase of the feedstock, whereas the momentum
transfer results in acceleration of the spray particles onto
a component surface.

A. Coating Formation

Thermal spray coating formation is a stochastic process,
as differences in the spray particle size and in the case of
powder feedstock additionally shape differences along
with the temperature and velocity distribution in the
accelerating gas stream, resulting in variances of particle
conditions. Each powder particle or melt droplet injected
into the accelerating gas stream follows a trajectory
depending on its mass, density, shape, and initial velocity
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on its way to the substrate surface. The interaction of
heat and momentum transfer determines the thermal
history of the particles prior to their impact on the
substrate, which, along with the spraying environment,
governs the progression of reactions. Furthermore, the
temperature and velocity of the impinging particles are
thereby set, which, along with the substrate condition
(temperature, roughness, inclination to particle trajectory,
etc.), determine flattening and solidification on the
substrate.

If a thermal spray coating is mainly built up of molten
particles, it shows a lamellar structure due to the
superposition of multiple particle impacts with specific
flattening and solidification characteristics. Depending
on the applied material and the process conditions,
thermal spray coatings are more or less porous, can
contain microcracks or macrocracks, and show
heterogeneous and anisotropic properties due to
microstructure anisotropy. In addition to unmolten or
resolidified particles, oxidized or nitrided particles can be
incorporated. Figure 6 shows a schematic of the formation
of a thermal spray coating with the resulting characteristic
microstructure.

For given substrate conditions and particle
temperatures, the kinetic energy determines the flattening
behavior. The temperature-dependent surface tension
limits the spreading. Although particles impinging on
polished surfaces spread radially, for rough surfaces or
impingement on prior deposited particles, spreading
occurs preferentially in directions where the required
energy consumption due to surface tension is least. The

spreading behavior with the resulting splat morphology
takes significant influence on the bond strength.

Generally, two types of splat morphologies are
discerned. On one hand, splats that show a coherent
spreading are observed. For high viscosity, some changes
from the perfect circular boundary shape are possible.
On the other hand, fingering is observed, if particles
impinge with high velocity and low viscosity. The strong
melt flow can also result in the formation of a corona.
Solidified oxide ceramic splats often contain cracks both
in the vertical and horizontal directions. Horizontal cracks
are critical for the cohesive strength of the coating.
Unmolten or resolidified particles usually bounce at
polished substrate surfaces, whereas they might get stuck

Figure 5 Schematic of the thermal spray process.

Figure 6 Formation of a thermal spray coating.
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in the profile of grit blasted substrates, however, with
poor bond strength.

Heat transfer to the particles can result in changes of
the spray materials composition or structure. The most
important in-flight reactions and processes are as follows:

• Selective evaporation of components
• Reactions with environmental gases (oxidation,

nitration, and hydration) and formation of stable
or volatile reaction products or solving of gases

• Reactions of feedstock material constituents
(formation of mixed phases by the reaction of metallic
binder and hard phases in cermets, and metallurgical
reactions of mechanically alloyed powders)

• Phase transitions of the feedstock material (e.g., �-
Al2O3 in coatings sprayed with pure �-Al2O3

powder).

Especially the oxidation of metallic spray particles on
their way to the substrate takes significant influence on
the coating properties. On one hand, selectively increased
oxidation of corrosion-protective components such as
chromium in steels reduces corrosion resistance strongly.
On the other hand, oxides and solved oxygen can increase
the coating hardness and thereby improve wear resistance.
Formed oxides are preferentially incorporated into the
coatings on the lamellae boundaries, but depending on
the melt dynamics and the viscosity of the oxides formed
at the particle surface, oxides can also be transported
into the metallic core of the particles.

B. Adhesion of Thermally Sprayed
Coatings on Substrates

As there is no metallurgical bond between thermal spray
coatings and substrates, bond strength is a decisive
criterion for applicability. Careful surface preparation is
demanded to achieve an optimum adhesion of thermal
spray coatings.

1. Coating Adhesion Mechanisms

The adhesion of thermal spray coatings on, for most
instances, metallic substrates depends on a combination
of the following physical and chemical mechanisms:

• Mechanical cottering
• Metallurgical reactions between spray particles and

substrates, and diffusion
• Adhesion by physical or chemical adsorption.

Mechanical cottering is possible for roughened substrate
surfaces. Droplets impinging on the rough surface

penetrate into holes and undercuts due to the high kinetic
energy and low viscosity. The effect is intensified by stress
as a result of the contraction of splats during solidification.

The adhesion of thermal spray coatings can also
depend on metallurgical reactions and diffusion. Both
diffusion and reactions between coating and substrate
result in a strong bond strength increase. These reactions
do not take place across the complete contact area, but
only at single microscopical “active” contact zones, which
are separated by oxides and pores. For sufficiently high
temperatures in the contact zone, both the formation of
reaction products and interdiffusion are possible. The
affinity of the involved elements and the formation
enthalpy of the reaction products determine if a solid
solution or the formation of new phases occurs. The
density of active zones depends on the temperature and
cooling rate in the interface between substrates and
particles. Ceramic spray particles can react with oxides of
a bond coat. Therefore, preoxidation of the bond coat
can result in increased bond strength. For plasma
spraying of alumina coatings on steel substrates, the
formation of iron and mixed oxides is observed depending
on the substrate temperature.

Although physical adsorption is based on
comparatively weak van der Waals electrostatic forces,
which become effective for an activated (roughened)
substrate surface and the close distance between substrates
and coating material atoms, chemical adsorption is based
on strong covalent bonds, which depend on the affinity
between the substrate and the coating material.
Adsorption is strongly affected by all kinds of surface
impurities.

The efficiency of the discussed mechanism and their
contribution to the overall bond strength depend on the
spraying process, the combination of substrates and
coating materials, and the surface preparation. In addition
to the interface temperature, the velocity, thermal
conductivity, and specific heat of the particle; the thermal
conductivity of the substrate; the residual stresses; and
the properties of the substrate and particle surface take
significant influence. High interface temperatures generally
improve bond strength. But for the deposition of metallic
coatings on metallic substrates, oxidation of the substrate
surface has to be avoided.

2. Surface Pretreatment Options

Generally, all pretreatments for thermal spraying aim for
clean and activated surfaces with large surface areas. For
polymers and most ceramic substrates, metallurgical
reactions with spray particles are not possible, which
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means that bonding works by mechanical cottering and
physical adsorption. The accordingly demanded high
surface roughness can be achieved by grit blasting. For
some two-phase polymers, selective etching can also
provide a high surface roughness.

Generally, rinsing with suitable solvents, especially with
ultrasonic support, results in cleaner surfaces after grit
blasting in comparison to brushing and vacuum cleaning,
but not every component permits this procedure.

In addition to grit blasting, further pretreatment
processes have been developed for metallic substrates. To
activate the surface of the metallic substrate, an oxide
scale removal is necessary. Etching in acids requires
efficient removal of the aggressive medium prior to
spraying. Vacuum plasma spraying (VPS) permits etching
by sputtering. Therefore, the substrate is charged
positively and the resulting transferred arc removes atoms
from the surface. As the process is carried out in an inert
low-pressure environment, the active surface state is
maintained.

Recently, systems that activate the surface directly in
front of the spray jet have been qualified for industrial
application. On one hand, high-energy laser beams are
used to evaporate impurities and oxide scales. This
technology is attractive from the economical point of view,
although laser systems are expensive and consume a lot
of energy. However, the time-consuming masking and
grit blasting procedure can be avoided. On the other hand,
cryogenic blasting with CO2 pellets has been tested. The
activation of the surface is achieved by the flash evaporation
of the pellets at the moment of impact on the substrate.
The removal of substrate material takes place by a
cavitation-related process. For both systems, promising
preliminary results are reported.

3. Bond Strength Determination

The evaluation of the bond strength of thermal spray
coatings can be carried out by quantitative or qualitative
methods. The latter is based on the bending of a coated
specimen with a visual inspection of the deformation
behavior. Spallation of the coating due to stresses in the
interface with the substrate points at bad bond strength.

The most commonly applied quantitative method to
determine the bond strength of thermal spray coatings is
the tensile bond strength according to the standard DIN
EN 582. Specimens with a roughened surface and a
diameter of 25 or 40 mm are coated with minimum
coating thicknesses of 150 µm, glued to a roughened
counterpart, and the joint is tested concerning the
strength perpendicular to the specimen surface. Tensile

bond strength is calculated as the quotient of the
maximum sustained load and the cross section of the
specimen.

Depending on the coating thickness and porosity, the
adhesive may penetrate down to the substrate and
therefore result in the determination of an unrealistic high
bond strength, whereas differences of the coating thickness
cause failure of the adhesive joint at stresses significantly
below the strength of the adhesive due to notch effect.
Generally, two failure types are discerned: cohesive failure
occurs by crack propagation through the coating material,
whereas adhesive failure occurs in the interface between
the coating and the substrate, or top and bond coat.

As bond strength depends on the combination of
substrate and coating material as well as on residual
stresses, it is necessary to spray the specimen for tensile
strength tests on the real component materials under
comparable conditions and with the same thickness. The
strength of available adhesives is limited to about 100
MPa. Coatings produced with modern spraying
equipment, especially when high particle velocities are
achieved, can exceed this bond strength significantly.
Therefore, a new standard is presently elaborated on.

Force transmission under working conditions can
differ strongly from the perfect tensile stress in the
standardized test, which results in an accordingly different
failure mechanism. Therefore, tensile bond strength does
not necessarily permit to conclude the performance of a
thermal spray-coated component, especially for cyclical
load conditions.

C. Porosity and Surface Characteristics

The porosity of thermal spray coatings depends on the
coating material and the applied process. Although the
density of conventional flame and arc-sprayed coatings
is limited, high-energy processes such as HVOF,
detonation, cold gas, and vacuum plasma spraying permit
the production of coatings with nearly theoretical density.
In general, ceramic coatings show higher porosity than
metallic coatings, especially when coarse powder feedstock
is used. Therefore, posttreatment (e.g., by application of
sealers) can be necessary if corrosionprotective function
is required. The use of sealers, however, results in thermal
limitations of the coating.

Due to coating formation mechanisms, the surface
roughness of thermal spray coatings is relatively high (5–
30 µm). For components such as grippers, high roughness
is beneficial; for paints and varnishes, thermal spray
coatings feature excellent bond characteristics, which are
exploited for flame or arc-sprayed aluminum or zinc
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coatings for atmospheric corrosion protection. For most
applications, machining by grinding and sometimes
additionally polishing are required.

D. Residual Stresses

Depending on spray conditions, thermal spray coatings
can show high residual stresses due to the contraction of
splats after spreading on the substrate surface during the
solidification and cooling process. These tensile residual
stresses decrease the bond strength and limit the
admissible coating thickness. In ductile metallic coatings,
residual stresses are limited by the yield strength of the
coating material. In brittle metallic or ceramic coatings
and in brittle components such as oxidized shares of a
ductile metallic coating, residual stresses can cause crack
formation and propagation. Vertical cracks in zirconia-
based thermal barrier coatings can form a crack network.
This segmentation can be achieved by controlled thermal
deposition conditions and results in improved thermal
shock resistance.

V. THERMAL SPRAY PROCESSES

One common criterion in classifying thermal spray
processes is the energy source by which the feedstock is
heated and accelerated (Fig. 7). The oldest process type
works by direct melt atomization onto a substrate surface
[1]. As this process is not applied industrially, it is neglected
in the following. Additionally, processes that work by
combustion of different fuels (flame spraying), by electrical
discharge with direct (arc spraying) or indirect (plasma
spraying) interaction with the feed-stock, or by high-
velocity gas streams (cold gas spraying) can be discerned.
Laser spraying is also considered a thermal spray process
by some authors, but because it is accompanied by melting
of the substrate surface, it is not included in the following
process descriptions.

The different thermal spray processes feature distinct
characteristics concerning the process temperature and
particle velocity (Fig. 8). These characteristics determine
what materials generally can be sprayed and what coating
characteristics (density, oxide content, etc.) can be
achieved. With increasing particle velocity, the interaction
time between the energy source and the sprayed particles
is reduced, which results in low oxide contents, whereas
increasing process temperatures favor oxidation. On the
other hand, high process temperatures are necessary to
manufacture coatings of refractory brittle materials such
as ceramics, as their deformation capability is too low to
permit deposition without at least partial melting.

A. Flame Spraying

The energy source for the melting and acceleration of
particles in conventional flame spraying processes is a
gaseous oxyfuel flame. Most commonly, acetylene,
propane, or hydrogen is applied as fuel gas. There is
spraying equipment available for the processing of powder
(Fig. 9), wire, and rod feedstock (Fig. 10).

The conventional flame spraying process with powder
feedstock is mainly applied for the production of self-
fluxing NiCrBSi coatings for combined wear and
corrosion protection. The relatively high porosity of
coatings in the assprayed state is removed by a subsequent
fusion process, which also results in a high bond strength.
The fusion can be carried out in furnaces, by inductive
heating or by use of the spraying guns flame without

Figure 7 Classification of thermal spray processes by
energy source.

Figure 8 Process temperature and particle velocity ranges
of thermal spray processes.
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injection of powders, which is especially suitable for on-
site applications.

For the manufacturing of thermoplastic polymer
coatings, a special gun design, which prevents the
overheating of the feedstock, is applied. The axially fed
granules are shrouded by a coaxial gas, which is heated
by an externally coaxial flame. Aluminium or zinc wires
are used for the production of corrosion-protective
coatings on steel structures, and molybdenum is applied
for state-of-the-art wear-protective coatings on
automotive gear synchronizing disks. The main
application field for rod flame spraying is the production
of wearprotective and corrosion-protective Al2O3 and
Al2O3– TiO2 layers and partially stabilized ZrO2 coatings
for thermal insulation. The according rods are produced
by sintering. A cheap alternative is the application of
flexible cords filled with the according oxide powder.
Cored wires also expand the spectrum of applicable
coating materials significantly, as they permit the
incorporation of hard phases in the coatings.

B. HVOF Spraying

The HVOF process is an advancement of the conventional
flame spraying process and has found broad industrial

acceptance these days due to low porosity, low oxide
content, and high bond strength of the thereby produced
coatings.

HVOF spraying features high particle velocities and
moderate particle temperatures due to the short flame-
particle interaction time. Although the particle velocity does
not exceed 50 m/sec for conventional flame spraying of
powders and 200 m/sec for spraying of wire feed-stock,
modern HVOF spraying equipment permits velocities up
to 650 m/sec. In general, the combustion temperature is
kept low by applying propane or propylene as gaseous
fuels (Fig. 11). Only a few spraying guns for acetylene fuel
are available. Due to the necessity of high gas pressures for
the operation of modern spraying guns, hydrogen and
ethylene are increasingly applied because liquefaction is
easily avoided. Kerosene permits the lowest flame
temperatures, especially when the combustion is carried
out with air (HVAF) instead of pure oxygen (HVOF). The
defined addition of water enables a further decrease of the
flame temperature with a simultaneous increase of the
particle velocity. This process (high-velocity impact fusion,
HVIF) is in the state of laboratory analysis.

The main application of HVOF processes is the
manufacturing of wear-protective and corrosion-
protective cermet coatings. The most important cermet
materials are WC–Co(Cr) and Cr3C2–NiCr. The relatively
low particle temperatures and the short interaction time
of flames and particles permit to avoid the formation of
brittle mixed carbides. In optimized HVAF-sprayed WC–
Co coatings, mixed carbide formation can be kept below
the detection limit of x-ray diffraction (XRD). Further
HVOF applications are hot gas corrosion-protective
MCrAlY coatings.

Due to flame powers up to 250 kW, strong heat
transfer to the substrates often necessitates cooling. For
systems with axial injection of the powder feed-stock,
which features particle trajectories near the flame axis,
orifices can be used to fade out the outer jet areas. Usually,
the orifice diameter is 4–6 mm smaller than the diameter
of the jet at the conventional torch exit. The application

Figure 9 Powder flame spraying process.

Figure 10 Wire flame spraying process. Figure 11 HVOF spraying process.
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of an 8-mm orifice at the exit of a 12-mm internal diameter
torch reduces the heat transfer to the substrate by about
55%. In addition to the benefits concerning the necessity
of a less powerful cooling system and less consumption
of the cooling medium, the residual stresses of the
produced coatings can be reduced.

HVOF spraying is accompanied by high noise levels
up to 140 dB(A) and the expansion of the combustion
gases results in a significant rebound. Therefore and
because of strong heat and dust evolution, HVOF
spraying is mainly carried out with robot handling
systems. On-site application with manual handling is
generally possible, but significant efforts for occupational
safety and health are required.

In addition to systems for the processing of powders,
a wire flame spraying equipment permitting increased
gas and also particle velocities has been developed
(HVCW). The thereby produced coatings show a
significant improvement concerning surface roughness,
bond strength, and porosity, but the oxide content is
significantly higher than for HVOF coatings. This is due
to the characteristic that wire spraying processes require
complete melting of the feedstock, before droplets can be
accelerated in the flame. Powders are not necessarily melted
and are less oxidized due to the shorter interaction time
with the flame.

C. Detonation Spraying

Detonation spraying was developed in the 1950s in the
United States and is the progenitor of the HVOF processes.
Detonation spraying is a discontinuous combustion
process. It is characterized by a sequence of charging, in
which the combustion gases—usually acetylene and
oxygen—and the powder feedstock with the nitrogen
carrier gas are injected into the tube, the ignition of the
combustible, and the flushing of the tube with nitrogen
(Fig. 12). Ignition frequency can vary from 4 to 8 Hz for
early developed systems, up to 100 Hz for newly developed
spraying guns, which work with fluid dynamical control

of the gas injection (high-frequency pulse detonation,
HFPD).

Detonation spraying is characterized by relatively high
process gas temperatures, which can be up to 4000°C,
and high particle velocities of up to 900 m/sec. Oxidation
of the sprayed particles is limited due to the short
interaction time between the hot combustion gases and
the powder particles. The high particle velocities result in
high coating density and high bond strength.

Detonation spraying is, like HVOF processes, in the
first place, applied for the production of wear-protective
and corrosion-protective cermet coatings, but metallic or
ceramic coatings are also manufactured.

On one hand, detonation spraying shows economical
advantages in comparison to HVOF spraying due to lower
gas consumption. On the other hand, the process
produces noise levels that can exceed 140 dB(A) and
therefore requires special sound-proof and explosion-
proof rooms. Additionally, the comparatively high weight
makes the handling of the detonation spraying guns more
difficult than for HVOF guns. Therefore, mainly simple
geometries, which do not require extensive movement of
the gun, are coated.

D. Arc Spraying

The arc-spraying process uses an electrical current to
generate an arc, which is used to melt the feedstock
material. Usually, two conductive metal wires, which act
as electrodes, are continuously consumed as the tips melt.
A potential difference of between 15 and 50 V is applied,
and the two electrically charged wires are fed on an angle,
whereby the distance between their tips is gradually
reduced (Fig. 13). When the distance is decreased
sufficiently, the arc is struck. The arc heat melts the tips of
the wires, and an atomizing gas shears off and accelerates
the resulting droplets onto the substrate.

The temperature of the arc by far exceeds the melting
temperatures of the sprayed materials and results in
superheated particles. These extremely high particle
temperatures can result in localized metallurgical
interactions with the substrate surface or diffusion zones.
Due to these microscopical processes, good cohesive and
bond strengths can be achieved.

The atomizing gas is usually compressed air, but
nitrogen or argon is also used in some cases. Due to the
entrainment of environmental gases within short distances
from the gun exit, the protection by inert atomizing gases
is limited. Additional shrouding with inert gases or
spraying in a controlled inert atmosphere, however,
permits even the processing of metals with high oxygen
affinity such as titanium alloys.Figure 12 Detonation spraying process.

Copyright © 2004 by Marcel Dekker, Inc.



845Design of Thermal Spray Processes

For high-quality coatings, the droplets need to impact
on the substrate under comparable conditions. Closed
nozzle configurations, which apply an additional radial
gas stream, permit a highly focused spray jet and are
therefore beneficial to meet this requirement.

Arc spraying features outstanding energetic efficiencies
and deposition rates among thermal spray processes,
which makes the process economically interesting.
Additionally, the robust equipment is mobile and
therefore qualifies especially for on-site application.
Coating quality is limited because of relatively low particle
velocities of less than 150 m/sec, which result in significant
porosity and oxide content due to the resulting long
interaction time of the superheated droplets with the
atomizing gas jet.

Arc spraying is applied for the production of
corrosion-protective aluminum or zinc coatings for steel
and concrete structures and for on-site repair of damaged
components. Cored wires permit a significant extension
of the producible material spectrum. By the addition of
hard phases as filler materials, the wear resistance of the
sprayed coatings can be improved significantly [2].

The single-wire arc spraying equipment is in the state
of laboratory analysis. The arc is struck between the wire
and the nozzle wall, which works as a nonconsumable
electrode. Straightened wires serving as the anode can be
processed with an extremely small divergence angle of the
particle trajectories [3]. That results in deposit spots with
a diameter down to 3 mm and a microstructure that does
not show the typical lamellar texture.

E. Plasma Spraying

The energy source for the melting and acceleration of
particles onto a substrate surface in plasma spraying
processes is a thermal plasma jet. The plasma jet can be
generated by DC or AC arcs, or by inductive coupling. In
the earliest developed DC plasma spraying process, an
arc is struck between a cylindrically shaped anode nozzle
and a tungsten pin cathode (Fig. 14). Both electrodes are
water-cooled to prevent immediate destruction. Inert gases
(Ar, He, N2, and H2) are fed through the gap between the

electrodes and pass the arc. The energy transfer of the arc
to the plasma gases results in dissociation and partial
ionization. The recombination of electrons and atoms or
atoms under the formation of molecules results in an
extremely hot gas jet with temperatures that can exceed
15,000 K at the exit, depending on the electrical power,
the gas composition, and the pressure of the spraying
environment. The strong temperature increase and the
pressure difference between the torch inlet and the exit
lead to high plasma gas velocities. These days, spraying
guns with electrical power ranges between 10 and 200
kW (water-stabilized plasma spraying) are available.
Usually, powder feedstock is fed radially inside the nozzle,
or directly behind the nozzle exit into the thermal plasma
jet. Modern systems work with computerized control of
machine parameters and gun handling, which results in
high reliability and reproducibility even for coatings on
components with complex shape.

The extremely high temperature of the thermal plasma
jet permits melting of any desired material that has a
liquid phase. Therefore, the main application field of
atmospheric plasma spraying is the production of wear-
protective and corrosion-protective Al2O3–TiO2 or Cr2O3

coatings, and Al2O3 coatings for electrical and ZrO2-based
coatings (additives: Y2O3, CeO2, MgO, and CaO) for
thermal insulation. Metallic and cermet coatings are also
produced.

Figure 13 Twin wire arc spraying process.

Figure 14 DC plasma spraying process.
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Knowledge concerning the beneficial influence of high
particle velocities on coating porosity and bond strength
led to the development of spraying guns, which permit
plasma gas velocities up to 3000 m/sec. The optimization
of the nozzle design is still an important research subject.
The spraying of wire feedstock with DC plasma torches
has been a research topic since the 1980s, but has not
reached industrial acceptance yet.

The plasma spraying process has also been advanced
for use in controlled environments. Besides versions with
high-pressure environments (controlled atmosphere
plasma spraying, CAPS; p<300 kPa) for the exploitation
of spray particles reactions with environmental gases of
low-pressure versions (VPS; low-pressure plasma
spraying, LPPS; p>2 kPa) have been developed. The latter
are used for the production of hot gas corrosion-
protective MCrAlY coatings, which feature high density
and a very homogeneous oxide-free microstructure, on
gas turbine blades. These coatings also work as bond
coats for subsequently applied ZrO2-based thermal
insulation coatings.

For spraying of reactive materials and for less strict
demands on the content of environmental gases or
reaction products, the use of gas shrouds has proven to
be effective. Near the torch exit, a fast-flowing, coaxial
laminar stream of inert gases is utilized to prevent the
entrainment of reactive environmental gas into the plasma
jet. This also results in effective cooling of the substrate.

Single-cathode DC plasma spraying guns with axial
powder feeding have not found industrial acceptance due
to poor reliability. The Axial III (Northwest Mettech
Corp.) spraying gun with three separate plasma jets, which
unite in front of an axial powder injector inside the gun,
permits a significant increase of the deposition rate and
efficiency due to more uniform particle parameters. This
is a result of the small divergence of the particle trajectories
and therefore the improved homogeneity of the heat
transfer conditions in comparison to conventional radial
injection in single-cathode systems. The major
disadvantage of this design is the high energy consumption
due to the operation of three plasma jets, each with a
comparable power such as that of a conventional single-
cathode torch.

In another three-cathode system, the plasma power
per arc is limited to about a third of the power of
conventional single-cathode torches, resulting in a
significant decrease of the electrical power consumption
and a simultaneous increase of the electrodes’ lifetime. In
the Triplex torch (Sulzer Metco Corp.), three separate
arcs are struck, which feature a fixed anode attachment,

whereas in conventional torches, the arc moves along the
nozzle surface. The fixed anode attachment results in a
stable process state, which permits homogeneous heat
transfer to the sprayed particles despite a radial injection
in front of the three anode attachments. Additionally, the
noise level drops significantly from about 120 dB(A) down
to 100 dB(A). The improved heat transfer conditions permit
an increased deposition rate with a simultaneous increase
of the powder feed rate and an improvement of coating
properties (porosity, hardness, and bond strength).

HF plasma spraying utilizes a plasma jet that is
generated by inductive coupling of electrical energy into a
gas stream. The main advantage of this technique is that
the generating components are not in contact with the
plasma gases. Therefore, even highly reactive gases and
gas mixtures can be applied, and the incorporation of
eroded electrode material in the coatings is ruled out.
Additionally, the large plasma volume permits high
deposition rates and the particles undergo homogeneous
heat treatment due to the axial injection inside the torch
through water-cooled probes. These days, systems with
plate powers between 25 and 200 kW are available.

The temperature in the plasma jet usually does not
exceed 10,000 K. The gas and therefore also the particle
velocities are low (<50 m/sec) due to the large plasma
volume. Gravity is commonly exploited to achieve the
highest possible velocity. Recently, supersonic nozzles that
permit gas velocities comparable to DC torches, whereby
the cross section of the jet is reduced accordingly, have
been developed for HF plasma torches.

The main disadvantages of HF torches are the poor
flexibility concerning the handling of the torch due to the
dependence of the particle trajectories on the angle between
the torch and the gravity axis for conventional torches;
and the stiff power supply design and the strong
electromagnetic fields that prevent the use of electronically
based substrate handling systems. Therefore, the most
important application field of HF plasmas is the
spherodization of powders and the analysis of materials
by emission spectroscopy after complete evaporation in
the jet. Additionally, simple geometries are coated.

F. Cold Gas Spraying

Cold gas spraying is a relatively new spraying process, by
which coatings can be produced without significant
heating of the sprayed powder. The powder particles are
accelerated in a Laval-type nozzle with gas of moderate
temperature (<600°C) to velocities exceeding 500 m/sec
(Fig. 15). Upon impact, the kinetic energy is transformed
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to thermal energy and the particles form a well-adherent
coating with nearly theoretical density by a cold welding
mechanism. As the transformation from kinetic to thermal
energy occurs by plastic deformation of the particles,
sufficient ductility of the sprayed material is necessary.
Typically, metals with cubic face-centered crystal structure
and therefore high ductility such as copper, austenitic
stainless steels, or nickel-based super alloys are sprayed.
Zinc is also easy to process as its melting temperature is
very low. Dense cermet coatings have also been produced,
but the hardness is well below that of HVOF-sprayed
coatings.

The cold gas spraying process requires adapted gas
supply and powder feeder systems as the gas working
pressure is up to 3500 kPa and flow rates of 1250 slpm
are common. The gas is usually heated in a helical tube by
electrical resistance heating. Most commonly, nitrogen is
used as process gas, but the addition of helium or even
spraying with pure helium can also be applied if materials
with high demands concerning the particle velocity and
heat transfer to the particles are sprayed. The high helium
costs, however, will restrict its use to a few special
applications.

The main advantage of cold gas spraying is the
avoidance of oxidation both of the spray material and
the substrate. The electrical conductivity of cold gas-
sprayed copper coatings can be as high as 90% of the
cast material. Coatings up to several centimeters in
thickness can be produced, and even on polished glass
surfaces, well-adhering conductive layers can be
deposited. The small divergence of the particle trajectories
permits the manufacturing of freestanding complex
structures. This new technology will open up specific
applications in the coming years.

G. Thermal Spray-Related Processes

The processing of conventional powder, wire, or rod
feedstock results in sprayed particles with diameters
exceeding 5 µm. The suspension plasma spraying process
has been developed to build up coatings of nanosized
droplets. Bioactive hydroxyapatite coatings have been
manufactured from a mist of droplets with a medium

diameter of 20 µm by HF plasma spraying. The high
temperature of the plasma jet and the long residence time
of the feedstock in the hot area permit the complete
evaporation of the solvent and the melting of dried powder
particles. The subsequent coating formation is comparable
to a conventional spraying process and a nanocrystalline
structure is obtained. Another example is the production
of LaMnO3 perowskite coatings using a suspension of
nanosized MnO2 particles in a LaCl3-saturated ethanol
solution. This new technology is in the state of laboratory
analysis. The thermal plasma jet cannot only be used to
melt particles, but also to evaporate or to dissociate a
feedstock material completely with subsequent deposition
on a substrate surface. The so-called thermal plasma jet
CVD (TPCVD) process has successfully been applied for
the production of diamond coatings on hardmetal turning
tools. Usually, methane is used as precursor gas. Methane
is injected into an argon-hydrogen plasma and dissociates
to carbon and hydrogen atoms due to high temperatures.
In the laminar boundary layer above the substrate
surface, partial recombination reactions occur before CHx

(0≤x≤3) radicals approach the surface and gradually form
the diamond coating. Both DC and HF torches can be
used, but the low gas velocity of HF plasma jets causes
thick laminar boundary layers and therefore strong
recombination processes resulting in low deposition rates.
The strong temperature gradients of thermal plasma jets
cause locally inhomogeneous deposition conditions.
Therefore, high-quality diamond coatings can only be
produced on small areas.

Besides diamonds, for example, SiC and
superconductive YBa2Cu4Ox coatings have been
produced in laboratories. In addition to gaseous and
solid state precursors, also liquid single source precursors,
which feature an easy fixation of the precursor
stoichiometry during the deposition process, have been
used. The application of liquid single precursors is
especially interesting for Si–C–N coating production, as
the mon gaseous precursors SiH4 or SiCl4 (evaporated)
are hazardous both for machinery and personnel.

The hypersonic plasma particle deposition (HPPD)
process was developed to produce nanostructured
coatings and also uses gas-phase precursors. In contrast
to TPCVD, the coating is not built up by the gas-phase
species, but by particles formed inside the plasma jet.
HPPD uses a plasma generated by a DC torch, into which
gaseous reactants are injected. Subsequently, the mixture
is quenched by supersonic expansion through a nozzle
into a vacuum deposition chamber. The high quenching
rates cause the nucleation and growth of nanosized

Figure 15 Cold gas spraying process.
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particles from the supersaturated vapor. As the process
is carried out at pressures of about 0.1 kPa, the particles
are strongly accelerated and deposited on the surface of a
cooled substrate. The inertial impact with velocities
exceeding 1000 m/sec results in a direct consolidation of
the coating without necessity for further treatment,
although the latter may improve the properties of the
coating.

This process has successfully been applied to produce
silicon and silicon carbide coatings with deposition rates
of 3600 and 1500 µm/hr, respectively [4]. Measurements
of the particle size in-flight and the grain size inside the
coating showed good agreement, with a mean size of about
10 nm. When the nanosized particles are focused to a
narrow beam, which can, for example, be achieved by the
application of a system of aerodynamic lenses, this process
can also be applied for nanostructured device production.
For example, SiC towers with a diameter below 100 nm
and heights exceeding 1 mm have been manufactured.

VI. NEW DEVELOPMENTS AND NEW
APPLICATIONS

Recently, thermal spraying has been introduced into the
line production of automotive engine manufacturing for
internal coating of cylinder bores [5]. For this purpose, a
special gun design (which permits fast internal coating of
bores with a diameter down to less than 70 mm), low
heat transfer to the AlSi cast alloy engine block, and a
reliable long lifetime of the gun components is required.
Additionally, coatings with superior tribological
characteristics in comparison to traditionally applied cast
iron sleeves at reasonable costs and an integral technology
considering all the necessary pretreatments and
posttreatments and their interdependencies had to be
developed.

The solution by Sulzer Metco Corp. is the Rota Plasma
system with a specially designed plasma gun. Although
the engine blocks remain stationary, the plasma gun
rotates inside the cylinder bores with constant distance
to the cylinder surface. Prior to the coating process,
automatic grit blasting is carried out with subsequent
complete removal of the erosive medium. In addition to
composite powders with steel matrix and solid lubricants,
low-alloyed carbon steel is applied as feedstock material.
As the process is carried out in atmosphere, the particles
are partially oxidized. The oxides show good lubricating
characteristics during the engine operation. The
combination with the coatings porosity, which results in
microscopical reservoirs for the liquid lubricant, permits

significant friction reduction and improvement of wear
resistance compared to cast iron. To achieve these
properties, the diamond honing machining after the
deposition of the coating needs to be optimized carefully.

For the so-produced engines, high reliability with long
lifetime and a reduced emission of hydrocarbons due to
decreased oil consumption in comparison to engines with
cast iron sleeves are obtained.

Another innovative process development deals with
the fast production of relatively thin area-wide coatings
on large surfaces by thermal spraying [6]. For this
application, a plasma spraying gun has been developed,
which features typical jet diameters of 400 mm at a
chamber pressure below 1 kPa with a homogeneous
distribution of particles in the plasma jet. The large cross
section of the plasma jet is a result of the supersonic
expansion into the low-pressure environment due to a
high pressure difference inside and outside the torch. At
the applied chamber pressure, the collision rate of species
is strongly decreased and the plasma jet may no longer be
in local thermodynamic equilibrium as it can be assumed
for conventional jets in plasma spraying processes.

The low density of particles in the spray jet, combined
with a high-velocity relative movement of the substrate,
results in the deposition of isolated splats. With successive
passes, an area-wide coating is built up. The buildup in
several passes results in low residual stresses of the coating.

Like TPCVD, this process is capable of filling the gap
between typical thicknesses of coatings deposited by
conventional CVD or PVD and thermal spray processes,
and features economical advantages if large areas need to
be coated because of the extremely short deposition time.
A potential application for, for example, electrical
purposes is the insulation by alumina, or use of conductive
copper, or high-temperature ionic conductive zirconia
coatings.

In addition to coatings, freestanding bodies can be
thermally sprayed. Typical freestanding body materials
are refractory or high-temperature-resistant metals and
ceramics. Although for coating production the substrate
is roughened to increase the surface, for free-standing
body production, surfaces need to be rather smooth to
permit separation from the substrate body. Depending
on the desired material and the geometry, different
techniques can be used. After spraying on graphite, the
counterbody can be burned if chemical reactions are
avoided, whereas bodies deposited on salts can be
separated by solving in aqueous solutions. Additionally,
spraying on polished substrates and separation with
thermal cyclical support are possible.
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The production of bulk ceramic bodies such as plates
and tubes of almost any size with characteristic
anisotropic physical, mechanical, and thermomechanical
properties by plasma spraying is an established technology
[7]. By plasma spray forming, components can be
produced directly with the desired dimensions, posing an
interesting alternative to conventional methods of shaping
green bodies by molding and casting followed by sintering.
These preferentially oxide and silicate ceramics exhibit
the typical thermal spray deposit structure with 10–20%
pores and laminar grains. They show low structural
hardness, thermal conductivity and heat capacity, and
extremely low Young’s moduli. The structure
advantageously provides quasi-ductile fracture behavior
and outstanding thermal shock properties. For example,
mullite tubes of 3 mm wall thickness survive a quench of
1200°C in 20°C water without fracture. Subsequent
firing results in a slight density increase of 1–5% and a
significant increase in Young’s modulus. Plasma-sprayed
ceramic bodies are mainly applied in hot corrosive
environments of rapidly changing temperatures, where
severe thermal gradients occur.

HVOF spraying is applied for the production of free-
standing nickel-based super alloy bodies for supersonic
engine liners. A new approach uses the vacuum plasma
spraying process for the production of superplastic
Ti6Al4V foils by thermal spraying. Superplastic forming
demands a two-phase material with fine and nearly
constant grain size at forming temperature. Ti6Al4V
features a high stability of its grain structure at
temperatures below the transition from the low-
temperature �+� microstructure to pure �. For the
production of Ti6Al4V sheets with according fine
microstructure, an expensive thermomechanical treatment
has to be done. The sprayed foils show extremely fine
grain size and, after annealing at 800°C, a comparable
microstructure to conventionally produced superplastic
sheet material is achieved.

Microtechnology is a fast-growing market these days.
Developments in stereo lithography and selective etching
processes commonly applied for microelectronic
components permit extremely small component sizes. But
the choice of materials is limited. Usually, silicon or polymers
are used and galvanoforming expands the applicable
material spectrum by some pure or particle reinforced
metals. Furthermore, particle content and distribution is
not constant in microparts with high aspect ratios. The
novel approach “thermal spray molding” uses thermal
spraying as a forming tool to mold microstru-ctural devices.
For this purpose, the desired material is thermally sprayed

on an according negative counterbody with subsequent
separation. There is hardly any limitation concerning the
choice of materials and the small component volume
requires only very short processing times.

Microcomponents with constituents smaller than 10
µm have successfully been molded by HVCW spraying of
molybdenum (Fig. 16) and Ni20Cr. The surface roughness
is decreased significantly in comparison to kerosene fuel
HVOF spray-molded parts, as the impingement of fully
molten particles on the counterbody does not cause
damage. The promising technique is at the stage of transition
from laboratory research to industrial application.

VII. SIMULATION OF THERMAL SPRAYING

The applicability of thermally sprayed coatings will be
expanded significantly if there is success in tailoring the
coatings structure. There is particular interest in the
optimization of spraying processes for the production of
nanocrystalline, quasi-crystalline, or amorphous coatings.
For the development of such coatings, it is desirable to
decrease the number of experiments to optimize the
process parameters. The large quantity of influencing
parameters and the boundary conditions of geometrical
and spraying conditions during the coating process
complicate the development of defined structures and
morphologies.

Modeling of the spraying process allows a better
understanding of the processes during thermal spraying.
If it is possible to optimize the spraying process and the
production conditions on the computer, the development
costs of new coating systems will be reduced. A good

Figure 16 Thermal spray moulded molybdenum micro-
component.
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agreement of the virtual spraying process with the real
coating deposition is achieved by precise modeling of the
particular process steps. The simulation of coating
formation to estimate process parameters is an important
tool to develop new coating structures with special
properties.

A. Simulation Concept

The different process steps in forming a plasma-sprayed
coating, which have to be regarded in the simulation, are
illustrated in Fig. 17.

First, the particles are injected into the plasma. Heat
and momentum are transferred to the particles. After
accelerating and melting the particles, they will be partially
or fully melted before their impact on the substrate. The
trajectories, the velocity, and the temperature of the
sprayed droplets can be calculated by the determination
of temperature and velocity within the plasma or the flame,
taking the plasma-particle interactions into account.

On the substrate, the particles flatten and the resulting
shape depends on the particle temperature and particle
velocity. Temperature-dependent properties such as
viscosity and surface tension also take influence. Heat
transfer processes have to be regarded in this simulation
as well. As a result of the particle flattening on the
substrate, temperature gradient and cooling rate in the
particles can be calculated from the local temperature-
time function. These parameters are the basis for the
calculation of the microstructure after solidification of
the sprayed particles. At least for the simulation of the
coating formation, the interaction of several droplets has
to be taken into account.

The sequence of the involved simulation steps and the
decisive parameters that have to be calculated are given in
Fig. 18 for each process step.

B. Plasma-Particle Interaction

First, the trajectories of the particles have to be calculated.
Based on the measured temperature and velocity
distribution of plasma, the transfer of heat and
momentum to the particles is simulated. According to
Ref. 8, the following functions, with Tw as the temperature
of the walls and Rin as the radius of the nozzle, are proven
for the calculation of plasma jet temperature and
velocity:

Temperature

 

Velocity

 

The injection of particles leads to a two-phase flow of
discrete particles in a continuous plasma jet. For spraying
processes, particle size and particle size distribution are
important. To consider these parameters, a Gaussian
particle size distribution with a mean size of 40 µm and a
standard divergence of 24 µm of the injected particles can
be chosen, and the particle trajectories for different sizes
of the particles and for different injection velocities can be
calculated. It can clearly be seen that higher injection
velocities lead to a broader particle jet.

Simultaneously, the resulting particle temperatures
depending on the particle size are calculated. Low injection
velocities lead to a more homogeneous temperature
distribution within the particle jet compared to high
injection velocities. In addition, particle velocities
depending on the injection velocity are calculated. Particle
velocities and temperatures are the starting conditions

Figure 17 Process steps to be considered in simulation of
thermal spray coating formation.

Figure 18 Sequence of simulation steps and decisive results.
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for the simulation of the impact and the spreading of the
sprayed particles on the substrate.

C. Particle-Substrate Interaction

To simulate coating formation, the spreading of more
than one particle has to be calculated. Depending on the
calculated particle temperature and velocity, the shape of
the flattened particle changes. Different starting conditions
for the particles are possible. Particles can be fully melted,
partially melted with a solid core, partially solidified on
the particle surface, etc.

The spreading behavior of the splashed particles can
be described with the Navier-Stokes equation for the
dynamic, viscous, and incompressible flow [9]. The
flattening of the particle on a plane substrate is then
calculated by the volume of fluid (VOF) model [9, 10].
The change of the particle temperature is calculated by
the change of enthalpy in each individual cell. Thereby,
the heat flux generated by convection, radiant heat, and
thermal conduction is considered.

In general, the simulation parameters for the
description of the particle flattening process on the
substrate during plasma spraying are temperature-
dependent and an overview on the regarded parameters
is given in the following table:

Particle parameters

• Particle size
• Temperature dependent surface tension
• Temperature dependent viscosity
• Thermal conductivity of the particle
• Specific heat of the particle
• Latent heat of the particle
• Density of the particle
• Melting point
• Particle temperatures
• Particle velocities

Substrate parameters

• Thermal conductivity of the substrate
• Specific heat of the substrate
• Substrate density
• Substrate temperature

Interaction

• Pressure
• Temperature around
• Heat transfer coefficient
• Emission coefficient
• Hot gas jet

The particle velocity significantly influences the particle
shape after the spreading of a single particle. High velocities
(150 m/sec) lead to an increased spreading of the particle.
For sprayed droplets with a high temperature before the
impact, the spreading and solidification time are longer
than for lower temperatures because the temperature
within the particle after the splashing is also higher (Fig.
19). In Fig. 20, the time-dependent temperature at different
positions in a single particle is given. For positions near
the substrate, temperature decreases faster by the stronger
heat transfer from the particle to the substrate. The
temperature behavior within the first particle is influenced
by the second particle after the impact on the substrate.
The cooling rate for the three different positions changes
as follows: Cooling starts after the impact on the
substrate. The release of the latent heat during the
solidification of the particles leads to a reduction of the
cooling rate. The impact of the second particle leads to a

Figure 19 Spreading behavior of nickel particles
depending on impact conditions.

Figure 20 Local temperature evolution in a sprayed
particle after impact on the substrate.
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decrease of the cooling rate within the first particle. After
solidification, the cooling rate increases. Heat transfer to
the substrate leads to temperature balance and the cooling
rate decreases exponentially. The calculated temperature
gradient and the cooling rate are the boundary conditions
for microstructure simulation.

D. Microstructure Simulation

The microstructure of solidified particles depends on the
boundary conditions and can be calculated using the
phase field model. The field function can be deducted by
the Landau-Ginzburg representation of the function of
the free energy F. The free energy is used to derive the
kinetic equation for the phase field in a manner that the
free energy decreases monotonically in time. The free
energy equation is solved to calculate the position of the
phase field. This leads to an equation to calculate the
phase field as a function of temperatures, boundary
conditions, and material parameters. For the
microstructure formation of thermal spray coatings, the
temperature of the interface of the subsequent flattening
particles is important as the nucleation occurs on two
interfaces: substrate/lower particle and the interface
between the two particles. Dendrites grow from the
nucleus on the substrate into the molten particle, and
from the interface into the two flattened particles. The
growth of the lower dendrites takes influence on the
resulting microstructure and the duration of the
solidification.

For different temperatures of the interface between
the particles, different microstructures will be formed.
The calculated microstructure for different interface
temperatures is shown in Fig. 21. Low interface
temperatures lead to heterogenous nucleation on the
interface. The dendrites grow in different directions with
a broader structure of the upper dendrites. With
increasing interface temperature, the interface will be
melted gradually. Less nuclei are formed and the dendrites
can grow partially through the two particles. With an

interface temperature above the melting point, the interface
is fully liquid and the dendrites can grow through the
two particles. The temperature takes influence on the
dendrite spacing.

Another important aspect of the microstructure
formation is that, normally, multicomponent materials
and not pure metals are used for industrial applications.
As a first approach to this, the solidification of a binary
alloy is simulated. In Fig. 22, the composition and the
structure of a solidified Ni–Al alloy are shown.
Solidification starts at two nuclei set on the substrate.
The starting composition is 20 at. % Al. After the
solidification, a eutectic with the two phases Ni and AlNi3

is formed.

E. Experimental Verification

In experimental verification, a good agreement between
simulation results and experimental particle spreading is
found. Even the microstructure simulation can be
validated experimentally. At first, the dendrite structure
in one particle is shown in Fig. 23. It clearly can be seen
that directional solidification of Ni dendrites occurred.
Dendrites growing through three particles can be seen in
Fig. 24.

Figure 21 Dendrite growth in nickel particles after impact on the substrate depending on the particle interface temperature.

Figure 22 Composition and solidification boundary
evolution in a Ni-20Al melt.
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VIII. QUALITY MANAGEMENT

The importance of quality management has increased
significantly worldwide in the past 10 years. Aggravated
laws concerning product liability have supported this
development in Europe. Additionally, the unification of
the European market leads to increased competition of
companies and products. For special applications with
high security relevance such as turbine blade coatings,
company-dependent specifications have been developed
by end-product manufacturers (e.g., Pratt and Whitney).
However, to date, there has been no single thermal
spray company that fulfills the demands of the standard
Ford 101.

Due to the high costs involved in certification, most of
the German thermal spray companies and research
institutes have joined the Gemeinschaft Thermisches
Spritzen (GTS) Thermal Spray Community and have
worked out a technology-specific standard. The GTS
quality guidelines are based upon the standards DIN ISO
9000 and DIN ISO 9004, with adaptations for thermal
spray surface technology. This certification standard
constantly gains acceptance in different industrial
branches served by the thermal spray industry. A parallel
standard in other nations is not known to date.

Generally, methods and tools for on-line monitoring
and control of the spray process and for nondestructive
testing of the thereby produced coatings have to be
developed and applied in order to make thermal spraying
an unquestionable reliable coating process. Corres-
ponding developments are introduced and discussed in
the following.

A. Process Control Tools

The monitoring and control of the machine parameters
such as gas flow rates or plasma current are state of the
art. The large number of machine parameters is optimized
prior to the coating of components. However, even the
complete control of the machine parameters does not
guarantee constant coating properties, as the particle
parameters (temperature and velocity) at the moment of
impact on the substrate, which determine the coating
structure in combination with the substrate temperature,
are also liable for, for example, torch degradation.
Therefore, efficient process control tools have to provide
characteristic data collected in the spray jet. Different
systems are currently being tested concerning their
industrial practicability.

The fast pyrometry-based DPV2000 (Tecnar
Automation Ltd., Canada) system permits the
determination of absolute particle parameters and particle
size distribution. It was initially designed for process
understanding, modeling, and development. Meanwhile,
it has evolved to a successfully applied monitoring tool
[11], but the high price and the low flexibility concerning
handling inhibit its use, especially in small job shops.

Additionally, two CCD camera-based systems have
been developed and are presently being introduced in
series production. The SprayWatch system (Oseir Ltd.,
Finland) works by recording two successive pictures of
different wavelengths, allowing the determination of the
temperature and velocity of individual particles as well as
their spatial distribution [12]. The handling of the
diagnostic tool along with the spraying gun is possible,

Figure 23 Dendritically solidified particle in a VPS nickel
coating.

Figure 24 Dendrite growth through several particles in a
VPS nickel coating.
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but the flexibility is decreased due to its large size and
relatively high price.

The other CCD camera-based approach, Particle Flux
Imaging (PFI), is used to monitor the process state with
the aim of detecting deviations from an optimized state.
Images of the torch plume and the particle jet are recorded
and the pictures’ grey scale distribution is patterned by
ellipses. Deviations in the ellipses’ position and axis
direction point at changes in process conditions [13].
The system permits in situ application and is compara-
tively cheap. However, the determination of boundary
values for the ellipses’ characteristics requires extensive
preinvestigations.

An emission spectroscopy-based system, Flumesys
(Flumesys GmbH, Germany), which like PFI aims to detect
deviations from an optimized process state by location
resolved data of characteristic wavelengths intensity [14].
As only a small optical setup linked to a spectrometer by
optical fibers is moved along with the spraying gun,
emission spectroscopy shows high flexibility and is already
implemented in the production of turbine blade coatings
for aviation applications and for cylinder bore coating
manufacturing in the automotive industry.

Although the price of emission spectrometers has
decreased significantly in recent years, an extensive use
by job shops is hindered by missing strategies for the
determination of intensity value boundaries with necessity
of only few preexperiments. Emission spectroscopy is a
highly interesting tool because it is also capable of detecting

feedstock impurities, as atomic species of each element
emit photons with characteristic wavelengths. For
example, coinjection of copper during vacuum plasma
spraying of aluminium coatings can easily be detected by
monitoring characteristic wavelengths (Fig. 25).

A cost-efficient system that detects critical changes of
the process conditions based on a correlation of the
acoustic emission of a spraying gun is presently being
evaluated concerning its applicability under industrial
conditions. Finally, the acoustic emission of particles
impinging on the substrate is correlated with the size,
density, velocity, and viscosity of the particles. Thereby,
an online control of the coating formation will be possible.
So far, all systems lack a closed loop and therefore do not
permit the control of the spraying process.

B. Nondestructive Testing of Thermally
Sprayed Coatings

These days, mainly the destructive metallographical
inspection of thermally sprayed coatings is applied. Small
specimens are coated along with the real components in
order to permit components intactness. This method is
not very reliable, as during the spraying of a large
component, critical process fluctuations resulting in local
bad spots are more likely to occur in comparison to
spraying on the small specimen. The same problem applies
to the inspection of small parts taken out of the
component at locations that are not critical for its use.

Figure 25 Emission intensity of characteristic wavelengths during vacuum plasma spraying of aluminum and
co-injection of copper powder at 10 and 95 s.
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Additionally, the thermal conditions of uncoupled
specimens and a component can differ significantly.

The nondestructive testing of thermal spray coatings
is still in the stage of laboratory investigations. Besides
ultrasonic testing, optical holography, and eddy current
testing, thermography has been applied. The latter permits
a comparatively fast detection of bad spots with a
dimension down to 100 µm for coatings on flat surfaces.
This promising method still has to be qualified for the
inspection of coatings on components with complex
shape.

IX. ENVIRONMENTAL ASPECTS

These days, thermal spraying is considered as a coating
technology with broad industrial acceptance, which
features a high standard of environmental sustainability.
Feedstock that does not contribute to the coating
formation and dust involved in thermal spraying are
collected in special filters and disposed of separately. For
common spray materials, hazardous waste is avoided.
Exemplary studies carried out for atmospheric plasma
spraying show that, in addition to the evolved dust, the
generation of gaseous species and fumes, and the emission
of noise and radiation have to be considered.

Despite the broad application of thermal spray
processes, only little information on hazards for personnel
during the spraying procedure has been elaborated. Due
to the generally rising ecological awareness, this deficit
has been minimized. Furthermore, personal safety
equipment and methods for avoidance of any kind of
emission are being developed.

X. CONCLUSIONS AND PERSPECTIVES

Coating technologies have become key factors for the
manufacture of innovative products and for general
technological advancement. Due to the high flexibility
concerning both substrate and feedstock material, and
processing conditions by a variety of processes, thermal
spraying has opened up versatile markets and industrial
applications. Adjusted combinations of feedstock and
spraying equipment permit the tailoring of coating
properties in wide ranges.

The use of tools that monitor relevant data out of the
gas jet-particle interaction zone will increase the acceptance
of thermal spray processes further on due to the improved
reliability of the coating properties.

Although in the past the focus of thermal spray
applications was in the area of wear and corrosion

protection or thermal insulation, these days, coatings with
special physical, electrical, chemical, or electrochemical
properties gain more and more interest. Computer-aided
engineering will permit to decrease the necessary effort
for the development of adapted spray processes and the
optimization of process parameters and feed-stock.
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I. INTRODUCTION

An increasing awareness on the environmental
implications of any manufacturing process has given new
air to the use of coatings in the manufacturing process.
Historically, coatings have been used to protect structures
(painting and galvanizing) and pieces (metallizing) and
often to reconstruct worn pieces. These activities, tending
to increase the useful life of structures, machinery, and
parts, contribute to diminish scrap piles and the
exploitation of raw materials. Presently, the
consciousness on the life expectancy and the cycle of
manufactured items, the need to respond to the
community of the “from-cradle-to-grave” cycle of their
products, pushed original-parts manufacturers to include
in their process coating technologies. Coating a structure,
machinery, equipment, or elements of those usually
provides a practical and a less expensive way of
manufacturing high-quality and high-performance items,
especially if incompatible characteristics are required
from the bulk than from its surface. For example, an
inexpensive but mechanically resistant body with a
relatively small amount of more expensive material as
coating could provide a piece with a surface that is
acceptable for the envisioned application, which
improves the quality of the piece, adding priced qualities
to the resistant bulk. In many cases, if the piece takes
part in the production of new products, the quality of
the product will also improve. Coatings increase the
endurance of the piece, improving its thermal resistance,

corrosion, and wear resistance, making the piece more
appealing by improving its physical appearance
(ornamental). Also, coatings could make parts more
performant by changing its physical properties, like
reflectivity, light absorbance, or conductivity, or by
making them acceptable of being introduced in a human
body that is biocompatible.

Usually, the part in question is mechanically finished
first and then its surface is prepared to be coated, for
instance, made more coarse, washed, cleaned, and dried.
Then coating is deposited, sometimes heat-treated to
improve its adhesion to the substrate or diminish
porosity, and, finally, mechanically or chemically finished
to obtain the desired surface conditions. Only in very
thick (welded or cladded) or sometimes very thin coatings
(i.e., galvanic plating) some bending or forming can be
accomplished after the piece is coated without rupturing
the overlayer. In thin-coated parts, the elasticity of the
coating could endure bending without rupture.

Choosing the coating material, the appropriate
process and its thickness, is one of the hardest decisions
for the manufacturer. The concepts of quality (i.e.,
durability) as well as economic considerations are usually
determinant in this choice. Production time and
technological complexity must be therefore considered.
Depending on the physical characteristics, thickness, and
its mechanical properties of the coating, the
manufacturers must consider the system that fits better
in his production chain, with a minimum of specialization
for the operators, time required for the application, initial
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investment, and production expenses. In sensitive parts,
however, price might not be limiting, thus complex
coating systems and expensive materials could be justified
due to the assurance they give to the performance of the
part. Examples of these are biomedical implants, like
femur prosthesis’s heads and artificial dental implants,
where the lifetime durability of the ceramic-coated metal
implant must be assured. Also, turbine blades, especially
for aircraft applications and some defense equipment,
justify large investments in sophisticated processes and
expensive consumables. The price of production is
acceptable when human life depends on it or the
consumer requires high quality.

Coating technology has increased in number,
sophistication, and types of materials available for
coatings. Also, the diversity of applications has been
expanding. So the know-how on characterization of
coatings and consumables, like powders, wires, and the
like, has become more sophisticated [1].

The two main factors to be aware of on a coating
performance are its final surface characteristics and its
adherence; however, the mechanical resistance of the
coating itself seems to be a factor impinging on its
durability [2]. Fatigue resistance [3] as well as shear
resistance seem to be important on coating durability. In
the case of sprayed particles, particle decohesion has
proven to be a major source of failure [4]. The coating
quality depends not only in its chemistry, but also in the
morphology of the deposited material, be it atomic or
molecular, drops or particles, which is influenced by the
manufacturing method of these consumables [1]. Thus
wire, bar, or particle characterization is imperative to
assure a good coating when these are used including
chemical composition; it is also important when fluids
are used. Surface preparation of the substrate, in special
cleanliness and finishing (roughness or coarseness), is also
important for adhesion [5].

II. SURFACE TREATMENTS

Surface treatments, like shot pinning, heat treatments,
cementation (carbonitruration), or ion implantation,
could not be considered as coatings, even if they provide
comparable surface effects. To be considered a coating,
it must be always an overlayer, smaller in thickness than
the substrate that has been covered. If the coating
thickness is comparable with that of the substrate, it is
referred either as a metal couple (cladded), layered
material, or another appropriate name, but not as

coating. Surface treatments with and without material
depositions on the surfaces will be discussed in this
section.

A. Shot Peening

Shot peening is a cold-working method accomplished by
pelting the surface of a metal part with round metallic
shot (steel balls) thrown at a relatively high velocity. Each
shot acts as a tiny peen hammer, making a small dent in
the surface of the metal and stretching the surface radially
as it hits. The impact of the shot causes a plastic flow of
the surface grains, extending to a depth depending upon
the kinetic energy and impinging angle of impact of the
shot and the physical properties of the surface (hardness
and toughness). Kinetic energy transfer is the controlling
process of shot peening. Depths varying from 0.05 to
0.30 in. are rather common, but values either higher or
lower than this range can be practical [6].

There is a momentary rise of temperature of the
surface due to the transformation of energy, possibly
enough to affect the plastic flow of the surface grains.
However, the effect of shot peening is considered as cold
working, as the temperature reached is not high enough
to produce annealing, creep, or metal flow at high
temperatures [6].

The grains underneath the top layer are not deformed
to their yield point and therefore retain their elasticity.
The under grains are of course bonded to the plastically
deformed upper grains and would tend to remain
undeformed. In the equilibrium that results, the surface
grains are in residual compressive stress while the inner
fibers are in tension, thus providing conditions that will
curtail the growth of surface cracks.

Experimental work indicates that the surface
compressive stress is several times greater than the tensile
stress in the interior of the section, so that when working
stresses are applied that would ordinarily impose a tensile
stress on the surface layer, the residual compressive stress
will counteract them. Fatigue failures, which cause about
90% of the mechanical catastrophic failures in metal
parts and structures, largely start at surface cracks that
grow under tensile stresses; thus shot peening generally
results in considerably greater fatigue strength. An
equivalent result could be obtained with a tough welded
protective coating, as cooling of the coating will produce
compressive stresses on the undeformed substrate. Nickel
alloys or manganese steel coatings, which are tougher
than most carbon steels, are also used to reduce fatigue
cracking on these materials.
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B. Heat Treatments

Many machined, welded, and even coated pieces and
structures retain stresses, mainly tensile, that could lead
to failure when in use. Increasing the temperature of the
surface allows the climbing of dislocations, thus the
untangling of dislocation networks, which will provide a
larger mean free path for dislocation gliding and thus
permit more plastic deformation. These mechanisms
absorb mechanical energy that otherwise would lead to
dislocation alignment at obstacles near cleavage planes
and subsequent crack generation.

Heat treatments are then used to “relax” the surface
(or the bulk), reducing the chances of failure. Deeper or
more prolonged treatments might provide enough
energy for recrystallization and grain growth, thus
softening the surface. These treatments are used after
welding, hammering, cladding, and other machining
processes when large residual stresses are feared to
remain. Some coated materials are also heat-treated for
the same reasons and, in some cases, for melting the
coat, providing better adhesion to the surface, liquid
sintering of the deposited grains, and reduction of
porosity. It is often used when eutectic material is
deposited in the so-called self-fluxing alloys (i.e., Ni–
B–Si alloys).

C. Cementation

Cementation is a generic name for surface-treating steel
(or another alloy) by exposing it to a bead of carbon- or
nitrogen-rich material (could be extended to other
relatively small atom sources) that upon heating will
promote the penetration of these elements into the surface
of a steel substrate by diffusion [7].

Fick’s first law of molecular diffusion is also a
proportionality between a flux and a concentration
gradient. For a binary mixture of A and B [8]

(1)

where in Eq. (1), JAz is the molar flux of A by ordinary
molecular diffusion relative to the molar average velocity
of the mixture in the positive z direction, DAB is the
mutual diffusion coefficient of A in B, and dCa/dz is the
concentration gradient of A, which is negative in the
direction of ordinary molecular diffusion. If the gas,
liquid, or solid mixture through molecular diffusion is
isotropic, then the value of DAB is independent of

direction. Nonisotropic (anisotropic) materials include
fibrous and laminated solids as well as single noncubic
crystals. The diffusion coefficient is also referred to as
the diffusivity and the mass diffusivity (to distinguish it
from thermal and momentum diffusivities).

Many alternative forms of Eq. (1) are used depending
on the choice of driving force or potential in the gradient.
For example, we can express Eq. (1) as

(2)

where, for convenience, the subscript on J has been
dropped, C=total molar concentration, and xI=mole
fraction of species I [8].

The atoms in the cementation process will move
mostly interstitially into the metal and produce a
slowdown motion of dislocations. Cottrell atmospheres
are considered the important mechanism to restrain
dislocation motion when interstitial free carbon or
nitrogen is present in steel.

The surface hardening with carbon is also called
carburizing [9], with nitrogen, it is called nitriding, and
with both, it is called carbonitruration. Other small
atoms might play similar roles on steel and other metals,
but in many cases, ad hoc names are given to these other
diffusion effects.

There are essentially two methods in use for
carburizing steel surfaces. They are pack carburizing and
fluid carburizing. In both instances, low-carbon steels
with 0.15% to 0.25% carbon are heated in contact with
a carbonaceous material or a carbon gas [10].

In the first processes, the material is sealed into a
pack with a commercially prepared carbon material or
some other material such as coke charcoal or leather.
The compound dissociates, releasing carbon, which
diffuses below the surface of the steel to form iron
carbides. In the fluid processes, the steel is heated in a
retort furnace. Carbon monoxides or hydrocarbons
(ethane, methane, propane, or natural gas) are
introduced into the furnace. When heated, the carbon
will penetrate into the sample. Liquid cyanide is another
fluid carburizing process [10].

In either process, the materials are heated well above
the critical temperature for a predetermined period of
time. The carburizing temperature is generally above
about 1750°F, which is well up into the austenite range.
The length of time employed depends upon the
carburizing materials, the size of the part, and the depth
of penetration desired. The soaking period generally
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takes from 4 to 10 hr at the carburizing temperature. If
the part is heated, soaked, and removed from the furnace,
the case is not too thick, and the change from high to
low carbon is abrupt. If the part is furnace-cooled, the
penetration is deeper and more gradual. If the grain
structure of the material is coarse, the penetration will
be greater than if the grains are fine [11].

More details of carburizing can be found in Avner
[12], Introduction to Physical Metallurgy.

Another method of carbonitrurizing is the plasma
carbonitruration. The piece is exposed to a plasmogenic
atmosphere rich in C and N, and the gas is plasmolyzed
(ionized), usually by a spark, making the piece negative
(cathodic); with respect to an anode, the ionized C and
N atoms will hit the surface, warming it by transforming
its kinetic energy, and penetrating it by diffusion, thanks
to the concentration gradient between surface and bulk.
Some high-energy ions will penetrate by ion
implantation, but in any case, the final result will be a
cemented surface.

Cementation is the simplest and oldest
hydrometallurgical process. It has been used in extractive
metallurgy to recover valuable metals as well as to
remove unwanted impurities. Iron and zinc are the most
common reductants in commercial applications of
cementation process. There is little information in the
literature about cementation on other metals [13]. Cao
and Duby [13] have been investigating about
thermochemical properties, electrochemical behavior,
and potential use for cementation on two ferromanganese
alloys, standard ferromanganese (6.8% carbon) and
medium carbon ferromanganese (1.4% carbon).
Cementation of cobalt on ferromanganese has also been
investigated. The rate is measured by rotating-disk
experiments, and the results show that cobalt
cementation on ferromanganese is a first-order reaction
controlled by mass transfer. The reaction is fast in the
pure sulfate solution, and the efficiency of use of
manganese is close to 100%.

Some of these cementation processes are substitutional
in nature; that is, the atoms diffuse in substituting atoms
in the crystallographic matrix of the substrate as the
cementing atoms are very large to diffuse through
interstitial spaces. In any case, hardening is often pursued
by cementation, but some other applications might also
be engineered.

A related process is the oxidation of metals like
aluminum alloys and chrome steels to either passivate
them or to color their surface. These processes are
accelerated by heating the metal pieces in a reactive
(oxygen-rich) atmosphere.

D. Ion Implantation

Ion implantation is a result of ion bombardment of a
surface. The source of ions is usually a plasma. The
incoming ion could hit a surface atom, and if its kinetic
energy is enough to remove the atom from the lattice
position, it will either produce a so-called “knock on,”
which at its time will hit another atom to produce a
cascade effect (spique), or simply replace the lattice
atom upon displacing it. If the energy of the incoming
ion is very high, its cross section to collision [differential
cross section for transfer of energy to nucleus [14]] is
very small and will be able to penetrate deeply into the
substrate. The implanted ions might substitute the
atoms of the crystal lattice, changing the electron
density at different energy levels. If we have, for
instance, a silicon (Si) substrate (as in a chip), an atom
of valence 5 (i.e., P, As, or Sb) will contribute with excess
electrons, thus energetically contribute to a donor
energy level, making Si an intrinsic semiconductor into
n-type extrinsic semiconductor. An implanted ion of
valence 3 (i.e., B, Al, and Ga) will make a vacancy
contribution and a p-type semiconductor. In both cases,
the energy gap is lowered to a 100th of an electron volt
[15, 16].

Cheng et al. [17] have been observing medium-range
order in ion-implanted amorphous silicon using
fluctuation electron microscopy. In fluctuation electron
microscopy, variance of dark field image intensity
contains the information of high-order atomic
correlations, primarily in medium-range-order length
scale (1–3 nm). Thermal annealing greatly reduces the
order and leaves a random network. It appears that the
free energy change previously observed on relaxation
may therefore be associated with randomization of the
network.

Zhang et al. [18] prepared silver-doped titanium oxide
coatings for biomedical application by ion beam-assisted
deposition in an oxygen atmosphere. X-ray
photoelectron spectroscopy (XPS) was used to examine
the chemical states and composition, and the critical
surface tension and dispersive and polar components of
the surface energy were investigated by contact angle
analysis. XPS analysis confirmed the presence of TiO,
Ti2O3, and TiO2, and the concentrations of the different
oxidation states were influenced by the deposition rate
of Ti and Ag. Dispersive and polar components of the
surface energy were significantly affected by the oxygen
atmosphere, and samples with a higher concentration of
silver exhibited a somewhat large critical surface tension.

Copyright © 2004 by Marcel Dekker, Inc.



Designing a Surface for Endurance 861

Wei et al. [19] presented the experimental results of the
formation of AlHf phase and the associated mechanical
properties of the Al matrix implanted by Hf ions. The
intermetallic compound Al3Hf is very attractive, owing to
its melting point (1540°C). The Al3Hf phase has been
formed by some methods. The high aluminum
intermetallic compounds DO23–Al3Hf and Ll2–Al3Hf were
directly formed by Hf ion implantation into Al matrix with
an average current density of 64 µA/cm2 using a metal
vapor vacuum arc (MEVVA) ion source at a dose from
3×1017 to 7×1017 ions/cm2. The surface layer hardness of
the sample implanted by Hf ions at a dose of 7×1017 ions/
cm2 was approximately three times larger than that of the
aluminum without any Hf ion implantation.

Iron aluminides are of considerable interest from low
to intermediate temperature structural applications in
which low cost, low density, and good corrosion or
oxidation resistance are required [20]. However, their
application is currently limited by room-temperature
brittleness and low-corrosion resistance. Choe [20], in
order to improve the wear and corrosion resistance of
iron aluminides in acidic solutions, made a study where
steel containing Mo and Cr were fabricated and nitrogen
ion-implanted on the surfaces of samples with doses of
3.0×1017 ions/cm2 at an energy of 150 keV. Nitrogen
implantation promotes the corrosion potential, the
pitting, and the repassivation potential for iron
aluminides containing Mo. He considered that the
corrosion problem of iron aluminides could be solved, to
some extent, by the addition of Mo and Cr to iron
aluminides and nitrogen implantation on the surface of
iron aluminides.

Thus ion implantation could be used for electronic
applications, as well as for the control of some
mechanical and chemical properties, in a similar way as
the coatings.

These surface treatment techniques, as was mentioned
before, might provide desired changes on the surface
without changing much the surface profile of the piece.
Coatings contribute to the thickness of the pieces or
structures.

III. COATINGS

A coating is an overlay or film of a determined material
(metal, alloy, ceramic, composite, or polymer; could be
thin, medium, or thick), which is deposited on the surface
of another material to change the characteristics or
superficial proprieties (mechanical, chemical, or physical
characteristics).

A. Coating Thickness

The thickness limits for thin and thick coatings are
somewhat arbitrary. Millimetric coatings are considered
thick; micrometric ones are considered thin. A thickness
of 10,000 Å (1 µm) is often accepted as the boundary
between thin and thick films. A recent viewpoint is that a
film can be considered thin or thick depending on
whether it exhibits surface-like or bulk-like properties
[21].

Almost all material compositions used as substrates
can be coated by a large number of materials if the
substrate’s surface is accessible to the coating process and
is duly prepared to enhance adhesion. Paint on metals,
polymers, and ceramics, considered a thin polymer
coating, will cover the surfaces, without much previous
preparation other than cleaning. Contrasting with it, the
thick welded coating of metal over metal requires
machining and cleaning before coating. Historically,
those materials of lower fusion temperature were used
earlier (polymers and eutectic metal alloys) than those of
high fusion temperature, like refractory metals and
ceramics. Chemical or electrochemical processes could
build up a layer of material on a substrate, depositing
molecules or ions on the surface, thus protecting or
ornamenting it. Diamonds, for instance, could be grown
on steel by chemical reactions, leaving a wear protection
coat; also, chrome oxide could be deposited or formed
(stainless steel) for corrosion protection. Nickel, on the
other hand, could coat a fender by galvanic means,
having a strong bonding due to its growth pattern and
yield not only protection, but also beauty. Evaporation,
ablation, and sputtering of sources can deposit atoms,
forming thin layers on a clean substrate, which are useful
for electronic applications. Other processes deposit
micrometric or nanometric particles, building up
millimetric and even centimetric layers, from drops, small
particles (micrometric), or simply wetting and drying. In
must applications, one of the deciding factors of stability
is the similarity between the thermal expansion
coefficients of the coating and substrate to avoid bending
of thin pieces and detachment from thick ones.

B. Adhesion of Coatings

It is reasonable to think that historically, metallic coatings
and later polymeric (paints) were used earlier than
ceramic coatings due to the dependence of the coating
on temperature for its adhesion. However, caves, ceramic
pots, and tombs were decorated with oxide (ceramic)
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layers that could be considered coatings. In all of those,
adhesion to the surface seems to be a major concern for
endurance.

Adhesion of the coating to the substrate requires a
close contact between the materials at the interface, and
interfacial contact is better obtained if at least one of the
faces is in the liquid state. Thus to deposit metals or
ceramics, one must reach its fusion temperature or close
to it when the particle, wire, or band contacts the
substrate. That energy must come from heating the
material prior to deposition (molten metal, deposited by
immersion), while being deposited (plasma or
oxyacetylene-sprayed coatings), or after being deposited
(thermally sprayed self-fusing alloys). Otherwise, the
material must be in liquid state in a suspension, like paint
or like sol-gel deposits, where the material is in a colloidal
suspension and is deposited and subsequently dried.
Lately, the energy for melting is obtained from the impact
kinetic energy of the impinging particles, as in high-
velocity oxygen fuel (HVOF) processes, the novel high-
velocity cold process, and exothermic reactions like
aluminum oxidation [22].

Adhesion of the coating to the substrate depends on
the intimate contact between the two materials, as well
as the above-mentioned similarity between the thermal
expansion coefficients. Once the materials are chosen,
adhesion is best accomplished if two materials, coating
and substrate, are at atomic or molecular distance from
each other, which is obtained by atomic or molecular
deposition in vacuum or by wetting. The free bonds and
the surface dipoles from the two layers can then interact
at the interface either weakly (van der Waals and other
polar forces) or strongly (metallic, ionic, or covalent
bonding). Moreover, if diffusion is possible, that is, if
there is enough heat for diffusion, the two materials can
interdiffuse, or even react, and new phases could appear
providing better bonding as in welding. Of course, these
phenomena are dependent on the chemical composition
and even crystal structure of the deposited coat and that
of the substrate, which will define interdiffusion and
reactivity at a given temperature. Thus improving the
bonding in itself defines the technique to be chosen and
the deposition parameters: temperature, pressure,
atmosphere, etc. once the coating material has been
decided for a given substrate. The microstructure to be
obtained is also decisive, as from it depends its
mechanical, chemical, and thermal behavior among
others. Amorphous coatings, by rapid solidification,
porous coatings, small grains, martensitic structure, etc.,
depend on the method of deposition and subsequent heat

treatment. The method of deposition might affect the
substrate itself. Welding, for example, due to the high
heat input, could produce new phases, which weaken
locally the substrate. Also, arch welding and, to some
extent, galvanizing might produce hydrogen
contamination, leading to embrittlement of the interface
or deposit [23].

Vacuum techniques, for depositing atomic or
molecular layers, increase greatly the costs and are
usually cumbersome, thus physical vapor deposition
(PVD), chemical vapor deposition (CVD), and the like
are mostly used for electronics, aviation, biomedical, and
other high-technology applications, where cost can be
justified. These sophisticated techniques often induce
epitaxial growth of the coating on the substrate, ensuring
structural continuity at the interface and thus good
bonding. Deposition of drops or solid particles, soften or
almost molten (wet and thermal spraying), requires either
heat produced by burning fuels, by electrical sparks, or
by plasma or exothermic reactions, like with aluminum
particles. High-velocity impacts, like those achieved by
the now popular high-velocity oxygen fuel (HVOF),
where the particle at the speed of sound impinges the
surface, transforming its kinetic energy into heat, melt
the particle at the impact and wet the surface. Thus
adhesion is associated to wettability, and the force, stress,
or energy of adhesion could be related to changes of
surface tension and energy, but not necessarily be equated
to it. Surface wettability is proportional to surface energy
differences. Adhesion energy is the work per unit area
required to separate the coating from the substrate. Thus
it is linearly proportional to the difference between the
surface energy air substrate (γAS) and air coating (γAC)

(3)

E is the added energy due to mechanical anchoring and
other bonding factors.

Other factors contribute to the macroscopic
(mechanically measurable) adhesion force or energy as
might be mechanical anchoring of the coating in the
irregularities of the substrate or diffusion and subsequent
formation of new interfacial phases and chemical
bonding. The chemical bonding is considered stronger
than the other types of bonding.

Adhesion tests have been normalized, and peeling (for
thin films) (refer to ASTM C 633–79, “Standard Test
Method for Monotonic Stress or Pulling”) and shear test
(also refer to ASTM C 633–79) are usually accepted to
prove good adhesion. Other tests like bending and twisting
of the overlaid rod or plate and fatigue tests by cyclic
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deformation of the substrate and coating are also used.
However, good correlation of these tests to the adhesion
observed when the part is in use requires more statistical
work. In most cases, however, the tested samples fail at
the coating itself, near the interface coating substrate, more
than at the interface itself. In sprayed coatings, it has been
shown that the apparent interface peeling is due mostly to
particle decohesion [4] in the coating rather than
separation of the coating from the substrate.

C. Types of Coatings

Coatings can be classified according to multiple criteria.
For instance, thickness is one of them (as mentioned
before) [thin solid films (angstrom or micron thickness)
and thick layers like welded metallizing (millimetric or
centimetric)]. Another is according to composition
(metallic, ceramic, polymeric, composites, like cermets)
and also according to the expected added property to the
substrate, as corrosion-resistant, wear-resistant, heat-
resistant, opaque, reflective, and the like.

The chemical composition of some typical coatings
and their application can be seen in Section VII. In
general, commercial coatings are presented with an
oversimplification of its applicability. For instance, the
label “corrosion-resistant” might be shown without
specifying the media and conditions to which it might be
resistant.

The color and brightness of the coating are also popular
classification parameters, like dull coat, bright coat, etc.;
terms as hard coatings, refractory, and heat-resistant
coatings tend to make the classification more complex.

Usually “hard coatings” are presented as wear-
resistant coatings; however, hardness is not necessarily
the determining factor in the resistance of a coating to
say, friction, where the wear is more dependent on the
similarity or difference of the surfaces of the tribological
pair [24] than to the hardness of the coating. Also, in the
case of fretting corrosion and even abrasion, the
resistance of the coating depends more in toughness than
in hardness [25]. Cermets, like tungsten or titanium
carbide in cobalt or nickel matrix, are considered hard
coatings. In these materials, the carbide gives the overall
hardness, and the metal gives the required toughness [26].
Erosion could be controlled sometimes by soft elastomes
(rubber) instead of hard coatings.

Thermal barriers on the other hand depend on the
material used (alumina, zirconia, partially stabilized
zirconia—PSZ) and also on the porosity. Thus the same
material, with a different application process, could yield

different properties to the coating. Ceramics, by and
large, could be applied by CVD, oxyacetylene torch, or
plasma torch, but with plasma, the coating will be more
mechanically stable than with oxyacetylene and CVD is
used for relatively thin coatings. This leads us to think
that our attention, once we know about the possible
nature of the finished coating, should concentrate on the
coating method or process [27].

D. Time for Coating

Coating is usually done when the self-sustaining structure
or piece is completed (after the manufacturing) for
aesthetics (painting, plating), protection (galvanizing,
CVD), or reconstruction (metallizing), during the
manufacturing process, when the coating is part of the
piece design (OPM: original part manufacturing), for
some purposes like corrosion, wear protection, or
thermal barriers, and during piece or equipment
assembly, like coating of electronic devices. Some users,
however, coat the original pieces of new machinery or
equipment to increment their service life, and others use
coatings for repair purposes. Some automobile pieces are
coated after being manufactured and before assembling
the vehicle, for instance, Babbitt coating on rolling
bearings, to reduce fiction; also, the full body is immersed
in anticorrosive fluid after the body is mechanically
finished. Similarly, water and oil pipes are coated as part
of the manufacturing process, and electronic parts and
medical implants are also coated during manufacturing.

More and more original parts are coated during
production and, also, structures are protected by coatings
once assembled, like oil (petrol) rigs, bridges, etc.

IV. CHOOSING THE APPROPRIATE COATING

Obviously, the appropriate coating would depend, as we
have said before, on the mechanical and chemical
properties as well as other requirements that the surface
should supply and also on the adherence of the surface
to the substrate, which depends on chemical composition,
among other things. In this chapter, we will emphasize
surfacing or coating for wear resistance and corrosion
resistance.

A. Wear Resistance

Many commercial products are labeled “wear-resistant”;
however, wear is a very generic word. Using a somewhat

Copyright © 2004 by Marcel Dekker, Inc.



Lira-Olivares864

classical definition, wear is the volume of material lost
from the surface of a piece, either by chemical or
mechanical work done on the surface; thus we could talk
about chemical wear and mechanical wear, and these two
subgroups are subdivided in apparently different
phenomena, as follows:

Chemical wear: corrosion and oxidation [28]
Mechanical wear: adhesion (friction), abrasion,

erosion, cavitation, fretting corrosion, surface
fatigue [29]

However, Suh [25] considers that surface fatigue
supersedes all other wear processes; thus if one controls
surface fatigue, one controls wear. Fatigue is controlled by
toughness in the material, thus a tough coating should
suffice in most wear processes. This, in practice, is not
totally true, as adhesion requires that the unlubricated
tribological pairs are made of “incompatible” materials,
that means, materials that do not weld to each other. Thus
the coating to control friction must be either a solid
lubricant (like graphite, Teflon, and molybdenum
disulfide) or should not obey, if possible, the Hume
Rothery rules of dilution to avoid welding between the
asperities of the surfaces in contact. A table of comparison
of metallic elements was published some time ago by
Rabinowicz [30] and is shown below. Alloy couples must
be tried ad hoc, and ceramic coatings are usually good
couples used against adhesion due to their high-melting
temperature, creep resistance, and low ductility. However,
caution must be put on pairing ceramics with soft metals
as the latter will probably wear faster.

Abrasion control is usually done with composite
materials, like hard carbides, borides, and nitrides, as
hard particles embedded in a tough metal or polymeric
matrix [30, 31]. These called cermets, in the case of metal-
carbide composites, are used as machining bits, abrasion
wheels, and as coatings for tractor loaders, trucks,
platforms, etc. to protect them against abrasion produced
by gravel and sand. A list of usual coatings and related
applications is presented later. However, each practical
case should be treated separately, and the coating should
be chosen for each case presented. No general solutions
for wear problems are available, not even for “kinds” of
problems, like erosion. An erosion problem, produced
by low-energy impinging particles, might be solved with
an elastomeric coating that bounces away the erosive
particle. However, if the particles are amorphous with
sharp edges and have high kinetic energy, a hard material,
with certain toughness, like zirconia partially stabilized
with yttria (Y-PSZ), might be the solution. Also, a high-
density cermet could be applied (i.e., Co–WC).

The real problems in the field often present several
wear modes, like erosion-corrosion, fatigue-corrosion,
adhesion-abrasion, and so on and not the academically
identified phenomena [30].

Each manufacturer has a name for his product and
some of them guard fiercely their chemical composition
and manufacturing process; thus one must, in many cases,
examine well the consumable product before applying it,
as their commercial names might be misleading. Some
well-known commercial alloys used for coatings will be
mentioned below, omitting their commercial
identification.

B. Abrasion, Erosion, Cavitation, and Fretting

Abrasion, erosion, cavitation, and fretting have in
common surface fatigue; thus tough coatings and cermets
with tough matrices are often applied.

Manganese-rich steels are among the abrasion
(fatigue)-resistant alloys. For erosion applications,
composites of Ni–WC, Co–WC, and the like are often
used, paying attention that the interparticular distance
(between the hard particles) must be smaller than the
average grain size of the eroding particles. Cavitation,
on the other hand, is caused by imploding bubbles,
causing fatigue on the surface. Due to cyclic implosions,
tough corrosion-resistant alloys are required. Fretting
also requires corrosion-resistant and tough alloys, as do
applications where erosion and corrosion act
simultaneously (incinerator vents and extractors).

C. Nonferrous Abrasion and Erosion-
Resistant Alloys

• Aluminum bronze is good for machine element work.
It has twice the strength and hardness of other bronzes
and has much better machining characteristics. It
machines easily to an excellent finish. It is very wear-
resistant. While it sprays with a coarse atomization,
the resulting coatings are very dense. It is
recommended for all general metallizing work with
bronze. Examples are pump impellers, bronze castings,
plungers, armature bushing, O.D. split motor bearings,
O.D. air-brake valves, valve plugs, etc. [32].

• Tobin-type bronze, which is widely used for general
metallizing work. It gives fine atomization and high
spraying speeds. It is more difficult to machine than
phosphor bronze.

• Phosphor bronze is recommended only for special
applications. It can be machine-finished fairly well.
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• Bronze coating (Cu–Sn) is recommended where a
commercial-type bronze is satisfactory. It machine-
finishes fairly. Among its applications are armature
window bushings and sand spots in castings.

• Brass (Cu–Zn) can be used for fast spraying. It
atomizes finely to give a solid dense coat. It is
recommended where brass is required. Brass machine-
finishes fairly good. Among its applications is sand
spots in brass castings.

• Monel (Ni–Mo) is recommended for machine elements
subject to corrosion, for all applications where it is
hard enough. Otherwise, stainless steels are
recommended. It atomizes well. Monel machine-
finishes good. Examples are pump plungers, shafts,
seal rings, gland casings, valve plugs, tailshafts,
hydraulic pumps, etc.

• Inconel and other nickel alloys, as monel, are
recommended for corrosion resistance and some
abrasive wear resistance. These alloys attach well to
steel surfaces and thus are among the most popular
for oxyacetylene and plasma metallizing. They are
usually easy to machine-finish giving a fair result. Some
applications are in the dairy industry, petroleum pump
impellers, and beer industry plungers. The applications
are similar to monel.

D. Friction Adhesion-Resistant Alloys

As was mentioned before, in tribological pairs, especially
in dry friction, we must consider both surfaces in
interaction. Coating will vary in either one of the surfaces
of the pair or both surfaces, but in friction-adhesion
phenomena, the most important quality of the pair is
that it most present in each intersecting surface member
different characteristics, as to avoid interdiffusion and
thus welding. That is the so-called “grabbing” in the
technicians argot.

The table of Rabinowichcz helps finding those metals
that are so-called “incompatible”, thus apt for a
tribological pair. Alloys do not appear in this table, but
following Hume-Rothery rule, one could easily choose
the right couple. Moreover, ceramic coatings on metals
tend to simplify the choices, so do the polymeric coatings
like Teflon. A version of Rabinowichcz’s table,
simplifying the symbols, is presented in Fig. 1.

But the best friction-control coatings for dry friction
are those that avoid contact between the surfaces and do
not adhere to either of them. Graphite, molybdenum
bisulfide, Babbitt, and Teflon are among the most used
ones. They are mostly either soft (low hardness), like tin-

antimony, or scaly, that is, formed by particles that slide
over each other, like in graphite. Therefore the solid
lubricants which flow between the tribological surfaces
without collapsing avoid friction and griping, but
choosing the tribological pair protects against friction
wear even if the lubricants collapse.

E. Corrosion-Resistant Coatings

Corrosion protection coatings must be, to start with,
impermeable to the corrosive media, that is, nonporous.
They must also be ductile enough to avoid cracking
during service. Besides, they must not dilute and,
preferably, they must become passive (corrosion-wise) in
the media when they are exposed. The choice of the
coating should be made following the galvanic activity
table [33]. Among the most resistant materials against
corrosion are the polymers and ceramics. The first are
usually water-resistant and can make a good seal against
corrosion. Ceramic coatings, if not porous, could also be
a good anticorrosion barrier especially at high temper-
atures, if their brittleness does not interfere in the
application. Glasses, among ceramics, are probably the

Figure 1 Rabinowicz’s table showing adhesion possibilities
(high friction). E=Excellent, G=Good, F=Fair, B=Bad.
(From Ref. 30.)
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most corrosion-resistant materials if they are not exposed
to extreme conditions. This is due to their lack of grain
boundaries (noncrystalline materials) that present a
homogeneous surface toward the chemically aggressive
media. For that matter, attempts have been made to
surface melt metals with laser, producing a glassy surface
(amorphous), without grain boundaries and thus more
corrosion-resistant. Some examples of corrosion-resistant
metals are presented below.

F. Corrosion-Resistant Metals

The following metals are used primarily for corrosion
resistance of flat areas, but they are sometimes used for
corrosion protection to various machine element parts.

• Aluminum (Al) is applied either as coating or in
cladding for general corrosion resistance and, specially,
atmospheric corrosion, as it readily passivates in an
oxygen-rich atmosphere, forming alumina (Al2O3), a
very resistant impermeable ceramic.

• Zinc (Zn) is applied as galvanic coating by dipping or
thermally sprayed (wire spraying); for general
corrosion resistance, it produces an anodic surface with
respect to iron and steel, thus protecting them as a
sacrificial anode, donating readily Zn ions to the
electron-rich environment, avoiding corrosion of the
steel piece.

• Cobalt (Co) is corrosion-resistant at higher
temperatures than nickel, aluminum, and, of course,
zinc. It is used as coating in the interior of engines,
like valves, and usually applied as an alloy,
commercially called Stellite.

• Tin (Sn), as pure block tin, is manufactured by drawing
into wire for metallizing work. It resists corrosion in
various acid environments. Tin sprays rapidly with
fine atomization or can be deposited galvanically. It is
used for pipes and tank linings and food-handling
equipment [34].

• Lead (Pb) is recommended as an alloy for bearings
(Babbitt), similarly to Sn and for several corrosion
works where it can be kept isolated to avoid lead
poisoning of environment. It can be readily
atomized, thus thermally sprayed. Some applications
are battery connecting straps and coating to resist
acid fumes. A lead alloy containing 6% antimony
is recommended for all cases where a hard lead is
required and for special corrosion problems. That
percentage of antimony diminishes the melting
temperature of lead, making it more fluid at higher

temperatures. Lead is usually avoided for ecological
reasons.

Once the material is chosen, the deposition method is
fairly well determined. Carbides, for example, can be
deposited by few methods (plasma, oxyacetylene,
HVOF); diamond coatings are also limited (CVD) and
so are polymeric coatings (painting, immersion, low-
temperature spraying). Temperature, speed, flux, and
transportation of the supplied material determine the
coating.

The following section will discuss how to make the
choice.

V. COATING PROCESSES

The coating processes are determinant of the
characteristics and quality of the coating, and they limit
the materials to be used, its thickness, performance,
durability, and also the acceptable shapes of the parts or
some structures used. Some processes permit only to coat
exterior surfaces or interiors, only if the ID permits
(plasma, thermal spraying, PVD). Others could be
applied in intricate cavities (CVD, sol-gel). There are
some processes that operate better in some geometries
than others, be these plane or angular (galvanic and
spraying methods). These limitations comprehend part
of the versatility of the system.

In function of the interaction coating substrate, the
coating processes could be classified as:

• Chemical: including CVD, sol-gel, electroless,
biomimetic

• Reaction-conversion: including surface reaction
processes, like diamond layers’ formation on the
substrate’s surface

• Physical processes: particles and drop spray processes
(spray pyrolysis, oxyacetylene, arch, detonation gun,
HVOF, and plasma spray) and physical vapor
deposition (PVD)

• Electrochemical: galvanizing
• Diffusional: welding and soldering
• Wet coating and immersion: painting sol-gel, liquid

spraying and drying, immersion in liquid or fused
material

A brief description of some of these methods will be
included in this chapter; however, a different
nomenclature will sometimes be used. CVD, PVD,
thermal spraying, and other methods will be covered in
other chapters in detail but will also be treated here.

Copyright © 2004 by Marcel Dekker, Inc.



Designing a Surface for Endurance 867

Coating methods can also be classified according to
the fabrication technique, as can be seen in Fig. 2.

VI. CHEMICAL PROCESSES

A. Chemical Vapor Deposition

Chemical vapor deposition uses a chemical process
occurring between gaseous compounds when in contact
with a heated material. The deposition takes place as long
as the reaction produces a solid. The heating attachment
must provide two temperature plateaus: the first is held
at the vapor source, not far below the evaporation
temperature TE in order to have a constant vapor pressure
of the source material above the crucible. The second, at
the target, is higher and allows the reaction to take place.
A carrier gas brings the vapor from the evaporation zone
to the reaction zone. In many cases, a reactant gas such
as hydrogen or oxygen is added to achieve either metal
or oxide deposition. Metallic carbides, borides, and
nitrides are deposited by using CH4, BCI3, and NH3,
respectively [36].

1. The Source Material

According to Chapman and Anderson [37], for a given
layer, the choice of a source material will very much
depend on the following practical considerations.

1. The use of a volatile compound will greatly simplify
the technology of the gas transport. Otherwise, the
pressure must be held below atmospheric pressure.

2. It must not decompose when heated; otherwise, an
attempt must be made to evaporate at low temperature
and low pressure (in the 0.1–10 Torr range).

3. It must react (or decompose) at a temperature
consistent with usual technology, namely, not higher
than 1200°C. The lower the temperature, the more
versatile is the method.

From the data available in the thermodynamic literature,
a choice can be made at once of the metallic compound
for the source material, the reactant, and the reaction
temperature.

2. The Coating Structure

CVD coatings are very varied. Metals as well as metallic
compounds can be deposited. Only a suitable source
material is required and, of course, a substrate where the
chosen deposit would attach upon reacting.

The structure of deposits is closely related to the rate-
determining step of the reaction. So choosing the
conditions, which will give the desired structure with a
good reproducibility, depends on the kinetics of the
reactions.

In saturation conditions, the growth rate is high,
forming nuclei with no time for rearrangement. The
deposit is fine-grained, and the crystallites are oriented
at random. The whole process is diffusion-controlled
below saturation. If the feeding of vapor is slow, the
growth rate is low and rearrangement on the substrate
surface is possible. Large, oriented crystallites will form
in these conditions: lowering the mass flux and increasing
the temperature for surface diffusion allow a rear-
rangement of the nuclei.

Gaseous contamination of the surface influences the
structure of deposits. The heterogeneous reaction starts
by an adsorption of molecules; thus a strongly adsorbed
gas will hinder the reaction. As the magnitude of this
phenomenon varies according to the crystallite face, there
is a tendency towards growth in a particular direction.
This has a determining effect on the crystallization of the
layer [38].

Figure 2 Surface coating methods according to deposition state.
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Even parts per million (ppm) levels of gaseous
impurities are of importance. They are sometimes
reactive gases such as oxygen and chlorine and are
sometimes gaseous intermediates of the reaction. It is
clear that it will be difficult to foresee what will happen
as long as we cannot detect them. This is not the least
important factor of irreproducibility. Thus high vacuum
is important before reaction starts.

Gas adsorption effects on crystal growth should be
an attractive research field, which could add a great deal
to our knowledge of CVD.

3. The Coating Thickness

Thickness in some particular cases, as for thermal
barriers, might be as much as 1 mm. Generally, such large
values are not necessary for some needed mechanical
properties, where a few hundred micrometers are
sufficient (as for corrosion inhibition).

Coarseness and the lack of cohesion might be caused
when larger crystals are grown; thus sharp edges and
corners have a drastic influence on the quality of the
coating.

4. Substrate Requirements

According to Chapman, the reactor design will vary widely
due to the nature of the substrate, the size and number of
parts, and the morphology of these parts. Ceramic
substrates are generally heated in electric furnaces, whereas
metals are heated with induced radio-frequency fields. The
reaction temperature will depend on the activation energy
of the reaction and the stability of the substrate; thus the
maximum reaction temperature should not affect the
properties of the substrate. Some metals with high melting
temperature (refractory metals), mostly ceramics and
graphite, can be heated to 1200–1300°C. However, copper
alloys, aluminum, many glasses, and most steels must be
treated at relatively low temperatures due to their low
melting or creep temperature, or their low phase
transformation temperature, to avoid morphological or
microstructural changes. For stainless steel, that
temperature usually should not surpass 400°C.

The shape and size of samples are limited by the
heating possibilities. A sophisticated geometry yields
nonuniform growth rates. Practically, the method is
limited to samples having a rotation axis and planes of a
few square centimeters in size.

The substrate treatment before deposition is rather a
perplexing subject. When crystals of an electronic quality
are to be grown by epitaxy from a monocrystalline (single

crystal) substrate, attention must be paid to surface
reparation. The substrate must be mechanically and
chemically polished. Annealing is necessary to get rid of
long-range damage of the crystal lattice induced by the
previous abrasive treatment. With reference to gas
adsorption, the atmosphere prevailing before deposition
has a definite influence on the quality of the layer. This is
the reason for baking the substrate in situ for 1 or 2 hr.
As an example, Chapman gives getting rid of the oxygen
adsorbed layer on the substrate surface by baking it in
hydrogen flow.

The adsorbed gas layers are usually a barrier to CVD
coating. They have a deleterious effect on the quality of
the layer. For this reason, high vacuum is often employed
for degassing substrates. Typical figures are 1200°C for
the temperature and 10-5 Torr (1.3 mPa) for the residual
pressure.

B. Sol-gel

A sol is a colloidal dispersion of particles in a liquid,
usually aqueous, but sometimes an organosol. Sol-gel
processing may be carried out by dipping or spinning
and is an emergent coating technology. It involves
applying the sol to a substrate, whereupon it undergoes
aggregation, gelation, and final drying to form gel.
Typically, the technique is used for the production of
oxide ceramic films, in which case the gel is fired at above
150°C to leave the ceramic. The technique is still in the
development stage, but it seems that it has considerable
potential, not only as a means of producing films with
controlled porosity, but also as a means of producing
spheres of controlled size, which can then be used in
plasma spraying processes [30].

Mullite, alumina, zirconia, and other ceramic coatings
have been successfully applied by sol-gel [39] for
anticorrosion and thermal barrier applications.

C. Electroless

Electroless plating processes differ from electroplating
processes in that no external current source is required.
Metal coatings are produced by chemical reduction with
the necessary electrons supplied by a reducing agent
(R.A.) present in the solution [40].
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It can be considered as an autocatalytic method; the
reduction is catalyzed by certain metals immersed in the
solution and proceeds in a controlled manner on the
substrate’s surface. The deposit itself continues to
catalyze the reduction reaction so that the deposition
process becomes self-sustaining or autocatalytic. These
features permit the deposition of relatively thick deposits.
Thus the process is differentiated from other types of
chemical reduction:

1. Simple immersion or displacement reactions in which
deposition ceases when equilibrium between the
coating and the solution is established (e.g., copper
immersion on steel from copper sulfate solutions).

2. Homogeneous reduction where deposition occurs over
all surfaces in contact with the solution (e.g., silvering-
mirroring).

To prevent spontaneous reduction (decomposition), other
chemicals are present; these are generally organic
complexing agents and buffering agents. Other additives
provide special functions as in electroplating solutions:
additional stabilizers, brighteners, and stress relievers.

Bunshah gives the following as the reducing agents
most widely used: sodium hypophosphite (for Ni and
Ca), sodium borohydride (for Ni and Au),
dimethylamineborane (or other substituted amine
boranes) (for Ni, Ca, Au, Cu, and Ag), hydrazine (for
Ni, Au, and Pd), and formaldehyde (for Cu).

Nickel deposits produced with hypophosphite or the
boron-containing reducing agents are alloys containing
the elements P or B. They are very fine polycrystalline
supersaturated solid solutions or amorphous metastable
alloys with hardness ranging approximately 500–650
VPN and can be precipitation-hardened, being converted
to crystalline nickel and nickel phosphide (Ni3P) or boride
(Ni3B). Maximum hardness ranging from 900 to 1100
VPN is obtained at 400°C (750°F) for 1 hr.

The phosphorus content of the deposit increases as
the hypophosphite concentration increases and the pH
decreases in the solution. The complexing agents in the
solution influence the deposition rate (along with pH)
and may also have an effect on the as-plated deposit. It
appears then that the properties of the deposit may vary
considerably depending on the phosphorus content
which, in turn, is determined by the solution used and its
operating pH.

The costs of the complexing and reducing agents used
in electroless plating solutions make them
noncompetitive with electroplating processes. According

to Bunshah, the application of electroless plating is
usually based on one or more of the following advantages
over electroplating:

1. Deposits are very uniform without excessive buildup
on corners or projections or insufficient thickness in
recessed areas. Internal surfaces are also evenly coated.
The uniformity is limited only by the ability of the
solution to contact the surface and be replenished at
the surface.

2. Deposits are usually less porous and more corrosion-
resistant than electroplated deposits (of equal
thickness).

3. Almost any metallic or nonmetallic, nonconducting
surfaces, including polymers (plastics), ceramics, and
glasses, can be plated. Those materials which are not
catalytic (to the reaction) can be made catalytic by
suitable sensitizing and nucleation treatments.

4. Electrical contacts are not required.
5. The deposits have unique chemical, mechanical,

physical, and magnetic properties.

The disadvantages compared to electroplating include:

1. Solution instability
2. More expensive
3. Slower deposition rates
4. Frequent replacement of tanks or liners
5. Greater and more frequent control for reproducible

deposits

However, electroless has been successfully industrialized
and more and more electroless shops can be seen.

D. Biomimetic

Biomedical implants used in the human body as
permanent or quasi-permanent replacements of bones or
dental pieces must be manufactured with biocompatible
materials, that is, materials which do not prompt negative
body responses. Some metals have been used to
undertake the structural needs of replacement of bones,
dental pieces, and similar applications. Dental prosthesis,
artificial femurs, and backbone spacers are probably the
most common application of metals in implants. These
metals are usually very expensive to produce; thus it
seems more attractive to use less expensive metals coated
by biocompatible materials. Also, alloys like Ti4Al6V are
fairly inert in the human body; these do not attach
promptly to a host bond unless previously coated with
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hydroxyapatite (HA). HA is the mineral matter that
composes our bones and is nothing more than the
hydrated tricalcium phosphate [(Ca10(PO4)6(OH)2].
Plasma techniques and ionic ablation have been tried to
coat implants with HA, but these techniques generate
temperatures higher than 1100°C, decomposing the HA,
thus producing similar to the HA, but soluble in the body
fluids [41].

The so-called biomimetic method is a wet method,
which means the process of coating is made in liquid
media based on a process of nucleation and growth of
the apatite on the substrate [42]. It seems to be one of the
simplest techniques to be applied because it only requires
a solution with the ionic concentration similar to those
of the human plasma, the substrate to be coated, and a
bioglass that is a glass composed of CaO–SiO2–P2O5.
Using the biomimetic method, coatings have been
generated on varied substrates (metallic, polymeric, and
ceramic), and it has been demonstrated using x-ray
diffraction and Fourier transform infrared reflective
spectroscopy (FTIR) that the film generated is conformed
by carbonated apatite similar to that found in the bones
[43] This technique is based fundamentally in immersing
the substrate into the ionic solution together with
granulated bioglass; the hydrated silicate provided the
preferential sites for nucleation of the HA. Several
compositions of glasses have been tried showing that the
SiO2 did not generate the apatite film [44]. Moreover, it
has been demonstrated that at high temperatures of the
media, the speed of deposition increases [45]. The growth
stage of the apatite is realized in solutions except of glass
because the continuous growth continues from the HA
nuclei that were present.

VII. REACTION-CONVERSION PROCESSES

A. Diamond Layer Formation on the
Substrate’s Surface

Diamond surfacing could be obtained by different
methods, among which plasma-assisted reactions are well
known, including also CVD.

Diamond is the hardest known material, has the
lowest coefficient of thermal expansion, is chemically
inert and wear-resistant, offers low friction, has high
thermal conductivity, is electrically insulating, and is
optically transparent from the ultraviolet (UV) to the far
infrared (IR).

World interest in diamond has been further increased
by the much more recent discovery that it is possible to

produce polycrystalline diamond films, or coatings, by a
wide variety of chemical vapor deposition (CVD)
techniques using, as process gases, nothing more exotic
than a hydrocarbon gas (typically methane) in an excess
of hydrogen. This CVD diamond can show mechanical,
tribological, and even electronic properties comparable
to those of natural diamond. There is currently much
optimism that it will prove possible to scale CVD
methods to the extent that they will provide an
economically viable alternative to the traditional HPHT
methods for producing diamond abrasives and heat sinks,
while the possibility of coating large surface areas with a
continuous film of diamond will open up whole new
ranges of potential application for the CVD methods.

1. The CVD Diamond Process

All CVD techniques for producing diamond films require
a means of activating gas-phase carbon-containing
precursor molecules. This generally involves thermal (e.g.,
hot filament) or plasma (d.c., rf, or microwave) activation
or use of a combustion flame (oxyacetylene or plasma
torches). While each method differs in detail, they all share
features in common. For example, the growth of diamond
(rather than deposition of other less well-defined forms of
carbon) normally requires that the substrate be maintained
at a temperature in the range 1000–1400 K and that the
precursor gas be diluted in an excess of hydrogen (typical
CH4 mixing ratio ≈1–2 vol.%).

The resulting films are polycrystalline with a
morphology that is sensitive to the precise growth
conditions (see later). Growth rates for the various
deposition processes vary considerably, and it is usually
found that higher growth rates can be achieved only at
the expense of a corresponding loss of film quality.
“Quality” here is a subjective concept. It is taken to imply
some measure of factors such as the ratio of sp3

(diamond) to sp2-bonded (graphite) carbon in the sample,
the composition (e.g., CC vs. CH bond content), and the
crystallinity. In general, combustion methods deposit
diamond at high rates (typically 100–1000 µm/hr,
respectively), but often only over very small, localized
areas and with poor process control leading to poor
quality films. In contrast, the hot filament and plasma
methods have much slower growth rates (0.1–10 µm/hr),
but produce high-quality films. One of the great
challenges facing researchers in CVD diamond
technology is to increase the growth rates to economically
viable rates (hundreds of micrometers per hour or even
millimeters per hour) without compromising film quality.
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Progress is being made using microwave deposition
reactors since the deposition rate has been found to scale
approximately linearly with applied microwave power.
Currently, the typical power rating for a microwave
reactor is 5 kW approximately, but the next generation
of such reactors has power ratings up to 50–80 kW. This
gives a much more realistic deposition rate for the
diamond, but for a much greater cost of course.

Thermodynamically, graphite, not diamond, is the
stable form of solid carbon at ambient pressures and
temperatures. The fact that diamond films can be formed
by CVD techniques is inextricably linked to the presence
of hydrogen atoms, which are generated as a result of the
gas being “activated” either thermally or via electron
bombardment. These H atoms are believed to play a
number of crucial roles in the CVD process:

• They undergo H abstraction reactions with stable gas-
phase hydrocarbon molecules, producing highly
reactive carbon-containing radical species. This is
important since stable hydrocarbon molecules do not
react to cause diamond growth. The reactive radicals,
especially methyl, CH3, can diffuse to the substrate
surface and react, forming the C–C bond necessary to
propagate the diamond lattice.

• H atoms terminate the “dangling” carbon bonds on
the growing diamond surface and prevent them from
cross-linking, thereby reconstructing to a graphite-like
surface.

• Atomic hydrogen etches both diamond and graphite,
but, under typical CVD conditions, the rate of diamond
growth exceeds its etch rate, while for other forms of
carbon (graphite, for example), the converse is true.
This is believed to be the basis for the preferential
deposition of diamond rather than graphite.

One major problem that is receiving much attention is
the mechanism of heteroepitaxial growth, that is, the
initial stages by which diamond nucleates upon a
nondiamond substrate. Several studies have shown that
pre-abrasion of nondiamond substrate reduces the
induction time for nucleation and increases the density
of nucleation sites. Enhanced growth rates inevitably
follow since formation of a continuous diamond film is
essentially a process of crystallization, proceeding via
nucleation, followed by 3-D growth of the various
microcrystallites to the point where they eventually
coalesce.

The abrasion process is usually carried out by
polishing the substrate with an abrasive grit, usually

diamond powder of 0.1–10 µm particle size, either
mechanically or by ultrasonic agitation. Whatever the
abrasion method is, however, the need to damage the
surface in such a poorly defined manner prior to
deposition may severely inhibit the use of CVD diamond
for applications in, say, the electronics industry, where
circuit geometries are frequently on a submicron scale.
This worry has led to a search for more controllable
methods of enhancing nucleation, such as ion
bombardment. This is often performed in a microwave
deposition reactor by simply adding a negative bias of a
few hundred volts to the substrate and allowing the ions
to damage the surface, implant into the lattice, and form
a carbide interlayer.

Obviously, the crystalline morphology of a CVD
diamond film is an important consideration when it
comes to potential applications. A film might find use as
a fine abrasive coating, but most of the envisaged uses
for diamond films in optics, in thermal management
applications, and as possible electronic devices require
that the film surfaces be as smooth as possible. One can
envisage (at least) two routes to this objective: one has to
either identify growth conditions which naturally result
in the formation of smooth films or to optimize ways of
“polishing” away the surface roughness of the film as
grown. Both concepts are presently the subject of intense
research effort.

2. The Substrate

Most of the CVD diamond films reported to date have
been grown on single crystal silicon wafers, but this is by
no means the only possible substrate material. What are
the properties required of a substrate if it is to be suitable
for supporting an adherent film of CVD diamond? One
requirement is obvious. The substrate must have a
melting point (at the process pressure) higher than the
temperature window (1000–1400 K) required for
diamond growth. This precludes the use of existing CVD
techniques to diamond-coat plastics or low melting
metals like aluminum. It is also helpful, although not
essential, that the substrate be capable of forming
carbide. CVD of diamond on nondiamond substrates will
usually involve initial formation of a carbide interfacial
layer upon which the diamond then grows. Somewhat
paradoxically, it is difficult to grow on materials with
which carbon is “too reactive,” i.e., many of the
transition metals (e.g., iron, cobalt, etc.) with which
carbon exhibits a high mutual solubility, and hence the
appeal of substrates like Si, Mo, and W materials which
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form carbides, but only as a localized interfacial layer
because of their modest mutual solubility with carbon
under typical CVD process conditions. The carbide layer
can be pictured as the “glue” which promotes growth of
the CVD diamond and aids its adhesion by (partial) relief
of stresses at the interface.

3. Present Applications and Future Prospects

A number of areas of application of CVD diamond are
gradually beginning to appear.

1. Thermal management: Natural diamond has a
thermal conductivity roughly four times superior to that
of copper, and it is an electrical insulator. It should
therefore come as a little surprise to learn that CVD
diamond is now being marketed as a heat sink for laser
diodes and for small microwave-integrated circuits. The
natural extrapolation of this use in circuit fabrication
ought to be higher speed operation since active devices
mounted on diamond can be packed more tightly without
overheating.

2. Cutting tools: CVD diamond is also finding
applications as an abrasive and as a coating on cutting
tool inserts. CVD diamond-coated drill bits, reamers,
countersinks, etc. are now commercially available for
machining nonferrous metals, plastics, and composite
materials. Initial tests indicate that such CVD diamond-
coated tools have a longer life, cut faster, and provide a
better finish than conventional tungsten carbide tool bits.

3. Wear-resistant coatings: In both the previous
applications, CVD diamond is performing a task that
could have been fulfilled equally well by natural diamond
if economics were not a consideration. However, there
are many other applications at, or very close to, the
marketplace where CVD diamond offers wholly new
opportunities. Wear-resistant coatings are one such use.
The ability to protect mechanical parts with an ultra-
hard coating, in, for example, gearboxes, engines, and
transmissions, may allow greatly increased lifetimes of
components with reduced lubrication.

The phrase “nonferrous” is worth emphasizing here
since it reminds us of one of the biggest outstanding
challenges in the application of diamond film
technology—whether as a wear-resistant coating or as a
fine abrasive. In any application where friction is
important, the diamond-coated tool bit will heat up and,
in the case of ferrous materials (be it the tool substrate or
the workpiece), the diamond coating will ultimately react
with the iron and dissolve. Intense research efforts into
suitable barrier layer materials to allow diamond coating
of iron and steel machine parts are currently underway.

4. Optics: Because of its optical properties, diamond
is beginning to find uses in optical components,
particularly as protective coatings for infrared (IR) optics
in harsh environments. Most IR windows currently in
use are made from materials such as ZnS, ZnSe, and Ge,
which, while having excellent IR transmission
characteristics, suffer the disadvantage of being brittle
and easily damaged. A thin protective barrier of CVD
diamond may provide the answer, although it is more
likely that future IR windows will be made from free-
standing diamond films grown to a thickness of a few
millimeters using improved high growth-rate techniques.

However, a major consideration when using
polycrystalline CVD diamond films for optics is the
flatness of the surface since roughness causes attenuation
and scattering of the transmitted IR signal, with
subsequent loss of image resolution, and hence the
current interest in techniques for smoothing diamond
films we mentioned very briefly earlier.

5. Electronic devices: The possibility of doping
diamond and so changing it from being an insulator into
a semiconductor opens up a whole range of potential
electronic applications.

B. Oxide Coating

Chrome-rich steel could be coated by a chrome layer if it
is exposed to an oxidizing atmosphere at high
temperatures. Equally, Cu-Steel will form oxide and
aluminum and also nickel alloys.

VIII. PHYSICAL PROCESSES

A. Thermal Spray

The thermal spray coating process is by far the most
versatile modern surfacing method with regard to
economics, range of materials, and scope of applications.
The thermal spray process permits rapid application of
high-performance materials in thicknesses from a few
mils to more than 1 in. (25 mm) on parts of a variety of
sizes and geometries. Thermal spray requires minimal
base-metal preparation, can be applied in the field, and
is a low-temperature (>95°C or >200°F) method
compared with techniques such as weld overlay. Typical
part configurations include piston rings, journals,
conveyors, shifter forks, extrusion compartments, and
suspension bridges [46].

Thermal spraying reduces wear and corrosion and
greatly prolongs part service life by allowing the use of a
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high-performance coating material over a low-cost base
metal.

More than 200 coating materials with different
characteristics of toughness, coefficient of friction,
hardness, and other properties are available.

All thermal spray processes rely on three basic
operational mechanisms:

• Heating a coating material in either wire or powder
form to molten or plastic state

• Propulsion of particles of the heated material
• Impact of the material onto a workpiece whereby the

particles rapidly solidify and adhere both to one
another and to the substrate to form a dense,
functional, protective coating

The particles bond to the substrate mechanically and, in
some cases, metallurgically. Particle velocity, substrate
coarseness (roughness) and cleanliness, particle size,
material chemistry, particle temperature, and substrate
temperature influence the bond strength of the coating
material. The process was originally referred to as flame
spraying, metal spraying, flame plating, or metallizing
when it was limited to the oxygen-fuel (oxyfuel) wire
spray method.

1. Thermal Spray Processes

Currently, five different commercially available thermal
spray methods are in use

• Oxyacetylene or oxyfuel wire (OFW) spray
• Electric arc wire (EW) spray
• Oxyacetylene or oxyfuel powder (OFP) spray
• Plasma arc (PA) powder spray (transferred and

nontransferred plasma)
• High-velocity oxyfuel (HVOF) powder spray

Some of these processes are complemented or aided by
laser and even plasma to increase its adherence and/or
compaction.

The oxyacetylene or oxyfuel wire spray process (also
called wire flame spraying or the combustion wire
process) is the oldest of the thermal spray coating
methods and among the lowest in capital investment.
Originally, low melting temperature materials were solely
employed like zinc. The process utilizes an oxygen and
mostly acetylene gas flame as heating source and coating
material in wire form. Lately, solid rod feedstock has also
been used. During operation, the wire is drawn into the
flame by drive rolls that are powered by an adjustable air

turbine or electric motor. The tip of the wire is partially
melted as it enters the flame and is atomized into particles
by a surrounding jet of compressed air and propelled to
the workpiece.

Spray rates for this process range from 2.3 to 55 kg/
hr (5 to 120 lb/hr) and are dictated by the melting point
of the material and the choice of fuel gas. The wire spray
gun is most commonly used as a handheld device for on-
site application, although an electric motor-driven gun is
recommended for fixed-mounted use in high-volume,
repetitive production work. It is fully portable, thus very
appropriate for coating exteriors in large structures.

Aluminum and zinc, among other metals, are often
projected by the OFW process for corrosion protection
of large outdoor structures, such as bridges and storage
tanks, and for restoration of dimension to worn
machinery components, where compatible alloys are
applied (i.e., steels). It is a good choice for all-purpose
spraying. Layers can be applied rapidly and at low cost.
A wide variety of metal coating materials include
austenitic and martensitic stainless steels, nickel
aluminide, nickel chromium alloy, bronze, monel,
Babbitt, aluminum, zinc, and molybdenum.

Electric arc wire spraying or spark gun is similar to
the OFW and also applies coatings of selected metals in
wire form, but using instead an electrical spark as energy
source for melting. Two electrically charged wires with
opposite polarity are fed by push-pull motors to produce
a spark at the gun head. The spark created melts the wires
at temperatures above 5500°C (10,000°F). A jet of
compressed air atomizes the molten metal and projects it
onto the surface duly prepared of the workpiece, which
is mechanically turned or displaced to expose it evenly.

It is an excellent process for applications that require
thick coating buildup (layer by layer) or that have large
surfaces to be sprayed. The arc system can produce a
relatively wide spray zone, ranging from 50 to 300 mm
(2 to 12 in.), and can spray at high speeds. It is adaptable,
allowing the change in parameters like voltages,
distances, and fluxes, thus tailoring coating
characteristics, such as toughness, hardness, or surface
texture, to specific requirements.

The spark gun method produces strongly bond
coating due to the high particle temperature produced.
As the process uses only electricity and compressed air, it
is highly portable, relatively easily transported from one
site to another, and eliminates the need to stock oxygen
and fuel gas supplies which is always cumbersome.
Almost the same materials applied by the EAW process
can be applied by the OFW process; however,
consumables are hardly exchangeable.
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Powder spray by oxyfuel method or oxyacetylene
powder spray extends the range of available coatings’
subsequent applications to include ceramics, cermets,
carbides, and fusible hardfacing coatings. The powder is
either fed by gravity from a canister on top of the gun,
just into the flame or using pressurized gas (nitrogen,
oxygen, or air), to feed the powder into the gun barrel to
be carried to the nozzle, where it is melted and projected
by the hot gas onto a prepared surface. High-quality and/
or high spray rates require pressurized feed system. The
temperatures achieved at the nozzle range from 1500°C
to 2800°C, but at the workpiece, the temperature can be
kept below 200°C, with proper air cooling; thus no HAZ
can be expected. Probably, these powder guns are the
easiest to set up and change the coating materials.
Because of that, and their simple overall handling, OFP
method finds the widest acceptability and is used in short-
run machinery maintenance work, original parts
manufacturing (i.e., oil pumps), and in the production
spraying of abradable clearance-control seals for gas
turbine engines [47].

Plasma arc powder could be considered the most
sophisticated and versatile thermal spray method.
Commercial plasma equipment could reach temperatures
at the gun as high as 11,000°C (20,000°F) which are far
above the melting point or even the vaporization point of
any known material. However, only a small zone achieves
this temperature, and decomposition of materials during
spraying is minimized because of the high gas velocities
produced by the plasma, which results in extremely short
residence time in the small high-temperature zone. As the
plasmogenic gas is usually inert (argon or nitrogen) or a
reducing gas (hydrogen), the plasma process also provides
a controlled atmosphere for melting and transport of the
coating material, thus minimizing oxidation, and the high
gas velocities produce coatings of high density due to the
kinetic energy at impact.

At the plasma gun, the temperature is raised by
passing a gas (plasmogenic gas) through an electric arc.
The arc could be formed in the gun itself (non-transferred
plasma) or between the gun and the workpiece
(transferred plasma). The gas is decomposed into atoms
(if molecular) and ionized by electron bombardment. The
release of energy in returning the gas to its ground state
results in exceedingly high temperatures. Usually, a
tungsten cathode is used and a copper anode (sometimes
internally cladded with tungsten for temperature
endurance) makes up the nozzle of the nontransferred
plasma gun. In transferred plasma, the cathode is only
required, as the anode is the workpiece. Mainly the anode
is cooled by a constant flow of water through internal

passages in the nontransferred plasma gun. The
powdered coating material, transported by gas, is injected
directly into the plasma outside the gun to avoid erosion
of the electrodes, where it is melted and propelled at high
velocity to the workpiece. In practice, argon is used as
primary plasmogenic gas, and a small amount of a
secondary gas, such as hydrogen or helium, is mixed with
the primary plasma gas to increase operating voltage and
thermal energy, as the molecular recombination of these
bimolecular gases is highly exothermic.

Thanks to the high temperatures and high gas
velocities produced by the plasma process, the resulting
coatings are dense and well attached to the substrate,
thus superior in mechanical and metallurgical properties
to low-velocity OFW or OFP coatings. The
nontransferred plasma process is particularly efficient for
spraying high-quality coatings of ceramics materials, such
as zirconium oxide for turbine engine combustors and
chromium oxide for printing rolls. The nontransferred
plasma process is also readily field-portable, and the gun-
to-piece distance is not too critical (a few centimeters). It
is thus used for large on-site applications such as powder
utility plant boiler tubes. While the transferred plasma
process is less versatile, but produces a porousless coating
with a continuous interface between coating and
substrate, however, the gun-to-piece distance is critical
(a few millimeters), making robotics almost mandatory
for this method. It is mostly applied in the reconstruction
of plastic extrusion screws, metal guillotine cutting edges,
and the manufacturing of pieces, where the geometry is
easily followed by mechanical means.

Presently, plasma spray technology utilizes fully
automatic start/stop operation and closed-loop computer
control for power level, plasma gas flow, and powder
flow rate. In some equipments, system problems can be
diagnosed via computer. Some plasma applications
require vacuum or low-pressure chambers to avoid
oxidation or contamination, improving the quality of
metallic or ceramic coating, reducing porosity, and
increasing coating adhesion. Some, instead, are purposely
applied in air or oxygen-rich atmosphere to increase
porosity and avoid reduction, like zirconia partially
stabilized with yttria (PSZ), for TBC applications, where
porosities as high as 20% are expected [27].

The degree to which a given flame effectively melts
and accelerates the powder depends on the type of
coating material, the size and shape of the particles, and
the residence time. Each particular coating material and
gun combination has an optimum particle size. For
instance, for nontransferred plasma, particle size is
commonly 40 µm on the average. Particles much smaller
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than that will overheat, totally melt, and vaporize; much
larger particles will not melt even superficially and may
fall from the flame or rebound from the target or mix
with the sintered particles with little or no cohesion, thus
serving as crack starters.

The high-velocity oxyfuel powder spray process [also
known as the hypervelocity oxyfuel powder spray
process, the oxyfuel detonation (OFD) process, and the
HVOF] represents the state of the art for thermal spray
metallic coatings. Instead of heat, the HVOF process uses
extremely high kinetic energy output to produce very low
porosity coatings that exhibit high bond strength, fine
as-sprayed surface finish, and low residual stresses.

The HVOF process operates with an oxygen-fuel
mixture consisting of oxygen and either acetylene,
propylene, propane, or hydrogen fuel gas, depending on
coating requirements. The fuel gas is introduced into a
combustion chamber, where it is thoroughly mixed with
oxygen and continuously ignited by sparks. The expanded
gas produced by the explosion is allowed to exhaust from
the chamber through a narrow nozzle and expand to a
barrel, where the powder is fed. The high-velocity gases,
transporting the powder, produce uniquely characteristic
multiple shock diamond patterns, which are visible in the
flame, due to shock waves produced by trespassing the
sound barrier. Combustion temperatures approach
2750°C (5000°F) and form a circular flame configuration.
The powder particles injected into the flame axially within
the barrel are uniformly heated, and powder particles are
accelerated by the high-velocity gases, which typically
approach a speed of 1350 m/sec (4500 ft/sec). But the
interparticle cohesion and surface adhesion of the spraying
coating are mainly achieved by the kinetic energy
transformation into heat, upon impingement, as the
residence time at high temperatures is very limited.

The low residual coating stress produced in the HVOF
process allows significantly greater thickness capability than
the plasma method, while providing lower porosity, lower
oxide content, and higher coating adhesion. Coatings
produced by the HVOF process also have much better
machinability compared with other methods, and coating
porosity has closely approached wrought materials, as
verified by recent gas permeability testing. HVOF systems
are available with closed-loop computer control and
robotics capability. A new experimental process, called
“cold spray,” tends to fully exploit kinetic energy without
any substantial heating of the powder at the gun [48].

The coating deposition rate is limited by the method
used and the melting point of the coating material. Other
considerations include the deposit efficiency and the
target efficiency. Deposit efficiency is the quantity of

coating material deposited relative to the quantity being
sprayed. Target efficiency relates to the area of the spray
pattern relative to the size of the part of target. Both
factors influence cost.

 All thermal spray coatings exhibit a degree of internal
stress as a result of shrinkage from a molten state to a
solid state. These stresses accumulate as the coating
thickness increases and result in a shear force at the
substrate interface. Ductile coating materials tend to
exhibit low stress; the opposite is true for hard coating
materials, such as carbides or ceramics, and also for very
porous coatings. When stresses produced by rapid
cooling or different thermal expansion coefficients exceed
the adhesion stress, the coating can delaminate from the
substrate or, more often, crack at stress concentrators
near the interface (porosities, slag, and inclusions).
Equipment manufacturers usually provide the practical
thickness limit for each spray material.

To improve adhesion or to prevent detachment due to
different expansion coefficients or interface corrosion,
some applications require an intermediate coating
between the functional one and the substrate, the so-
called bond coatings. Bond coatings form a metallurgical
bond with the substrate. They include materials that react
with the substrate exothermically, such as nickel-
aluminum alloys, and materials that melt at high
temperatures, such as molybdenum.

These materials are frequently applied as a thin coating
under a poor-bonding or high-stress topcoat to enhance
the adhesion provided by grit blasting alone. Bond coat
materials are typically low in internal stress, and single
coats are sufficient if the physical properties meet the
design specification. Selection of a particular bond coating
depends on its compatibility with the spray method being
used in terms of parameters such as bond strength, thermal
expansion properties, related to the base metal, corrosion
resistance, and oxidation resistance.

Thermal spray coatings are usually finished to
dimension either by single-point machining or by
grinding. Hard surface materials such as ceramics and
carbides are restricted to grind finishing, typically with
diamond wheels. Only the HVOF method produces
coatings closest in machining and grinding behavior to
wrought materials due to its very low porosity. In general,
thermal spray coatings can be machined to 1 to 2 µm (40
to 80 µin.) Ra and ground to 0.25 to 0.5 µm (10 to 20
µin.) Ra. Many plasma spray ceramic coatings can be
lapped down from 0.025 to 0.05 µm (1 to 2 µin.) Ra.
However, both plasma and HVOF are noise pollutants
and require special attention to protect the operators and
the environment from noise.
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B. Physical Vapor Deposition

Physical vapor deposition (PVD) is a technique that
requires high vacuum to ensure a clean substrate and a
large mean free path for the particles to be deposited
(atoms or molecules). Then, a vacuum chamber must be
used, thus limiting the number and size of the pieces to
be coated. Also, the manufacturing process must be done
by batches and not continuously in order to pump out
the vacuum chamber after extracting the coated pieces
and reloading the new batch. The electronic applications
usually justify these difficulties and expenses.

PVD involves the techniques that deposit
angstromsize particles (atoms, ions, or molecules) on a
substrate without chemical reactions, diffusion, or
melting of the coating; thus evaporation, ion plating,
ablation, and sputtering are PVD processes. These are
used to deposit thin films on self-supported shapes such
as printed circuits, sheets, foils, tubing, etc. The thickness
of the deposits can vary from angstroms to millimeters.
The application of these techniques ranges over a wide
variety of applications from decorative to utilitarian, over
significant segments of the engineering, chemical, nuclear,
microelectronics, and related industries. Their use has
been increasing at a very rapid rate since modern
technology demands multiple and often conflicting sets
of properties from engineering materials.

PVD technology enables depositing virtually all the
inorganic materials—metals, alloys, compounds, and
mixtures thereof, as well as some organic materials. The
deposition rates can be varied from 10 to 750,000 Å (10-

3 to 75 µm) per minute; the higher rates have come about
in the last 20 years with the advent of electron beam-
heated sources.

As mentioned before, spray processes, like
oxyacetylene, plasma, HVOF, and the like, transfer
particles which are drops or semimolten, sintered by
pressure and heat, but usually leave porosity in the
coating, which many times is undesirable; however,
atomic coatings often produce epitaxially grown layers,
which are without pores.

Any PVD deposit requires to synthesize the material
to be deposited, usually by a transition from a condensed
phase (solid or liquid) to the vapor phase or sublimation
of the coating material, and, in some cases, for deposition
of compounds, a reaction between the components of
the compound is needed, some of which may be
introduced into the chamber as a gas or vapor. The vapors
or particles so produced must be transported between
the source and the substrate to produce by condensation,

nucleation, and growth of films, which might grow
epitaxially on the substrate.

1. Advantages and Limitations of PVD

There are several advantages of PVD processes over
competitive processes such as electrodeposition, CVD,
and plasma spraying. They are the following [44]:

1. Extreme versatility in composition of deposit. Virtually
any metal, alloy, refractory or intermetallic compound,
some polymeric type materials, and their mixtures can
be easily deposited. In this regard, they are superior
to any other deposition process.

2. The ability to produce unusual microstructures and
new crystallographic modifications, e.g., amorphous
deposits.

3. The substrate temperature can be varied within very
wide limits from subzero to high temperatures.

4. Ability to produce coatings or self-supported shapes
at high deposition rates.

5. Deposits can have very high purity.
6. Excellent bonding to the substrate.
7. Excellent surface finish which can be equal to that of

the substrate.
8. Elimination of pollutants and effluents from the

process which is a very important ecological factor.

The present limitations of PVD processes are:

1. Inability to deposit polymeric materials with certain
exceptions

2. Higher degree of sophistication of the processing
equipment and hence a higher initial cost

3. Relatively new technology and the “mystique”
associated with vacuum processes, much of which is
disappearing with education and familiarity

2. Vacuum Evaporation’s Theory and Mechanisms

The theory of vacuum evaporation involves
thermodynamic considerations, i.e., phase transitions
from which the equilibrium vapor phase pressure of
materials can be derived, as well as the kinetic aspects of
nucleation and growth. Both of these are of obvious
importance in the evolution of the microstructure of the
deposit.

The transition of solids or liquids into the gaseous
state can be considered to be a macroscopic or as an
atomistic phenomenon. The former is based on
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thermodynamics and results in an understanding of
evaporation rates, source-container reactions and the
accompanying effect of impurity introduction into the
vapor state, changes in composition during alloy
evaporation, and stability of compounds. Glang gives an
excellent detailed treatment of the thermodynamic and
kinetic bases of evaporation processes. He points out that
the application of kinetic gas theory to interpret
evaporation phenomena resulted in a specialized
evaporation theory. Such well-known scientists as Hertz,
Knudsen, and Langmuir were the early workers in
evaporation theory. They observed deviations from ideal
behavior which led to refinements in the theory to include
concepts of reaction kinetics, thermodynamics, and solid
state theory. From the kinetic theory of gases, the
relationship between the impingement rate of gas
molecules and their partial pressure p is given by:

(4)

where Ni is the number of molecules striking a unit area
of surface and Aw is the area of the surface.

Hertz, in 1882, first measured the evaporation rate of
mercury in high vacuum and found that the evaporation
rate was proportional to the difference between the
equilibrium vapor pressure of mercury, p*, at the
evaporant surface and the hydrostatic pressure, p, acting
on the surface, resulting from the evaporant atoms or
molecules in the gas phase. Thus the evaporation rate
based on the concept of the equilibrium vapor pressure
(i.e., the number of atoms leaving the evaporant surface is
equal to the number returning to the surface) is shown by:

(5)

such that dNe, the number of molecules evaporating from
a surface area Ae in time dt, is equal to the impingement
rate of gas molecules based on the kinetic theory of gases
with the value of p* inserted therein minus the return
flux corresponding to the hydrostatic pressure p of the
evaporant in the gas phase. In the above equations, m is
the molecular weight, k is Boltzmann’s constant, and T is
the temperature in K. The maximum possible
evaporation rate corresponds to the condition p=0. Hertz
measured the evaporation rates only about 1/10 as high
as the theoretical maximum rates. The latter were
subsequently measured by Knudsen in 1915. Knudsen
postulated that some of the molecules impinging on the
surface were reflecting back into the gas phase rather

than becoming incorporated into the liquid. As a result,
there is a certain fraction (1-αv) of vapor molecules which
contribute to the evaporant pressure but not to the net
molecular flux from the condensed phase into the vapor
phase. To this end, he postulated the evaporation
coefficient αv which is defined as the ratio of the real
evaporation rate in vacuum to the theoretically possible
value defined by Eq. (2). This then results in the well-
known Hertz-Knudsen equation [49].

(6)

αv is very dependent on the cleanliness of the evaporant
surface and can range from very low values for dirty
surfaces to unity for clean surfaces. In very high rate
evaporation with a clean evaporant surface, it has been
found that the maximum evaporation given by Eq. (2)
has been exceeded by a factor of 2 to 3 for the
evaporation of a light metal such as beryllium using
electron beam heating. The reason for this is that the
high-power input results in considerable agitation of the
liquid evaporant pool resulting in a real surface area
much larger than the apparent surface area.

The directionality of evaporating molecules from an
evaporation source is given by the well-known cosine law.
The mass deposited per unit area is:

(7)

where Me is the total mass evaporated.
For a point source, Eq. (4) reduces to:

(8)

For a uniform deposit thickness, the point source must
be located at the center of the spherical receiving surface
such that r is a constant and cos �=1.

In high rate evaporation conditions, e.g., using a high-
power electron beam heated source, the thickness
distribution is steeper than with a point or small area
source discussed above. This has been attributed by some
authors to the existence of a virtual source of vapor
located above the molten pool. On the other hand, at
high power, the electron beam impact area on the surface
of the molten pool is not flat but pushed down into an
approximate concave spherical segment which, as Riley
shows, can equally well account for the steeper thickness
distribution.
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IX. ELECTROCHEMICAL PROCESSES

A. Galvanizing (Electrodeposition)

Electrodeposition, also called electroplating or simply
plating, has both decorative and engineering applications.
The emphasis is on engineering applications and the
structures and properties of deposits. It should be noted,
however, that these are also of interest in decorative
plating which constitutes the greatest commercial use of
plated coatings, finding wide application in automotive
hardware and bumpers, household articles, furniture,
jewelry, and others. Since the purpose of decorative
plating is to provide a durable, pleasing finish to the
surfaces of manufactured articles, the corrosion
characteristics of the deposits and their ability to protect
the substrate are important factors. These and other
deposit characteristics involved in the selection and
performance of decorative coatings including hardness,
wear resistance, ductility, and stress resistance are also
important to engineering applications of plated coatings
[50].

Engineering applications of plated coatings involve
imparting special or improved properties to significant
surfaces of a part or assembly and/or protecting or
enhancing the function of a part in its operating
environment. Other applications include salvage of
mismachined or worn parts and other types of reworking
as well as material savings and use of less expensive
materials. Special technologies such as electroless
deposition, electroforming, anodizing, thin films (for
electronics), magnetic coatings, and printed circuit
boards have been selected for discussion as representing
specific engineering applications.

1. Mechanism of Electrodeposition

Metal deposition differs from other electrochemical
processes in that a new solid phase is produced. This
dynamic process complicates and introduces new factors
in elucidation of the mechanisms involved in the
discharge of ions at the electrode surfaces. Factors
determining deposition processes include:

1. The electrical double layer (~10 Å thick) and
adsorption of ions at the surface some 2–3 Å away.
At any electrode immersed in an electrolyte, a double
layer of charges is set up in the metal and the solution
ions adjacent to the surface. At solid electrode surfaces,
which are usually heterogeneous, the character and
constitution of this double layer may exhibit local

variations, resulting in variations in the kinetics of the
deposition process. This could affect the
electrocrystallization processes involved in the overall
growth process.

2. The energy and geometry of solvated ions-especially
those involving complex ions. All metal ions are
associated with either the solvent (water) or complexed
with other solution constituents either electrostatically
or by coordinated covalent bonding. Desolvation
energy is required in transferring the metal ion out of
solution to the growing crystal lattice.

3. Polarization effects.

Thus the condition of the metal surface to be plated is a
basic determining factor in the kinetics of the deposition
process and the morphology and properties of the final
deposit. The presence of other inorganic ions and organic
additives in the double layer or adsorbed onto the surface
can greatly modify the electrocrystallization and growth
process.

Based on these considerations, several deposition
mechanisms have been proposed:

1. The aquo or complexed metal ion is transferred or
deposited as an adion (still partially bound) to a surface
site. Such sites include the plane surface, edges, corners,
crevices, or holes with the plane surface providing the
primary sites.

2. The adion diffuses across the surface until it meets a
growing edge or step where further dehydration occurs.

3. Continued transfer or diffusion steps may occur into
a kink or vacancy or coordinate with other adions,
accompanied by more dehydration until it is finally
fully coordinated with other ions (and electrons) and
becomes part of the metal being incorporated into the
lattice.

Deposition of metal ions results in depletion in the
solution adjacent to the surface. These ions must be
replenished if the deposition process is to be continued.
This replenishment or mass transport of the ions can be
accomplished in three ways: (1) ionic migration, which
contributes the least; (2) convection, which is the most
effective, involving substantial movement of the solution
by mechanical stirring, circulation, or air agitation of the
solution or moving the electrodes (parts) through the
solution; and (3) diffusion of ions, producing migration
in the vicinity of the electrode surface itself where
convection becomes negligible. The diffusion or
boundary layer is defined somewhat arbitrarily as the
region where the concentrations differ by 1% or more.
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The diffusion layer is much thicker than the electrical
double layer (approximately 15,000 to 200,000 times
thicker, depending on agitation). The diffusion rate may
be given as

(9)

where
R=diffusion rate (moles cm 2 S-1)
D=diffusion constant (cm2 S-1)
CS=solution concentration (bulk concentration)
CE=concentration at the electrode
dN=the diffusion layer thickness (also called the Nernst

thickness)

On flat, smooth electrode areas, the diffusion layer is
fairly uniform; however, at rough surfaces or
irregularities which have a roughness profile with
dimensions about equal to the diffusion layer thickness,
the diffusion layer cannot follow the surface profile, being
thinner at the irregularities (valleys and crevices).

The controlling parameters for the composition,
structure, and properties of galvanic coatings are: the
basic electrolyte composition, including the compounds
supplying the metal ions (to be deposited) and the
supporting ions; and the additives, commonly called
addition agents (A. A.), frequently added to plating
solutions to alter desirably the character of the deposit,
which are usually organic or colloidal in nature, although
some are soluble inorganic compounds. When additives
produce a specific effect, they are descriptively called
brighteners, levelers, grain refiners, stress relievers,
antipitters, etc.

Small concentrations of additives produce profound
effects. In general, the effective concentration range is of
the order of 10-4 to 10-2 M. The additive must be adsorbed
or included in the deposit in order to exert its effect, and
thus appears to be related to its role in the diffusion layer.

Presently, no generally acceptable mechanism has been
devised to explain satisfactorily the brightening action of
addition agents. Brightness, of course, is related to the
absence of roughness on a very small scale.

Surface tension might be one of the controlling factors
in attaining brightness, as it tends to minimize surface
area, diminishing roughness.

The influence and effects of the operating variables
depend on the solution’s composition and are also
interdependent, exerting an influence on the structure
and properties of the deposit. They are not always
predictable, and establishment of optimum ranges is
usually determined empirically.

The use of ultrasonic agitation in electroplating
solutions, i.e., its effect on the polarization, the diffusion
layer, and the properties of deposits, has received
considerable interest since the 1950s.

Ultrasonic agitation has been widely employed in
degreasing, cleaning, and pickling preplating operations.

The advantage included in the use of ultrasonics in
electrodeposition are higher permissible current densities
resulting in higher rates of deposition, suppression of
hydrogen evolution in favor of metal deposition, i.e., a
shift in limiting current density, improved adhesion, less
porosity, smaller stress, increased brightness, and
increased hardness (especially in chromium deposits).

Ultrasonic agitation influences the grain size and
appears to be the most important factor, controlling most
of the other property changes.

It is not impossible to maintain a plating solution free
of impurities. They are mostly provided by the substances
used, impure or improperly cleaned anodes and filters,
other parts introduced in the bath, decomposition of
addition agents, masking materials, contaminated
atmosphere, impurities in water, etc. The particles
suspended in the solution may become attached to the
surface, resulting in rough, nodular deposits, or leave pits
if they fall off, resulting in adverse effects on the integrity
and corrosion resistance of the deposit. Pitting, poor
covering power, poor adhesion, and harder, more brittle,
dark deposits are often attributed to organic
contaminants. Metallic impurities could also contribute
to pitting, poor throwing power, poor adhesion, lower
cathode efficiency, stress and cracking, brittleness,
burning, and off-color deposits. These cations may
codeposit or become entrapped in the deposit, altering
its structure and properties. The distribution of the
impurity in the deposit may be current-density-
dependent—usually more concentrated in the low
current-density areas.

With very few exceptions, all plating processes require
direct current (d.c.). As the common current sources are
alternating current (a.c.) sources, they must be rectified.
Depending on the number of rectifying elements, the type
of a.c. (single- or three-phase), and the circuitry, the
output wave form can be half-wave or (usually) full wave
with varying percentages of ripple, ranging from 48% to
less than 4%. In most plating processes, especially from
complex ion type solutions, ripple may not be too
significant. However, it can be a significant factor in some
plating operations, notably chromium where the ripple
should be low (5–10%) since higher ripple may codeposit
excessive oxides and adversely affect the deposit’s
structure and result in dull deposits.
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Periodic reverse, or PR, under the proper conditions,
produces dense fine-grained, striated, leveled, and bright
deposits. It has its greatest effect and applications on
deposits from cyanide solutions, notably copper,
permitting smooth, heavy deposits. A typical PR cycle is
15-sec plating and 3-sec deplating; the longer the
deplating (reversal) cycle, the smoother is the deposit.

The extended plating time or increased current density
required by PR to deposit a given thickness led to the use
of interrupted d.c. employing similar cycles. The
interrupted segment’s function is to permit the diffusion
layer to be replenished.

The preparation of metal surfaces for plating involves
the modification or replacement of interfering films to
provide a surface upon which deposits can be produced
with satisfactory adhesion. The type and composition of
the soils present as well as the composition and
metallurgical condition of the substrate determine the
“preparation cycle” and the materials used.

Besides cleaning, pickling or “conditioning” the
surface is required. These are acid dips which neutralize
and solubilize the residual alkaline films and “micro-
etch” the surface. The common acid dips are either
sulfuric acid (5–15% v/v) or hydrochloric acid (5% to
full strength) and are satisfactory for most alloys. Where
undesirable reactions or effects may occur, the acid dip
should be formulated to be compatible with the substrate
composition. Finally, when etching or “activating” the
surface, undesirable (from the plating viewpoint)
metallurgical microconstituents are removed or rendered
noninterfering, e.g., silicides in aluminum alloys, nickel
or chromium in stainless steels or super-alloys. These
steps remove or reduce oxides and other passive
conditions prevalent to some surfaces.

Alloys containing high percentages of nickel and/or
chromium usually have tenacious oxide or passive films
which by themselves are highly protective to corrosion;
however, to get them coated, this must be destroyed with
strong acids or anodic etching in strong acids using 15–
25% v/v or more. Sulfuric acid are usually employed at
low current densities, 2.2–5.5 A/dm2 (20–50 A/ft2), if
metal removal is desired, or at high current densities, 10–
30 A/dm2 (100–300 A/ft2), if smut removal or oxide
alteration is desired. Both current density ranges may be
employed to maximize adhesion of thick deposits.

In special cases, activation may be accomplished by
cathodic treatment in acid or alkaline (cyanide) solutions.
Hydrogen is deposited at the surface to reduce superficial
oxide films. Solution contamination must be avoided or
minimized since such contamination—especially heavy
metal ions—may be code-posited as smut.

In order to stabilize the surface, when very active
materials—alloys of aluminum, magnesium, or
titanium—tend to oxidize or adsorb gases readily, a
necessary step involving a deposit by immersion of zinc
or tin, electroless coating, or modified porous oxides is
required to make the surface receptive to an adherent
electrodeposit [51].

Also, electrodeposition of thin coatings from specially
formulated solutions called “strikes” can be considered
stabilizing since it provides a new, homogeneous, virgin
surface upon which subsequent deposits are plated, but
these strike solutions and plating conditions are designed
to be highly inefficient electrochemically. The
considerable hydrogen gas evolution assists any final
cleaning, reduction of oxides, and activation of the
surface, while the thin deposit covers surface defects and
remaining soils (smut).

X. DIFFUSIONAL PROCESSES

A. Welding

Coating by welding has been used for a long time as a
reconstructive technique for warm pieces. In most cases,
steel pieces are machined to remove the damage surface,
including the cracks produced by wear under the surface.
The machine surface is cleaned to remove any traces of
grease or other contaminants left by the mechanization,
and the coating is applied using an electrode or equivalent
equipment. In some OPM, when large surfaces must be
coated, like in the case of overcoating the interior of
pressure vessels used in nuclear reactors, the carbon steel
vessel is coated with a nickel alloy using submerged arc
processes with feed of a band of nickel alloy making the
process much less timeconsuming. Welding processes
tend to overheat the surface, producing a heat-affected
zone (HAZ), where deleterious effects, produced by new
phases, might fragilize the piece that has been coated.

B. Soldering

Soldering or brazing is also known as a coating
mechanism, however, less common than welding due to
the small wear resistance of the materials that could be
applied by these methods and also because alternative
methods are more often used (galvanization). As lower
temperatures are used in brazing, a HAZ is not probable;
however, brazing materials are less wear-resistant than
soldered materials, and their application is reduced to
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reconstruction or ornamental applications. Silver, gold,
and copper alloys are often used for brazing.

XI. WET COATING AND IMMERSION PRO-
CESSES

A. Painting

Painting is one of the oldest coating methods known to
men. Its applications is usually for ornamental purposes,
but painting is also applied for corrosion control. The
layer could be a simple impermeable coating to avoid
oxygen penetration toward the surface or an active layer
that reacting with the environmental corrosive substances
controls the aggressivity to the coated piece. Also, the
paint might stabilize mechanically the existing oxide.

The coating adheres to the substrate by both
mechanical anchoring and polar attraction (including
hydrogen bonding). Therefore the surface preparation to
improve the adhesion of painting should include cleaning
of the substrate and providing the adequate roughness
for better adherence. In the case of metals and some
ceramics, drying the surface for several minutes above
100°C is advised.

Metal-rich paintings containing tin (Sn) and other
metals that serve as sacrificial anodes are often used.

1. Applications of Paintings

Paintings could be applied by brush or roller cylinder,
like on walls or large structures, or spraying as on car
bodies, boats, and plastic or metal structures. Immersion
of the whole structure or piece into the painting media is
used as a protective coating for corrosion control, as on
car bodies and boats.

Some of these coatings are polar in nature. Thus their
attachment to the coating surface could be accelerated
by an electric field. That is the case of immersion coatings
and some spray coatings deposited on metal surfaces.

Spraying and immersion of liquid metals are also used
as means for coating. These applications, similar to
paintings, are done at high temperatures, above the
melting temperature of the coating material; however,
their attachment to the surface is similar in nature to that
of painting.

2. Surface Preparation Standards

It is useful to present the standards for surface preparation
given by the National Association of Corrosion Engineers
(NACE), the Steel Structures Painting Council (SSPC), and
the Swedish Standards (Sa, St).

The National Association of Corrosion Engineers
(NACE) presents as standards three types:

• NACE 1 White Metal Blast Cleaning
• NACE 2 Near-White Blast Cleaning
• NACE 3 Commercial Blast Cleaning

The Steel Structures Painting Council (SSPC) presents the
following standards:

• SP-1 Solvent Cleaning
• SP-2 Hand Tool Cleaning
• SP-3 Power Tool Cleaning
• SP-4 Flame Cleaning
• SP-5 White Metal Blast Cleaning
• SP-6 Commercial Blast Cleaning
• SP-7 Brush-Off Blast Cleaning
• SP-8 Pickling
• SP-9 Weathering Followed by Blast Cleaning
•  SP-10 Near-White Blast Cleaning

Moreover, the Swedish Standard (St, Sa) presents the
following:

• St 2 Hand Tool Cleaning
• St 3 Power Tool Cleaning
• Sa 1 Brush-Off Blast Cleaning
• Sa 2 Commercial Blast Cleaning
• Sa 2 1/2 Near-White Blast Cleaning
• Sa 3 White Metal Blast Cleaning

Some of these standards are explained below:

SSPC-SP-1

Solvent cleaning—Removal of all detrimental foreign
matter such as oil, grease, dirt, soil, salts, drawing and
cutting compounds, and other contaminants from steel
surfaces by the use of solvents, emulsions, cleaning
compounds, steam, or other similar materials and
methods which involve a solvent or cleaning action.

SSPC-SP-2, St 2

Hand tool cleaning—Removal of all rust scale, mill
scale, loose rust, and loose paint to the degree
specified by hand wire brushing, hand sanding, hand
scraping, hand chipping, or other hand impact tools
or by a combination of these methods. The substrate
should have a faint metallic sheen and also be free of
oil, grease, dust, soil, salts, and other contaminants.

SSPC-SP-3, St 3

Power tool cleaning—Removal of all rust scale, mill
scale, loose paint, and loose rust to the degree specified
by power wire brushes, power impact tools, power
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grinders, power sanders, or by a combination of these
methods. The substrate should have a pronounced
metallic sheen and also be free of oil, grease, dirt, soil,
salts, and other contaminants. Surface should not be
buffed or polished smooth.

SSPC-SP-4

Flame cleaning—Removal of all loose scale, rust, and
other detrimental foreign matter by passing high-
temperature, high-velocity oxyacetylene flames over
the entire surface, followed by wire brushing. Surface
should also be free of oil, grease, dirt, soil, salts, and
other contaminants.

SSPC-SP-5, Sa 3, NACE 1

White metal blast cleaning—Removal of all mill scale,
rust, rust scale, paint, or foreign matter by the use of
abrasives propelled through nozzles or by centrifugal
wheels. A white metal blast cleaned surface finish is
defined as a surface with a gray-white, uniform
metallic color, slightly roughened to form a suitable
anchor pattern for coatings. The surface, when viewed
without magnification, shall be free of all oil, grease,
dirt, visible mill scale, rust, corrosion products, oxides,
paint, or any other foreign matter.

SSPC-SP6, Sa 2, NACE 3

Commercial blast cleaning—Removal of mill scale,
rust, rust scale, paint, or foreign matter by the use of
abrasives propelled through nozzles or by centrifugal
wheels to the degree specified. A commercial blast
cleaned surface finish is defined as one from which all
oil, grease, dirt, rust scale, and foreign matter have
been completely removed from the surface and all
rust, mill scale, and old paint have been completely
removed except for slight shadows, streaks, or
discolorations caused by rust stain, mill scale oxides,
or slight, tight residues of paint or coating that may
remain; if the surface is pitted, slight residues of rust
or paint may be found in the bottom of pits; at least
two-thirds of each square inch of surface area shall be
free of all visible residues, and the remainder shall be
limited to the light discoloration, slight staining, or
tight residues mentioned above.

SSPC-SP-7, Sa 1

Brush-off blast cleaning—Removal of loose mill scale,
loose rust, and loose paint to the degree hereafter
specified by the impact of abrasives propelled through

nozzles or by centrifugal wheels. It is not intended
that the surface shall be free of all mill scale, rust, and
paint. The remaining mill scale, rust, and paint should
be tight and the surface should be sufficiently abraded
to provide good adhesion and bonding of paint. A
brush-off blast cleaned surface finish is defined as one
from which all oil, grease, dirt, rust scale, loose mill
scale, loose rust, and loose paint or coatings are
removed completely, but tight mill scale and tightly
adhered rust, paint, and coatings are permitted to
remain provided that all mill scale and rust have been
exposed to the abrasive blast pattern sufficiently to
expose numerous flecks of the underlying metal fairly
uniformly distributed over the entire surface.

SSPC-SP-8

Pickling—Removal of all mill scale, rust, and rust
scale by chemical reaction, by electrolysis, or by both.
It is intended that the pickled surface shall be
completely free of all scale, rust, and foreign matter.
Furthermore, the surface shall be free of unreacted or
harmful acid or alkali or smut.

SSPC-SP-9

Weathering followed by blast cleaning—Weathering
to remove all or part of the mill scale followed by one
of the blast cleaning standards.

SSPC-SP-10, Sa 2–1/2. NACE 2

Near-white blast cleaning—Removal of nearly all mill
scale, rust, rust scale, paint, or foreign matter by the
use of abrasives propelled through nozzles or by
centrifugal wheels to the degree hereafter specified. A
near-white blast cleaned surface finish is defined as
one from which all oil, grease, dirt, mill scale, rust,
corrosion products, oxides, paint, or other foreign
matter have been completely removed from the
surface except for very light shadows, very slight
streaks, or slight discolorations caused by rust stain,
mill scale oxides, or light, tight residues of paint or
coating that may remain. At least 95% of each square
inch of surface area shall be free of all visible residues,
and the remainder shall be limited to the light
discoloration mentioned above.

These standards for surface preparation do not differ
much of the cleaning procedures mentioned for other
coating processes, as seen in “Surface Preparation”
below.
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XII. CHOOSING THE COATING PROCESS
AND SYSTEM

To give a fast assessment to the user, a comparison could
be made between the application system for a given
coating material and substrate and the average porosity
obtained, surface covered per unit time, price of area
covered, energy consumption per unit time, noise
produced, material waste, heat radiation or loss, local
contamination, maintainability, availability of
consumables, training required for operators, and initial
investment on equipment. Finally, an overall pollution
assessment should be done in a comparative basis.

The thermally assisted processes used for surface
modification show a wide range of temperatures (37–
30,000°C), as measured at the nozzle, in the case of the
plasma or oxyfuel guns, and at the tip of the ray, in the
case of laser. However, the substrate does not receive such
a great amount of heat, as the oxyfuel or plasma gun, for
instance, are kept a few centimeters away from the
surface, and cooling by air can also be implemented to
reduce overheating of the piece. In the case of the laser
process, the scanning motion of the ray permits to dossify
the heat to obtain the required results, for instance, power
melting or surface melting, without affecting the bulk.
Heat, however, dispersed in the environment, is
considered a pollutant and also high-temperature

equipments are high-energy consumers, increase cost,
and indirectly affect earth warming and the ecology. A
comparison chart can be seen in Fig. 3 [52–55].

The price differences for the coating systems are
shown in Fig. 4 [56]. They involve the investment price
for the equipment only, excluding the operational cost.
Price increases with sophistication as shown in Fig. 4. A
comparison of equipment technological complexity and
sophistication, which involves more training for the
operators and more on-the-job control, which gives us
an idea of operational costs other than consumables, is
shown in Fig. 5 [57]. In such a comparison, PVD and
CVD are at the top, and galvanizing and biomimetic are
at the bottom.

Direct pollution of the environment, either by gas,
liquid, or powder spilling, should be also compared, as
in Fig. 6 [58]. The most polluting processes are the
immersion, the electrodeposition, and the electroless,
which produce liquid wastes that, if not treated,
contaminate the water supplies. Plasma and HVOF only
pollute the atmosphere with small amounts of forbidden
gases (hydrogen and some fuels). PVD is usually very
clean, and so is the biomimetic process.

Comparing the investment cost of the equipments
with the pollution that the equipments can produce in
operation, one realizes that the most expensive equip-
ments will produce less pollution than the less expensive

Figure 3 Comparison chart of working temperatures vs. coating method.
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ones. Nevertheless, the noise pollution in equipments
with high price (plasma, laser, HVOF, etc.) involves an
increase in the operational cost because it is necessary
to implement soundproof rooms and other isolating
devices.

On the other hand, processes as D-Gun, plasma,

HVOF, and PVD are not significantly contaminant other
than some gas contamination.

In that realm, processes like laser, sol-gel, and bio-
mimetic do not have deleterious effects, as they do not
eject gases or liquids to the atmosphere during opera-
tion; however, sol-gel and biomimetic represent a

Figure 5 Comparison chart of the coating method and complexity of operation.

Figure 4 Comparison chart of the coating method and their prices.
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potential risk to the environment as a consequence of
their liquid wastes (Fig. 7) [58].

In Fig. 5, it is shown that the largest pollutants are the
immersion, the electrodeposition, and the electroless
systems due to the solutions used which are highly
corrosive and poisonous to plants and animals.

From Fig. 8 [59–63], it has been observed that the
highest noise producers are the D-gun, plasma spray, and
HVOF, while the lowest noise producers are CVD and
sol-gel. However, the coatings obtained are not
comparable with respect to applicability, and plasma
spray could be compared to oxyacetylene spray, with the

Figure 6 Comparison chart of direct pollution of environment vs. coating method.

Figure 7 Comparison chart of coating method and relative amount of waste.
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latter a lower noise producer. Energy-wise, transferred
plasma and nontransferred plasma as well as welding are
the highest energy consumers. However, some physical
deposition methods might also be high consumers due to
pumping systems and power supplies, but in many cases,
there are no other alternative methods.

We could summarize the parameters used to select a
deposition method which depends on:

• Characterization of substrate and working conditions
(shape, chemical composition, and microstructure)

• Choice of the coating material to be deposited
(composition, thickness, and microstructure)

• Possible effects of process on the substrate: overheating
(HAZ), deformation, and hydrogenation

• Coating speed: layers or thickness deposited by unit
area and unit time

• Expected coating quality: finishing, porosity, and flaws
• Noise level (protection required for operators and

environment)
• Power consumption: kilowatt per hour consumed
• Environmental pollution: minimum of wastes, gases

(CO2, monoxide, and others), hot fluids (including
water), poisonous liquids, slag, ashes, and metal
powders

• Transportability (if fieldwork is required):
compactness and lightness of equipment

• Accessibility: easiness of approaching equipment to
substrate or loading equipment

• Maintenance: availability of parts and easiness to
exchange parts with a minimum of stop over time

• Versatility: should be usable in different applications
and a variety of pieces and able to apply a coating in
hard-to-reach segments of a piece

• Reproducibility: will provide reproducible results,
without much readjusting requirements

• Investment cost: the initial investment price should be
accessible to the customer and a justifiable inversion
according the expected gain

• Training: should not require lengthy and costly training
for the operators

• Consumables: easy to acquire in the market,
reproducible quality

• Competitiveness: coated pieces should compete in price
and quality with a solid piece, of same performance
and coated pieces of the competition

The deposition method is then chosen according to the
manufacturing needs and capabilities and, of course, the
price. For example, plasma could give an excellent
ceramic coating; however, for some applications, vacuum
should be used, thus limiting the size of the parts to the
vacuum chamber, and the positioning of the equipment
in the plant must be chosen so that the noise does not
bother the workers. Robotization might be required, thus
increasing the investment. A similar situation is found
with HVOF, which is also noisy and usually dusty due to
scattering powder particles, but does not require vacuum.

Figure 8 Comparison chart of noise production vs. coating method.
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A. International Standards

A relatively new constraint has been imposed to
manufacturers in general, and those that use coatings do
not escape from them: the norms ISO 9000 and ISO
14000, that is, the International Standard Organization
norms, with the first referring to quality and the second
referring to environment. Thus as quality covers that of
the product and the working environment, the previous
considerations are mandatory. By the same token,
polluting techniques might prompt a reaction from the
local governments, and that encompasses handling and
final destiny of energy, consumables, and waste materials,
including fluid, gases, powders, slag, as well as heat and
noise. Some materials in themselves are considered highly
contaminating and should be avoided. Among these are
lead, radioactive materials, including thorium (Th), and
lately, chromium (Cr), not to mention etchants like acids,
cyanide, and the like.

XIII. DEPOSITION PROCEDURES

As was discussed earlier, each deposition method will
have a procedure of sample preparation and coating
application. However, some generic processes could be
discussed at this stage, like cleaning and other accepted
surface preparation methods.

A. Cleaning

It has been mentioned that cleanliness is absolutely
essential in coating processes, testing, and
characterization. Good practice starts with cleanliness of
the coating materials. These must be free from moisture,
oil, grease, dust, and other contaminants that come from
normal handling and sectioning. Cleaning should be done
after sectioning and before starting the mounting process.
Cleanliness during polishing is essential. Care must be
taken to not transfer debris from one step to subsequent
steps.

Cleaning methods are generally classified as chemical,
mechanical, solvent, or any combination of these.
Chemical cleaning methods include alkaline or acid
cleaning, chemical etching, and molten salt bath cleaning.
Such alkaline cleaners are nonflammable water solutions
containing specially selected detergents for wetting,
penetrating, emulsifying, and saponifying various types
of oils. Scrubbing of the sample with soap and water

using cotton swabs is a simple and routine method used
to remove oil and dirt.

Hot alkaline solutions are used to remove oxides and
paint films. In general, detergents can be alkaline, neutral,
or acid in nature, but must be noncorrosive to the item
being inspected. Acid etching is routinely used for
descaling (necessary to remove oxide scale) part surfaces
and for removing smeared metal.

Mechanical cleaning methods include tumbling, wet
blasting. Solvent-cleaning methods include vapor
degreasing which is a preferred method for removing
grease-type soils from open discontinuities, solvent
spraying, solvent wiping, and ultrasonic immersion. In
vapor degreasing, the vapor that resides above a bath of
solvent at elevated temperatures reacts chemically with
the contaminants, removing them from the surface. This
method is not widely used because of its chemical toxicity,
maintenance, and price. Ultrasonic cleaning is the most
effective means of ensuring clean parts, but it can be a
very expensive capital equipment investment. This
method works by an induced ultrasonic shear wave
which, upon rebound from the surface of the material,
creates an implosion (collapse of a gaseous “bubble” at
the surface), causing an action like cavitation erosion; a
by-product of the cavitation is the cleaning of the surface.
There are a variety of solvent cleaners that can be
effectively utilized to dissolve organic matter as grease
and oily films, waxes and sealants, paints, dry abrasive
blasting, wire brushing, and high-pressure water or steam
cleaning. These processes may decrease the effectiveness
of the liquid penetrant examination by smearing or
peening over metal surfaces and filling discontinuities
open to the surface, especially for soft metals.

Drying of the specimen after cleaning can prevent
many problems, such as fissuring and bubbling, due to
decohesion and peeling the first, and rapid oxidation or
hydrogen embrittlement, as in welded layers. Drying will
generally be completed using a temperature slightly above
100°C (212°F). The substrate before coating as well as
the coated surface should be duly cleaned.

B. Surface Preparation

Surface preparation may differ from surface cleaning, but
we will begin by discussing cleaning. As a practical matter,
a “clean surface” is one that contains no significant
amounts of undesirable material; thus what constitutes a
clean surface depends on the requirements of the user. For
someone studying surface crystallography, catalysts, or gas
absorption, a clean surface is one that contains only a small

Copyright © 2004 by Marcel Dekker, Inc.



Lira-Olivares888

fraction of a monolayer of foreign material (this is often
called an atomically clean surface). For someone interested
in joining surfaces using gross deformation in shear or high
temperatures, quite a lot of contamination may be present
without materially affecting the resultant bond. In some
cases, such as the adhesion of deposited thin films, the
presence of foreign material on the surface may be
desirable or necessary. These surfaces can only be obtained
through cleavage in ultrahigh vacuum (10-10 Torr), ion
bombardment, or heating in vacuum. Adhesion is often
equated with surface cleanliness; so surface treatments or
the deliberate addition of foreign materials which improve
adhesion may be considered to be cleaning techniques [64].
Pre-oxidized, phosphatized, and stabilized surfaces, as
mentioned in galvanization, are desirable “unclean”
surfaces in some cases. The reasons for cleaning may vary;
it could be used to get as-received material into a uniform
condition before processing or it may be necessary for
processing (e.g., in solid-solid bonding or to obtain
adhesion of thin films) or, as in silicon technology, for
uniform diffusion. Also, cleaning may be necessary for the
material to function actively such as with an electron
emitter, a catalytic surface, or a gas getter. In the electronic
and biomedical industries, for example, a great deal of
effort was supplied to providing a “clean” environment
for processing as is the case with “clean” rooms where
clean only refers to particulate contamination. These
rooms are provided with air conditioning, positive
pressures, and “dusting-off” gates to blow off dust
particles from the incoming personnel.

To design a cleaning process, we need to know the
probable origins of contaminants.

Contaminants on as-received material may be
deceptive since the prior history of the material is often
not known. The supplier may have changed his
procedures, so the type of contaminant may have
changed, requiring a change in the cleaning procedure.
Often, the cleaning of as-received material to put into a
known condition is a good first step in the design of a
cleaning process [65].

Reactions of the surface material may occur with
diffused species or with contaminants in the atmosphere.
As diffusion, according to Fick’s law, depended on time
and temperature, these parameters accelerate
contamination by diffusion. Adsorption of contaminant
vapors or the deposition of particulate matter from the
surroundings is also time-dependent. Some process may
be impossible to perform if the time between the
processing steps is excessive. An example is the activation
of nickel surface, which is necessary prior to the electro-
deposition of gold in order to obtain an adherent film. If

the activated surface is exposed to air and allowed to
dry, the gold will not adhere.

If a part is left for a long time after cleaning, in a
humid atmosphere, it might get too contaminated for
coating.

Necessary contaminants should be recognized and
cleaning steps should be designed to remove them.
Unnecessary contaminants should be avoided by proper
design procedures and by control over the components
and cleaning materials.

The cleaning procedure may lead to an undesirable
surface composition, which is produced by a high
temperature, like in high vacuum baking of stainless steels
which volatizes the protective chromium oxide and
allows the surface to rust on exposure to the atmosphere.
The surface morphology can be affected by selective
etching, thermal faceting, etc., due to the substances used
in the cleaning process; also, this change in morphology
may affect subsequent processing.

Specific cleaning processes are designed to remove
specific types of contaminants without changing the
surface of interest. Examples are solvent-cleaning
techniques which dissolve or emulsify contaminants
without attacking the surface. Other examples are
volatilization techniques where the contaminant is
vaporized by heating or is reacted with a gas to form a
volatile compound (e.g., the oxidation of carbon
contaminants). General cleaning techniques often involve
the removal of some of the surface material as well as the
contaminants. Etching procedures such as sputter
cleaning, electro-polishing, and chemical etches fall into
this category, as does mechanical abrasion. The cleaning
procedure should be designed to take advantage of the
strong points and weak points of each step, or the
cleaning steps may defeat each other. For example, an
etching step may be used to remove the surface oxide on
silver, but, if it is followed by a vacuum bake, oxygen
may diffuse from the bulk to the surface forming a new
oxide layer. Generally, cleaning procedures should be as
simple as possible.

The surface contaminants on metals may be removed
by a variety of techniques, which may depend on the
metals involved. As with oxide surfaces, the metal
surfaces should be detergent- or solvent-cleaned to rid
the surface of soluble contaminants. Ultrasonic agitation
will aid in this cleaning, although cavitation may affect
the surface morphology of some metals, notably
aluminum [66].

Thick oxides may be removed by abrasive cleaning,
etching, or fluxing. Etching may be performed by chemical
etching or electropolishing, depending on the metals
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involved. Various fluxes may be used to dissolve or float
away thick oxides. These fluxes are often molten salts.
After abrasive cleaning, etching, or fluxing, care must be
taken to remove residues from the surface by rinsing.

The most widely applicable cleaning technique for
removing trace contamination is sputter cleaning
followed by ultrahigh vacuum heating to desorb gases
incorporated in the surface during the cleaning. For
conductive surfaces, the applied sputtering potential may
be d.c. or rf, although rf is preferred. Special sputtering
configurations have been developed to sputterclean metal
surfaces in a magnetron sputtering system.

Vacuum or hydrogen firing may also be used to clean
some metal surfaces. Some metal oxides have a high
volatility compared with the metal. For instance,
molybdenum oxide is quite volatile at high temperatures
in vacuum. Gold melted on a molybdenum surface in
vacuum will not wet the surface initially because of the
presence of the oxide. As the oxide volatilizes, the gold
will wet the molybdenum surface very well, although
gold is insoluble molybdenum. Hydrogen firing will clean
the oxide from some metal surfaces, but care should be
taken to remove the hydrogen from the system while the
metal is hot if the hydrogen is soluble in the metal at
lower temperatures. A number of chemical and
electrochemical cleaning techniques exist for particular
metal and contaminants.

Glow discharge cleaning in an inert gas or oxygen may
be used to remove hydrocarbon contamination from metal
surfaces. An oxygen discharge may cause excessive
oxidation of some metal which do not form passive oxides.
For instance, silver will oxidize heavily in an oxygen
discharge. Direct adsorption of ultraviolet radiation may
cause the photodesorption of adsorbed gases. Pulsed laser
bombardment has been used to clean metal surfaces in
vacuum. Oxygen discharges, inert gas discharges,
hydrogen discharges, and UV/O3 cleaning have been used
to clean the metal walls of ultrahigh vacuum systems.

In the semiconductor technology industry, reactive gases
have been used to etch metal and dielectric surfaces to
generate patterns. Recently, reactive plasma cleaning has
been used to generate clean metal surfaces at a lower power
input than is possible with the sputter cleaning alone.

The cleaning of gold presents a unique case. Since gold
does not readily oxidize, it may be cleaned by the oxidizing
treatments because it does not adhere to its oxides. These
include heating in air or oxygen, plasma cleaning, chemical
oxidation treatments, and UV/O3 cleaning.

Mechanical removal may be used to clean a metal
surface prior to film deposition. Grit blasting is a favorite
surface preparation process in thermal spraying. Wire

brushing also seems to aid adhesion in some metallic
coating systems.

Coddet et al. [67] describe a relatively new process,
so-called Protal® process, as a substitute for degreasing
and grit-blasting, comparing it with conventional
processes. They describe the laser interaction with matter
as absorption of the laser energy, which are photonic
absorption and the inverse bremsstrahlung absorption,
having as a result the excitation of electrons. The
relaxation of electrons follows different paths depending
on the electrical properties of the materials; insulators
trap the electrons, semiconductors release the energy by
radiation, and metals release energy by vibration
(phonons and heat). In any case, the energy could be used
for evaporation, ablation, surface fusion, and other
phenomena applicable to surface preparation. It could
be used for surface preparation, particularly in the case
of materials sensitive to the formation of stable oxides
(aluminum and titanium alloys, etc.). The objective of
the laser treatment is to evaporate the grease, eliminate
the oxide layer, and, in some cases, superficially melt the
substrate as well as increase the surface roughness. These
factors can improve the metallurgical bonding between
the surface and the coating. According to Folio et al. [68],
the adhesion measurements show that the new process
can eliminate degreasing and grit blasting operations,
obtaining similar adhesive strengths.

Folio et al. [69] assures that continuing the laser
irradiation during deposition process permits the
reduction of the recontamination of surfaces by dusts and
condensed vapors between successive passes and the
limitation of oxide layers formation, thus increasing the
deposit cohesion. They conclude that if the process is
performed in a single step, together with spraying, it
improves the overall quality of thermal spray coatings
and their global cost.

XIV. COATING CHARACTERIZATION

Coating characterization is the most important quality
control activity for any industrial or laboratory
metallization or protective coating. Simple observation
of a coating can give some idea of possible flaws and
detect major defects. Some empirical tests, such as
tapping, seem to yield some useful information to any
trained practitioner; however, neither of these practices
guarantees or gives any valid indication of the future
behavior of the coating in use. Therefore standardized
methods have been developed to reduce errors and
predict with some accuracy the endurance and behavior
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of a coating. A sequence of steps must be followed to
ensure reproducibility and reliability of the tests,
beginning with the cleaning of the piece or sample to be
tested.

For an efficient characterization sequence, it is
necessary to employ each test according to its
performance. Initially, those methods that do not change
significantly the original piece should be employed
thereafter; the specimen could be prepared according to
any special test specifications. Usually, advanced testing
requires especial specimen performance, like adherence
test, for which samples with standard dimensions are
needed. In some cases, the specimen specifications bring
several complications in its performance, especially for
automatic spray processes.

All the coatings to be evaluated must be first of all
assure to present a homogeneous clean surface where
undesired marks, spots, cracks, and peeling are absent,
and this could be made with the naked eye or with the
help of a magnifying glass. Hardness testing could also be
useful at this stage to determine mechanical properties of
the coating. However, microcracks and pores might escape
our view and they could be detected using penetrating dies
or magnetic particles, among other things. Defects lying
underneath the surface, like cracks produced by small
coating detachments from the metal piece, are not easily
detected without destroying the part. Sectioning into
handy pieces is necessary for microscopic observation.

Testing the coatings will depend on its expected
performance. However, the coatings used as wear
protection or durability and corrosion protection are
inspected for continuity (absence of flaws in the surface)
and homogeneity of the surface or the cross section, using
either the naked eye, magnifying lens, optical
observation, or in some cases, scanning electron
microscopy, and exposed to either wear or corrosion
control tests when needed [1]. Indirect methods, like
liquid penetrants and magnetic particles, among others,
are useful to detect surface flaws.

XV. TESTING

Depending on the application, the coating must be tested
using appropriate reproducible methods. If the coating
has been tried already for a certain time we required to
prove its reliability, few test would be needed; however, a
new coatings application requires to be evaluated with
more detail before it is launched into a wideruse scale.

With the evaluation of the coating, we search not only
the quality of the final result, but also the quality of the
process and/or the proficiency of the technicians.

It is important that the users of thermal spray, plasma
spray, or other methods adopt standard tests in order to
achieve consistent results. This is ever more important due
to the globalization movement that requires the
implementation of international norms like ISO. These are
established to increment the precision and reproducibility
of the final properties of the coating, given a set of
parameters for a specific material and application. Thus we
must consider two testing sequences, one for the evaluation
of spraying coatings already in production, including their
process and technical ability, and another for new
developments or applications, to decide if a given material
and/or process is adequate for a required application.

In the present chapter, we will concentrate on the
sequence oriented to the nonexperimental applications.
The tests will be presented in their performing sequence,
from nondestructive tests to those that require sectioning
the pieces.

A. Cleaning

One must insist that cleanliness is absolutely essential in
coating testing and characterization, as it is in the coating
process. Good practice starts with cleanliness of the piece
or sample to be examined. This must be free from
moisture, oil, grease, dust, and other contaminants that
come from normal handling and sectioning. Cleaning
should be done after sectioning and before the mounting
process. Cleanliness during polishing is essential. Care
must be taken to not transfer debris from one step to
subsequent steps.

Drying of the specimen after cleaning can prevent
many problems, such as fissuring and bubbling, that
occur in the cold-mounting process. Drying can be done
by warming the part with a heating torch, in drying
ovens, by infrared lamps, forced hot air, or exposure to
warm ambient temperature for long periods of time.
Drying temperatures above 100°C (212°F) are most
effective. Lower temperatures need longer drying times.

The substrate should be thoroughly cleaned before
being coated. Coatings also need to be cleaned during
metallography, as will be explained later. The next box
contains a résumé of cleaning methods.

B. Nondestructive Tests

Nondestructive tests give information about the general
mechanical, physical, or chemical characteristics of a
coating, without deforming or damaging either the
substrate or the coating. These tests are usually indirect

Copyright © 2004 by Marcel Dekker, Inc.



Designing a Surface for Endurance 891

and require interpretation based on previous experiences
either with destructive tests or in the field-testing or
behavior.

Note: all the tests could be made nondestructively to
the piece in question, if they are ran on a test piece,
witness sample, or monitoring sample that receives the
same preparation than the main piece.

1. Basic Observations

Testing by visual inspection is a method of limited use,
apart from meeting the requirement of aesthetic
acceptability of a coated article. However, the usefulness
of this method should not be ignored since it can be a
rapid and comparatively cheap means of detecting
failures, and it can provide much useful information in
the hands of experienced inspectors.

The coated surface should be inspected with the naked
eye or a low magnification lens to look for pores, cracks,
and signs of spalling. If these defects or other types of
discontinuity appear, they are reasons for rejection.
However, if these do not appear, further tests are needed
to ensure a good quality.

Gross defects such as completely uncoated areas or
mechanically damaged coatings are readily detected and
must be rejected, and the cause of these defects can often
be seen. An uncoated area may be due to physical
masking of the substrate during spraying or due to
surface contamination of the substrate. Damage to
coatings may often be tracked back to specific defects in
handling procedures either during or after coating.

Apart from completely uncoated areas, cases where
the coating thickness varies with the geometry of the
component can be detected either by observation of
changes of coating-surface contours relative to the shape
of the part or the color and reflectivity of the surface.

Irregularities in the surface contours of a coated part
might reveal defects in the substrate material or
inadequate smoothing or polishing prior to coating.
These substrate defects may also be revealed by blistering
or debonding, although these latter defects may also be
the result of inadequate precleaning or surface
preparation.

Even colored, smooth, continuous surfaces are a good
quality indicator.

2. Liquid Penetrant Examination

Surfaces to be coated (substrate) and the finished coatings
might present undesired discontinuities, such as cracks,
which are undetectable by the naked eye. Liquid

penetrant examination is a nondestructive testing method
for detecting discontinuities that are open to the surface,
such as cracks, seams, laps, cold shuts, laminations,
through leaks, or lack of fusion. The test is applicable to
in-process, final, and maintenance examination. The test
is useful in the examination of nonporous metallic
materials, both ferrous and nonferrous, and nonmetallic
materials such as densified ceramics, certain nonporous
plastics, and glass. The major limitation is that liquid
penetrant inspection can only detect imperfections which
are open to the surface.

In comparison to magnetic particle inspection, its
sensitivity is greater and it does not depend on
magnetism, so it can be used on a variety of electrically
conductive and nonconductive materials.

In general, penetrant inspection consists of a liquid
penetrant migrating into cavities open to the surface, and
once the surface has been cleaned of excess penetrant,
the trapped liquid emerges from these openings.
Although in some cases the amount of penetrant coming
out of a surface is sufficient to be detected visually,
sensitivity is vastly increased by the use of a developer, a
film that enhances the liquid emerging from the flaw, as
shown schematically in Fig. 1. This test includes at least
five essential steps: surface preparation, penetration,
removal of excess penetrant, development, and
inspection.

Surface Preparation

All parts or areas must be cleaned and completely dried
prior to the inspection process. The presence of any
contaminants might interfere with the penetrant process.

After cleaning, it is essential that the surface of the
part be thoroughly dry since liquid residues will hinder
the entrance of the penetrant. Drying may be achieved
by warning the part in drying ovens, with infrared lamps,
forced hot air, or exposure to ambient temperature (see
“Cleaning” above).

Penetration

The penetrant liquid is applied so as to form a film of
penetrant over the cleaned surface. There are various
ways of applying penetrants, such as dipping, brushing,
flooding, or spraying. Small parts are often placed in
suitable baskets and dipped into a tank of penetrant
liquid. On larger parts, and those with complex
geometries, penetrant can be applied effectively by
brushing or spraying. Aerosol sprays are conveniently
portable and suitable for on-site application. The applied
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film should remain on the surface long enough to allow
proper penetration, as per the penetrant manufacturer’s
recommendations. There are two basic types of
penetrants, shown as follows:

Removal of Excess Penetrant

After the required penetration time, excess penetrant
must be removed from the surface. The type of penetrant
used determines the removal method.

Development

A developer acts as a blotter to assist the natural seepage
of the penetrant out of the openings to spread it at the
edges to enhance the penetrant indication. The use of a
developer is always desirable because it decreases
inspection time by hastening the appearance of
indications. Developer film can be applied over the
surface by different modes of application such as dusting,
immersing, flooding, or spraying. The choice of developer
application used is determined by the size, configuration,
surface condition, and numbers of parts to be inspected.
Three types of developers are mentioned below.

The cavities of interest are usually exceedingly small,
often invisible to the naked eye, and for this reason, the
desired sensitivity is usually the most important factor in
selecting the proper type of penetrant examination
system. Visible penetrant systems have only a single
sensitivity, a disadvantage compared to fluorescent ones,
which have different sensitivity levels, according to the
size (width) of the expected imperfection, as follows:
Level 1/2—very low, Level 1—low, Level 2—medium,
Level 3—high, Level 4—ultrahigh. Each type of penetrant
is available into three basic grades, which are selected
according to the size, shape, reflectiveness of the surface
and weight of workpieces, as well as the number of
similar workpieces to be inspected. The three methods
are broadly classified as seen in the next box.
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Inspection

It should begin just after the recommended developing
time. An overall inspection should be performed before
the formal inspection in order to ensure that the
workpiece has been properly processed, and that wet
developers (aqueous and nonaqueous) are completely dry,
the developer film is thin and homogeneous, and neither
penetrant bleedout nor background is excessive. The
more common types of flaws that can be found by
penetrant inspection, together with their locations and
their characteristics, are summarized in Table 1.

An experienced inspector should be able to readily
determine which indications are within acceptable limits
and which ones are not. A practice commonly used is to
lay a flat gage of the maximum acceptable dimension of
discontinuity over the indication. If the indication is not
completely covered by the gage, it is not acceptable.

3. Magnetic Particles

The principle of magnetic particle testing can only be
used with magnetic materials. An electric current applied
to the test piece will generate magnetic field lines, or a
flux of magnetic lines, that can attract small magnetic
particles, which will position themselves following the
flux lines. The magnetic flux lines are induced at right
angles to the direction of the electric current producing
them. At a crack on the surface of the material tested, the
lines will leak. If fine iron filings are applied to the surface
of the piece either as a liquid suspension or dusted as a
powder, these filings will be held in the cracks by the
concentration of the flux lines at that point. The process
is called Magnaflux™. If the filings are made fluorescent,
they can be viewed by black (ultraviolet) light very clearly.
This latter process is called Magnaglow. Cracks that are
perpendicular to the direction of the magnetic flux lines
are more visible than those parallel to the lines.

There are two methods of generating flux lines:

(A) Passing a direct electric current (d.c.) through the
workpiece to produce a magnetic field

(B) Introducing the piece into a coil or solenoid, so that
an electric current is induced on the piece and it
produces a magnetic field
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C. Destructive Tests

Destructive tests are those tests that require sectioning or
other damaging of the part, such that it would render it
unusable for its designed application.

1. Sample Preparation

Coating samples must be prepared correctly to enable them
to be examined using either an optical or electronic
microscope (SEM). The main aim of metallographic
examinations is to examine the constituents, structure, and
defects of coatings using a microscope. Because of the
variations in available equipment, the wide variety of
problems encountered, and the personal element in the
preparation of metallographic specimens, there is little
opportunity of standardization. All coatings do not respond
similarly to the same procedure; some coating systems are
very sensitive to variations in metallographic procedure.

The coated sample must be prepared
metallographically prior to microscopic observation and
for thickness measurements. This preparation, if not done
correctly, can introduce defects into the samples, resulting
from “pullout” or “smearing” effects, that render the
subsequent analysis completely unreliable.

The following text presents those practices which
experience has shown to be generally satisfactory. It does
not describe all those little variations in technique, which
differentiate individual metallographers and are the
“tricks of the trade.”

Sectioning

WHAT WOULD BE WRONG WITH SECTIONING?
Problems can occur during sectioning. Care must be
taken to avoid damaging coatings, debonding the coating
from the substrate, or affecting its properties.

In cutting a metallographic specimen, care must be
taken to avoid damaging the structure of the coating.
The methods of cutting that affect most coating
microstructures are sawing, abrasive cutoff wheels, and
flame cutting.

Note: sectioning the coating must begin at the outermost
layer and progress inwards toward the substrate and
through the substrate. Beginning at the substrate and
cutting outward may damage the coating’s original
appearance by peeling it off or deforming the surface.

Sawing whether by hand or machine with lubrication
is easy, rapid, and relatively cool. It produces a rough
surface that must be removed in subsequent preparation.
Using an abrasive cutoff wheel will produce a smoother
surface often ready for fine grinding. This method of
sectioning is normally faster than sawing.

A poor choice of cutting conditions can easily
overheat the sample, producing an alteration of the
microstructure. Flame cutting completely alters the
structure of the metal at the flame cut edge. If it is
necessary to remove the specimen from a larger piece, it
should be cut sufficiently large so that it can be recut to
the proper size by some less obstructive method, like the
diamond wheel.

Another method of protecting coatings from
sectioning damage is to first encapsulate the samples in a
protective sheath or epoxy film (see “Mounting” below).

A combination of the above techniques will minimize
coating damage due to sectioning: coating the specimen
with a protective epoxy film, using a low-speed diamond
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saw, and cutting the coating beginning at the outermost
layer.

After sectioning coated samples, the sample should
be mounted in a suitable protective film of epoxy.

Mounting

It is not always possible to obtain coating samples of the
optimum size, as samples to be examined are frequently
smaller or larger than instrument sample holders or
stages. Thus in the polishing of wire, strips, and other
small parts, it is generally necessary to “mount” the
samples because their size and shape otherwise make
them hard to grip. Specimens that are too small to be
handled readily during polishing (see “Sectioning” above)
should be mounted to produce a surface suitable for
microscopic study.

Two basic mounting procedures are used: hot and
cold. Hot mounting uses considerable pressures, while
cold mounting uses neither heat nor pressure. It is
recommended that cold mounting materials and methods
be utilized for thermally sprayed coatings to avoid
damage to the specimen.

The most popular method of mounting is to embed
the specimen in plastic because castable plastics or
polymers such as Bakelite and epoxy fulfill these
requirements and are very easy to work with, softer than
most metals, and rounding of specimen edges can occur.
In some cases, rounding is not important. Mounting
plastics are divided into two classes: thermosetting and

castable. Metallographic mounting materi als should also
have the ability to penetrate and fill surface-connected
pores. The filling of pores with mount material will
preserve their original size and shape and may minimize
pullout-type damage during the grinding and polishing
operation.

The final requirement for mounting materials is that
their coefficient of thermal expansion be tailored to the
specific materials application. For metallic coatings,
epoxy-type mount materials usually adhere very well to
the metal surface, whereas nonepoxy plastics such as
phenolics or Bakelite do not. For the nonepoxy plastics,
the difference in thermal expansion increases the
tendency for the material to shrink onto the specimen
during cooling from the molding temperature. Shrinkage
of mount materials, in general, should be low, as coatings
can be delaminated by the force generated during cooling.

Table 1 Common Types, Locations, and Characteristics of Flaws or Discontinuities Revealed
by Liquid Penetrant Inspection
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CASTABLE RESINS. The castable resins used at room
temperature are generally two-component systems: a
resin and a hardener, usually two liquids or a liquid and
a powder. When mixed, these undergo a polymerization
process, which hardens the material. The resin and
hardener must be carefully measured and thoroughly
mixed. Further, the mixed resin and hardener must be
poured quickly while they flow easily in order to ensure
penetration into pores and cavities of the coating. In
order for complete filling to occur, the sample can be
vacuum-impregnated, that is, gaseous spaces in the pores
can be removed by placing the prepared sample
(specimen in freshly poured epoxy) in a vacuum chamber.
A fluorescent dye can be added at this point to ensure
that the impregnated epoxy can be seen in the pores under
polarized light. The mounting molds are simple cups that
hold the resin until it cures. Vacuum impregnation of
porous or intricate specimens will fill pores, preventing
contamination and seepage, and pre vent loss of friable
or loose components. The specimen is placed in a jar or

container that could be evacuated, and atmospheric
pressure will force the resin into the pores and holes. The
resin is placed in the cup before evacuation, and the air
in the sample will bubble out through the resin. Castable
resins should be handled carefully because they can cause
dermatitis.

THERMOSETTING PLASTICS. These require the use
of heat (160°C) and pressure (4200 psi). The procedure
consists of placing the specimen in the heated mold, face
down. Resin is poured in over the specimen, the mold is
closed, and pressure is applied. At the end of the cure,
the pressure is relieved, the mold is opened, and the
finished mount is ejected.
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What can go wrong during mounting? Defects that
can occur in prepared mounts include:

After mounting the sample, the next steps will be
grinding and polishing its surface in order to produce a
flat-enough surface for microscopic inspection.

Grinding and Polishing

Grinding and polishing procedures can directly affect the
results of testing and the structures that are seen under a
microscope. The purpose of grinding and polishing is to
produce a surface suitable for observation at both low
and high magnifications.

After grinding and polishing, samples should:

1. Present an area flat enough to allow viewing the
microstructure in focus (within the depth of field of
the microscope), over its entire field of view without
edge rounding

2. Reveal the microstructure most representative of the
rest of the sample and undisturbed by preparation

3. Contain abrasive or polishing artifacts (scratches)
smaller than the features of interest observable at a
given magnification

GRINDING. The objective in abrasive grinding is to
remove material by machining or cutting the surface
away from the underlying material. Grinding consists of
two steps: rough and fine.

Mounting time: total preparation times of less than 1
hr are now achievable.

Note: it is recommended that epoxies are mixed in a
vacuum hood and steps are taken to protect eyes and
skin.

In summary, when mounting specimens of thermally
sprayed coatings, be careful.

• Accurately prepare and evaluate the coating sample.
Rushing the procedure will likely cause difficulties
later.

• Use established cold mount procedures to give superior
results, but this may take longer.

Hot mounting should only be used when the coating
sample is well bonded and almost fully dense.

a. Equipment and Materials for Grinding. Grinding
operations (and polishing operations) can be carried out
by hand or by automatic methods.

Hand methods consist of holding the specimen against
a rotating abrasive wheel and moving the specimen in an
elliptical path around the wheel against the direction of
rotation. The specimen should be held firmly in contact
with the wheel. Just how firm and just how fast are a
matter of experience and personal preference.
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Manual grinding and polishing methods should
generally be avoided because the pressures and speeds
are not repeatable and cannot be controlled. Every
investigator has a different “touch”; therefore calibration
is impossible and methods are not transferable.

Note: only automatic grinding and polishing
equipment is recommended for thermal spray coatings
and the like.

Some key items must be considered before beginning
grinding. The first step is to select the kind of abrasive
and abrasive fluid you are going to use, which depends
on the coating.

b. Abrasives for Grinding. Several different types of
abrasives are used in the grinding process as classified
below:

d. Grinding Procedure. Grinding can be done a
number of ways, ranging from rubbing the specimen on
a stationary piece of abrasive paper to the use of
automatic equipment. Grinding on abrasive-covered
rotating disks using handheld specimens is the most
common method; however, it is not advisable for
coatings.

Grinding should start with the finest paper capable of
flattening the specimen and removing the effects of
previous steps, such as sectioning, using higher grit paper
each time, until a smooth, even surface is achieved. The
next paper should remove the effects of the previous
paper in a short time. A sequence of papers might be
240-, 320-, 400-, and 600-grit abrasive papers
(sometimes, higher grits are available). Depending on the
smoothness of the sample surface, some of the coarser
papers (low number) can be dismissed.

Most of the devices for automatic grinding move the
specimen around a rotating wheel covered with abrasive
so that the specimen follows a quasi-spiral path. In some
devices, the specimen rotates on its own axis as well. The
scratch pattern now consists of random arcs. Cleaning
between stages is generally necessary to prevent carryover
of abrasives and contamination of grinding surfaces.

After all grinding is done, the specimen must be
cleaned thoroughly. Ultrasonic cleaning in a water-
detergent bath is recommended. In hand operations, the
hands must be washed also.

The application of a high load during the grinding of
a porous coating could result in a smearing effect, the
artificial filling of the voids in the coating.

e. Grinding Time. The requirement of each grinding
or polishing step is to remove the volume of material,
which was “damaged” by the previous step. For abrasive
papers, grinding should be around 2 min per size of
abrasive, changing the paper after 1 min.

Abrasive particles may be at least 2.5 times as hard as
the material they are being used to cut. Silicon carbide
particles have a Vickers microhardness of about 2500,
aluminum oxide with approximately 2000, and synthetic
diamond with hardness in excess of 8000 Vickers.

c. Fluids for Grinding. Most types of abrasive
machining devices are flooded with a fluid during use.
This fluid serves as a lubricant, as a coolant, and as a
medium to flush abrasion debris away from the abra sion
track. Water performs all of these functions well when
applied in adequate doses. Materials that react with water
will likely require an oil-based fluid.
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POLISHING. Polishing completes the metallographic
sample preparation. The surface of the sample must be
free of fine scratches and shiny for microscopic
examination. The first and most important objective of
polishing is to remove the abrasion-damaged layer
produced by the final grinding. Each of the requirements
stated previously for grinding also applies to polishing.
Material removal rates are a lot lower than those for
grinding. Polishing is usually distinguished from grinding
by the use of loose abrasive embedded in a lubricated
supporting surface. The choice of abrasive, lubricant, and
surface is often specific to the coating and substrate
material. The use of progressively finer-sized diamond
paste as the abrasive can reduce the number of
combinations. The supports most commonly used are
nylon or nonwoven textiles.

For the final polish, may be a 1-µm diamond paste or,
for high-precision work, the 1-µm diamond paste polish
may be followed by polishing on short nap synthetic
suede using an aqueous suspension of 0.05-µm gamma
alumina. Other abrasives and supports are often required
depending on the particular task in hand.

The final polishing is typically made using diamond
suspensions or pastes or gradually decreasing grains
(from 3 down to 0.25 µm) on hard surface cloths and
might be finished using aluminum oxide (alumina)
suspension on soft cloth. Any pores present in a final
ground and polished sample should not be larger than
the largest powder particle; thus if a pore of 50 µm
appears when the largest powder particle was less than
30 µm, this suggests faulty preparation techniques.
Careful cleaning of the specimen between stages is
required to prevent contamination by coarser abrasives.
Ultrasonic cleaning is recommended between each
polishing step.

Etching

Etching is commonly done to observe microstructure in
more detail. The purpose of etching is revealing the grain
structure and phases present using selective etchants that
attack or color-specific phases of interest. Etching is
accomplished by a severe, however short, chemical, or
electrochemical attack on the surface.

Most metallic specimens will not show evidence of
scratches immediately after polishing and before etching.
However, a significant network of scratches often appears
upon etching or when viewed under polarized light, as
the etchants remove the loosely attached atoms,
deepening the crevices, grain borders, and other interfaces
and defects, making them visible.

ETCHING PROCEDURE. After cleaning a polished
surface, maintaining the sample surface free of any
contaminants, and avoiding touching the finished
surface, the surface is immersed for a short period of time
in an etchant solution. The solutions used for each
specific macroetching (see Tables 2–5) should be prepared
fresh. They must present a good grade reagent but need
not be chemically pure. The solution should be clean and
clear, free of suspended particles. Caution must be
observed in mixing, so various chemicals should be added
slowly to the water or solvent while stirring. Some
etchants require temperatures different from room
temperature, like in an ice-brine bath surrounding the
etchant container or a hot bath in some other cases. The
specimen should be held on a nonreactive support. Care
must be taken that the whole surface to be observed is
wetted by the etchant uniformly; thus placing directly
the specimen on glass rods on the bottom of the acid
container could assure good etching. Agitating the
solution during etching is usually needed in order to
obtain a more uniform etch. The etched specimen should
be immediately washed in clean running water or hot
water, blow dried and protected when needed to assure
an observable surface. It is important to keep in mind
that light etch is better than a heavy one because
overetching can often lead to misinterpretations. The
tables below show some usual macroetchants to give an
idea of procedures and composition.

In order to obtain more information about the etching
process and macroetchants for different materials, look
for the standard test methods for macroetching metals
and alloys (ASTM E340–87) and microetching metals
and alloys (ASTM E407–70). There is also a standard
method of macroetching testing, inspection, and rating
steel products, comprising bars, billets, blooms, and
forgings designated as ASTM E381–79.
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2. Microstructural Characterization

A reflecting optical microscope (also called a
metallographic microscope) can be adequate for most of
the metallographic characterization; however, a scanning
electron microscope (SEM) can be very useful in many
cases, especially if provided with x-ray chemical analyzer.
The use of one microscope or the other will depend on
the size of the samples, thickness of the coatings, and, of
course, availability.

The microscopic observation of a coating has four
important goals: to characterize the surface profile,
coating thickness, coating substrate interface, and the
microstructure of the coating and nearby substrate.
Surface crevices and voids, size and morphology of
deposited powder particles, grain sizes within particles,
and phases and defects are all important items used to
understand the structure of coatings.

Surface Profile

Carefully cutting and mounting a sample, to show the
cross section of the coated material, exposes the profile
of the surface, showing the roughness of the assprayed
or finished surface. Deep crevices, microcracks, and
voids, can be easily seen as hills and valleys. Deep grooves
and interconnected pores opening to the surface can
allow oxygen and contaminants to reach the interior of
the coating—substrate interface producing chemical
changes that could affect adhesion. Oxide or corrosion
layers are easily detected by contrast.

Coating Thickness

One of the most important coating specifications is the
coating thickness because this is often an important factor
in the performance of a coating in service. There are
nondestructive, semidestructive, and destructive methods
for measuring coating thickness. Further information can
be found in the standard guide for measuring thickness

of metallic and inorganic coatings designated as ASTM
B659–90.

NONDESTRUCTIVE METHODS OF MEASURING
COATING THICKNESS. Nondestructive methods are
mechanical, like measuring the thickness difference
before and after coating with a caliper or a precision
micrometer, the magnetic, eddy current, x-ray
fluorescence, and beta backscatter methods, as described
below:

Table 2 Macroetchants for Aluminum and Aluminum Alloys Coatings and Substracts
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SEMIDESTRUCTIVE METHODS. Among the
semidestructive methods, there are Coulombmetric (or
coulometric) and double-beam interference microscope
methods.

DESTRUCTIVE METHODS. The most common
destructive methods used are the mechanical methods,
gravimetric, optical microscopy, and Tooke inspector
gage methods.
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Interface Characterization

Failure of a coating-substrate interface or boundary is
the greatest worry of a spray technician. A dark line or a
series of dark dots or spots between the coating and the
substrate are a serious indication of a gap at the interface,
a serious failure that results in peeling of the coating.
Poor adhesion can be detected by this method (see Fig.
8). Poor preparation of the surface before deposition can
leave dust, oxides, oil, or other contaminants at the
interface that will hamper the sticking or adhesion of the
coating to the substrate. The existence of desired
roughness produced by gritting and the possibilities of
an oxide film left behind in the cleaning process can also
be detected. Also, the diffusion of components to or from
the interface and their reaction with the media, in the
case of porous coatings, can be seen due to their color
contrast with the coating and substrate.

An interface observation (see Fig. 9) can be made as a
preventive analysis, to check that the deposition method
and surface preparation were adequate, or as a failure
analysis, to determine if the case of failure of a coating
was due to the interface or some other reason. Peeling of
coatings is usually blamed on bad adhesion of the coating
to the substrate. However, many researchers point out
that these failures occur more often due to decohesion of
sprayed particles than substrate-coating separation.
Therefore direct observation of the interface must be
done to clarify these issues.

For the observation of the interface, a cross section of
the sample must be mounted in Bakelite or epoxy and
polished as described in “Sample Preparation.”

ADHESION. The most serious observable features are
detachment of the coating from the substrate and/ or high
interfacial porosity.

Detachment or debonding appears as a distinct gap
between the coating and the substrate. It could be partial
(along some length of the interface only) or total. It must
be emphasized that poor handling of the sample,
especially for ceramic or composite coating materials, can
also cause detachment. For this reason, care must be
taken when mounting a sample in epoxy or Bakelite, as
needed, before the final cut and before grinding and
polishing for the microscope, as explained in “Sample
Preparation.” Porosity appears as very dark areas, round
(spherical) in nature, and, in some cases, elongated. When
a large number of pores coincide at the interface, they
coalesce producing the separation of the coating.

OXIDATION/CORROSION. Bad substrate
preparation, that is, poor cleaning or inadequate
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handling, can leave oxide and dirt layers that can impair
adhesion of the coating to the substrate, those allowing
debonding. Such layers will appear as a continuous or
sometimes discontinuous lines between the substrate and
the coating and are observable as a thin layer of different
color. Oxides, in most cases, are brittle and, in many

cases, detachment of the coating can be observed in some
sections of the interface.

In coatings that have been thermally treated, that is,
melted after spraying, heated by induction, or otherwise,
an interlayer might appear, which could be essential for
good adhesion or damaging if oxidized.

Table 3 Macroetchants for Iron and Steel Coatings and Substracts

Table 4 Macroetchants for Stainless Steels and High-Temperature Alloy Coatings and Substracts
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In order to prove the existence of compositional
changes at the interface, a microprobe analysis must be
done so that the new chemical species or the
concentration of unexpected elements can be detected. A
complete explanation of these methods is beyond the
scope of this book.
DEBRIS AND OTHERS. Debris from poorly cleaned
surfaces, left from atmospheric contaminants, oxides,
and/or particles from the grit blasting process, can
become trapped at the interface. In most cases, large
amounts of debris will yield poor adhesion of the coating
to substrate. Debris particles can be clearly observed with
optical microscopy.

Multilayer coatings. In many applications, several
layers of different compositions must be applied. The
layer closest to the substrate is meant to match the
expansion coefficient of the coating to that of the

substrate, so that the differences in thermal expansion or
contraction between substrate and coating are
minimized. The interlayer is usually sprayed and fused
to assure a good bonding. If the system is heated
afterwards, either during the top layer deposition or
during use, new layers of different compositions might
appear, some of which could be brittle, sensitive to
corrosion or oxidation, or otherwise damaging (see Fig.
10). The bond layer, when the top coating is porous, is
also chosen to be corrosion-resistant. The choice of this
interlayer will depend on the adhesion of the coating,
and if poorly chosen, a dark continuous or segmented
band at the interface will be visible showing the
separation between the interlayer and coating or
substrate (Fig. 9).

Layered coatings are among the latest applications of
thermal-sprayed and CVD coatings. These sometimes
consist of sandwiches of metallic and ceramic layers as
to offer transitions between tough and hard materials to
slow down cracking of a relatively thick composite layer.

When a thick coating is required, several passes of the
torch will provide with slow thickening of the coating,
producing in fact a multilayer coating, but of the same
material. If there are no contaminants between these
layers, they are stable. Oxides between the layers produced
by the fusing components could be observed many times
(see “Inclusions and Gross Precipitates” below), but if they
are not too large, they are not dangerous.

Microstructural Characterization

Microstructural characterization is a discipline in itself.
The only assurance of a good characterization is

Table 5 Macroetchants for Nickel and Nickel Alloy Coatings and Substracts

Figure 9 Microstructure of a composite coating. Matrix
in gray. Cross section (80×).
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experience. It is advisable to compare one’s samples with
those of others that have been well characterized.

The microstructures of coatings differ significantly
from bulk materials due to the nature of its deposition
process. Frequently, powders are the starting materials
for thermal spray. Powder particles usually contain
several grains.

The most important feature to be observed is the
shape or morphology of the as-deposited particles. If
spherical particles are found, these indicate that their
residence time in the spray jet was too short, so they did
not melt or soften, thus arriving to the surface too hard
to flatten out and cannot adhere to other particles or to
the substrate. Over heating of particles can also occur if

the residence time is too long, causing splashing or
particle oxidation.

The higher the temperature and/or speed of particles,
the flatter the as-sprayed particles in the coating and the
better the bonding. The feed powder size or the feed speed
in the case of rods and wires predetermines the end size
of the deposited particles.

In most applications, small particles (from 45 to 10
µm) and small grains within the particles are preferred.
GRAIN SIZES, MORPHOLOGY, AND
MICROSTRUCTURE. Most crystalline materials used
are polycrystalline, that is, they are a collection of crystals
or grains, which have formed independently and have
different geometrical orientations of their atomic pattern.

Figure 10 a) Microphotograph of dioxide Ti-Mo-Al alloy after 150 hours of continuous heating in oxygen atmosphere
at 700°C. A new phase protruding through the top layer (200×). b) Detail (800×).

Figure 11 a) Effect of temperature after heating the deposit layer (optical microphotograph 100×). b) Profile of iron
concentration from substrate to the coating, indicating diffusion (SEM 100×).
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Thus grains are considered to be the smaller solid
fractions or units which contain the characteristic
chemical composition, phases, and crystal structure of
the whole material. An as-sprayed particle might contain
many grains. Within these grains, typical or characteristic
defects, some are too small to be seen without a
transmission electron microscope (TEM); however, they
influence somewhat the behavior of the coating.

But for the purpose of quality control of a coating,
more important to mechanical resistance are larger
defects as pores and inclusions, and, above all, grain size
and particle shape. There are some methods of estimation
of average grain size, but they are not precise; however,
usually comparative measurements are more important.
The basic procedures for estimating grain size are (ASTM
112, “Standard Test Methods for Determining Average
Grain Size”):

PHASES. A phase is a zone within a grain, which have
different chemical composition or different crystalline
structure from those surrounding it. These phases and their
proportion in the grains, thus in the coating, control in
great part the mechanical and chemical behavior of the
coating. That is, the hardness, toughness, and corrosion
resistance are mostly controlled by the phases present.
New phases could be formed or precipitate during
solidification or posterior melting of the coating. These
could be large enough to be seen with a microscope. These
can be better observed after chemical etching to accentuate
grain borders and expose interphase boundaries or layers
between coating and substrate, as mentioned before.
Composition homogeneity and/or diffusion of components
can be depicted with the electron microprobe (see Figs. 11
and 12). Statistical proportion of phases can also be
obtained by the previously described method. The user
should know which phases are acceptable in the coating
application and thus search for them.

INCLUSIONS AND GROSS PRECIPITATES.
Inclusions are grains that solidify before the rest of the
material (matrix) does and appear optically different many
times across grain borders or within grains. Precipitates
are formed in the grains, or grain boundaries as new
crystals, from atoms that could not dissolve in the grain.
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PORES. Pores are voids, usually found between the
particles of the coating, and sometimes within the grains.
Large pores between particles can be observed as dark
spots; however, some small pores, which might connect
to the large ones, are difficult to observe even with the
SEM (see Figs. 13 and 16). The size, distribution, and
morphology of the pores influence both the mechanical
and chemical stability of the coating. Interconnected
pores lead to corrosion (oxidation) of the interface and
accumulation of pores in a zone (i.e., interface) could
lead to early crack formation. Pore density can be
measured and calculated, either from density

experiments, porosimeters, or other devices. Image
analysis of the micrographs attained with optical or
electronic microscopes are usually sufficient to measure
pore density, distribution, and size. In some applications,
pores are desired; thus their accepted density, size, and
distribution should be measured. Among these
applications are self-lubricating coatings, biomedical
implants, and thermal barriers. The client or user should,
in these cases, specify his requirements (see Fig. 16).

Operating Procedure

OPTICAL METALLOGRAPHY. A sample properly
mounted either in an epoxy or Bakelite mount is on the
stage of the optical microscope, making sure, by looking

Figure 12 Two phase coating. Light matrix areas (Nickel
alloy) presenting a continuous phase containing tungsten
carbide segregated to the grain boundaries (dark
particles).

Figure 13 Glassy oxide phase between layers of a Ni-B-Si deposit.

Figure 14 Detail of Fig. 13.
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carefully as it is approached to the stage, that the light
beam is reflecting on it near the interface.

The sample is viewed first with the smallest objective
to assure one is looking at the coating, preferably
horizontal to one’s eyesight. Moving the stage, the upper
border can be scanned to observe the regularity of surface
profile and then scan the interface to observe signs of
improper adhesion. No cracks should be seen at the
interface. With more magnification, the shape of the

Figure 15 Crack propagating between two inclusions (see
arrows).

Figure 16 High porosity in as-deposit coating (Ni-B-Si),
probably enhanced by etching (40 µm particles).

Figure 17 Pull-off adhesion test (ASTM C633–79).

Figure 18 Flowmeter funnel (ASTM B212–89).
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particles deposited can be seen. If they are mostly flatten
in the direction of the surface, the coating was correctly
deposited. If a large number of round particles are
observed, the coating is not proper and will fail by
decohesion. The same will happen if there are many pores
between particles. In self-fluxing alloys, if you observe
light color fringes, much larger than a particle, you
probably are observing vitreous layers formed during
melting of the alloy. If they appear too often (cover a
large percentage of the observed surface), the coating may
delaminate during performance.

Hardness Testing

Hardness can be loosely defined as a material’s resistance
to be penetrated by an indenter (hard-pointed
implement). Hardness is one of the easiest-to-measure
mechanical properties in a material, and it can be related
to many other so-called “basic properties.” For this
reason, hardness tests are widely used as a rough guide
to the mechanical strength of coatings and other
materials. These tests are rapid and often
“nondestructive”; therefore hardness represents an
important means of quality control and in order to be
nondestructive, it requires to be made on witness or
monitoring sample that receives the same preparation
than the main piece. There are different kinds of hardness
tests which are not really equivalent; however, there are
tables that allow us to transform a hardness number
obtained from a method to one obtained from another
method, allowing us to compare results.

Hardness tests are usually classified as (macro)
hardness, measurements made with large loads (100 to
3000 kg) and large indenters, in the millimeter size
(indenters), and microhardness, which uses small
indenters, in the micrometer size, and small loads, not
more than a few hundred to 1000 g (1 kg). These lastly
mentioned tests could be considered nondestructive if one
manages to perform them without cutting the piece.
However, for thermal-sprayed coatings, in most cases,
the piece must be cut to make samples easier to handle
and subsequently prepare the smaller samples to measure
the hardness at the cross section of the coating.

Microhardness Testing (Vickers and Knoop)

Wear and mechanical resistance are both associated with
hardness, and phases could be qualitatively determined
by hardness testing. A microhardness test produces a
microindentation. Using a calibrated machine to force a
diamond indenter of specific geometry, under a load of 1

to 1000 g, into the cross section of the coating and the
optical measurement of the diagonal or diagonals of the
indentation produced, enables a hardness number to be
calculated.

Two types of microhardness tests will be mainly
considered in this section: Knoop hardness (KH) and
Vickers hardness (VH).

Both tests make small indentations on the specimen,
and the impression or indentation should be observed
with the naked eye. The shape of the indenter and
therefore of the scar are different for Knoop and Vickers
tests. Other tests as Tukon tester, the shore scleroscope,
and scratch hardness testing (Mohs hardness) are some
of the less traditional hardness, yet useful tests.

Macrohardness Testing (Rockwell and Brinell)

In this section, the Brinell and Rockwell hardness tests
will be considered. Both testing hardness machines
usually contain a hydraulic press to push the indenter
perpendicularly against the sample, which rests fastened
to a massive platform.

In Brinell and Rockwell hardness measurements, the
indentation mark is quite large and may cause damage
to finished products, making this a “destructive”
evaluation method in most cases.
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Adhesion Testing

The adhesion of any metal coating to its substrate may
be seriously impaired by incorrect operation of either
pretreatment or coating processes, and adhesion tests are
necessary to detect such processing irregularities and to
measure the bond strength of coatings.

This test measures the degree of adhesion, or bonding
strength, of a coating to a substrate under a normal
tension. It should not be considered to provide an
intrinsic value for direct use in making calculations such
as to determine if a coating will withstand specific

environmental stresses. Real coating-substrate adherence
is determined by several parameters such as the final
surface treatment, piece shape, environment, and applied
stresses, including fatigue. Also, a coating in use is
stressed in a much more complicated manner than is
practical in a standardized test.

It is considered that “acceptable” adhesion exists if
the bonding between a coating and the substrate is greater
than the cohesive strength of either. For many purposes,
the adhesion test has the objective of detecting any
adhesion less than acceptable. Usually, any means
available to attempt to separate the coating from the
substrate are used. This may be prying, hammering,
bending, beating, heating, sawing, grinding, pulling,
scribing, chiseling, or a combination of such treatments.
In most cases, the coating itself gives in before the
interface coating-substrate is separated. As coatings are
usually full of defects, as mentioned before, and as care
was taken to ensure good bonding, the pores, inclusions,
and even particle to particle bonds will be weaker than
the interface bond itself. Particle separation is a common
failure in ceramic coatings, when adhesion is tested, and
in fatigue tests, cracks tend to be formed in the coating
near the interface, but not on it.

The method or methods to be used must be specified
especially when they are used for acceptance inspection.
The results of tests in cases of marginal adhesion are open
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to interpretation; agreement shall be reached on what is
acceptable.

PROBLEMS ABOUT THIS METHOD. This test
method is limited to testing flame-sprayed coatings that
can be applied in thickness greater than 0.015 in. (0.38
mm). The limitation is imposed because the glue could
penetrate the porosity and glue together the two test
cylinders, through the coating, without testing the
coating.

Unless proved satisfactorily by comparison testing,
any agent requiring elevated temperature for curing
should be avoided because viscosity may decrease at high
temperature, allowing penetration. It is a controversial
test, as it seldom simulates the operating conditions.

RESULTS OF ADHESION TEST. To calculate the rate
of adhesion or cohesive strength, use the following
formula:

The adhesion or cohesive strength value measured
represents the weakest part of the system, whether in the
coating or in the interface. The adhesion strength of the
coating gives the failure entirely at the interface between
the coating and the surface. The cohesive strength of the
coating gives the rupture only within the coating.

Shear Test

Another test, probably very relevant for many users, is
presented by the German Standard DIN 50 161. The test
consists of peeling off a coating deposited onto a solid
cylinder by shearing it using an open cylinder of a slightly
larger diameter than that of the coated cylinder, made of
hardened steel.

Two substrate surface preparations are usually used.
One consists of machining the cylinder in a spiral (screw)
way and another in the more standard sand blasting.

The ultimate strength of the coating is calculated from

 

where the maximum load to failure is Lmax and Asample is
the coated area of the sample. Several sections of the
cylinder could be coated, thus reducing the number of
samples. Many other tests have been proposed for
adhesion; however, few are standardized.

D. Raw Materials Characterization

1. Powder Characterization

The root cause of coating variability and poor coating
properties may be due to a powder-feeding problem or

powder composition. Manufacturers often supply
powders of varying compositions due to labeling errors,
or powders might be mistakenly stored in containers
wrongly labeled by the user. Also, changes of raw
material supplier might result in powders with slight
changes in composition. Differences in grain size might
yield technical difficulty at the initial stage of powder
feeding affecting the quality of the coating. The choice of
an acceptable powder feed system is a very important
consideration for every powder and thermal spray
process.

Some powder quality control tests that should be
considered are powder manufacture method, particle
size, particle size distribution and range (e.g., Micro-Trac
or Horiba), apparent density, tap density, morphology
(or shape), material composition (chemistry), Hall flow
rate (flowability), “sprayability,” and hazards such as
toxicity, flammability, or pyrophoricity.

The raw materials for thermal spray and the
parameters for processing these materials can be, and
often are, different enough to affect the bonding
characteristics of the finished product. It is difficult to
say whether these variations are due to the raw material,
the spray process conditions, or the test method. A
powder qualification program is recommended and
necessary to ensure high quality and repeatability.

The initial powder size distribution, chemistry, and
phases may vary from time to time. There are also
variations in the test results between regions of a coating
containing oxide clusters, unmelted particles, and
porosity compared to those areas that are free of defects.

The most important powder parameters are particle
size, size distribution and range, chemical and phase
composition, purity, density, homogeneity of
component’s distribution, shape or morphology of
particles, internal porosity, and flowability.

Composition

In order to determine the chemical composition and
phase changes, there are some important techniques that
an operator should know, or have experienced personnel
to determine powder composition routinely for the user.
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Granulometry

Granulometry is a term used for both grains in the
microstructure and powder particle measurements.
Basically, it is important to determine the particle size
and shape for its use in spraying. Either sieving, optical
microscopy, scanning electron microscopy, or
gravitational sedimentation and laser scattering
(MicroTrac or Horiba) can determine particle size. The
particle shape or morphology can be determined by
optical or scanning electron microscopy.

PARTICLE SIZE. Testing procedures and
measurements enable us to determine the particle size of
the feedstock. Powder size distribution determination
methods utilized for plasma and thermal spray powders
are sieving, electrical resistance, sedimentation,
centrifuge, image analysis, and light scattering. It has been
found that these methods give very different particle size
distributions for batches of the same material. Then, it is
very important that particle size results should always be
related to the technique by which the measurement was
performed.

When the particle size analysis is carried out using
only a few grams of powder, then it is important to pick
a representative sample. The sampling can be made with
the help of a special device sampler as described by ASTM
B215–82. However, care has to be taken to ensure that
the sampled powder particles do not agglomerate

together. Poor preparation of the powder sample can lead
to false results.

Important: particle size is dependent on the measuring
technique. Therefore it is important that the technique
used to measure the mean particle size or the particle size
distribution always be referenced. The sieve method is
perhaps the most commonly used, although some
controversy exists as to its accuracy.
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PARTICLE SHAPE OR MORPHOLOGY. The ideal
powder consists of a rather narrow-sized distribution of
spherical particles that follow an ideal path to and
through the thermal source. The ideal shape or
morphology is spherical.

The term “morphology” refers to the shape of
individual particles. Shape is commonly determined by
optical or scanning electron microscopy. Particle shape
is controlled by the production process. It is incorrect to
assume that the powder surface will be smooth or that
each particle will be chemically homogeneous and 100%
dense. Particles in a powder can be angular or fragmented
spherical, rounded, or composite. They can be in the
shape of fibers or in an acicular needlelike form. Particles
can also be shaped as platelets, rods, or “dog bones” and
even as wire or shots. Particle shape affects the material
transport from the powder feed hopper to the spray
torch; therefore shape of the powder particles is an
essential characteristic to be determined. Particle size and
distribution are also important parameters to determine
since this is optimized with regard to the coating quality.

The observation of the grain shape enables
recognition of the manufacturing technique. To get
complete information about the powder, it is necessary
to observe the particles from the outside (usually SEM;
for more information about SEM performance
characterization, consult ASTM E986–86) as well as the
inside. The latter could be made with the specimens
prepared by embedding the powder in a mounting resin
and successively grinding and polishing (see “Sample
Preparation” above). The specimens can be observed
using an optical microscope.

Morphology observation, however, might not be
sufficient to determine the manufacturing method, and
chemical or phase analyses might also be necessary.

APPARENT DENSITY AND FLOWABILITY. There
are various standardized techniques used to determine
the apparent density and flowability of powders. Among
them, there are standard test methods for apparent
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density measurement of metal powders using a powder
flowmeter funnel (ASTM B212–89) or using the Arnold
Meter (ASTM B703–88). A standard test method for
flow rate of metal powders is designated as B213–90.

a. Apparent Density. The apparent density is the
weight of an amount of powder divided by its volume
and multiplied by a constant [apparent density (g/cm3)=
weight (g)×0.04]. It gives a measure of the easiness of
flow of a powder that is transported by an airstream.
The following flowmeter funnel method determines the
apparent density of free-flowing metal powders that will
flow unaided through the Hall flowmeter funnel. The
Arnold meter method determines the apparent density of
both and nonfree flowing powders and premixes.

also to ascertain if the appropriate powder, and not a
mistaken one, is to be applied.

2. Characterization of Wires and Rods

The objective in nondestructive inspection is to detect
conditions in the material that may cause an
unsatisfactory end use of the product. The nondestructive
inspection of rods and other semifinished products
provides rapid feedback of information and can be used
as an on-line or off-line system (see “Liquid Penetrant
Examination”). There are some defects commonly found
in wires and bars that could affect the end use of the
product: pipe, porosity, inclusions, laminations, slivers,
scabs, pits, blisters, cracks, seams, laps, and chevrons.

In terms of the results obtained from wire and rod
spraying, a good quality control of wires and bars
manufacturing are important during the spraying
process. Small differences in the inlet material
characteristics could generate major differences in the end
results; in some instances, they could make the materials
impossible to spray.

There are some important characteristics associated
with equipment operation conditions that the operator
has to keep in mind when the end results present
problems: wire/bar composition, dimensions (diameter
and length), and surface roughness.

The wire/rod composition is important in determining
when the operation presents problems. Sometimes, a
small difference of only 1% of an element in an alloy
could make spraying impossible. In order to obtain the
inlet material composition, there are some analytical
techniques such as x-ray fluorescence spectroscopy and
inductively coupled emission spectroscopy. More
information about this technique is found in the
discussion of chemical composition under “Powder
Characterization” above.

The wire and bar dimensions are also important due
to equipment size tolerances. The equipment
manufacturer specifies these size tolerances. Therefore
the operator should only use the correct size. An oversize
wire/bar may stick in the gun parts, wearing them and
producing defective coatings. In order to measure the
wire/bar dimensions, simple measurement devices such
as calipers can be used.

The inlet material surface roughness should be low to
avoid problems during the spraying process. A high
roughness of wires and rods could cause significant wear
of key equipment parts (nozzle, drive rolls, and guides)
and difficult handling of inlet material. Simple devices
can be used to measure wire/bar roughness.

Hardness

In order to determine powder hardness, there are some
basic methods. The relative abrasive method, invented
by Friedrich Mohs, could be adapted, although it is not a
standard test, but is a useful one.

Microcompression equipment could also be used to
determine the powder hardness. First, a small amount of
particles are placed on a sample carrier. Using a
microscope, a particle of average diameter is selected.
Then, an indentation is applied to the particle using a
plane indenter of 50 µm Φ. Finally, a chart of applied
effort vs. deformation is produced, and the point where
the powder fracture happens is identified.

Quality control is needed not only to determine
whether the powder is good from the manufacturers, but
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I. INTRODUCTION

Machining operations constitute a large segment of the
manufacturing sector in the United States. However, a
recent CIRP (the International Institution for Production
Engineering Research) working paper [1] reports the
survey results of a major cutting tool manufacturer as “…
In the USA, the correct cutting tool is selected less than
50% of the time, the tool is used at the rated cutting speed
only 58% of the time, and only 38% of the tools are used
up to their full tool-life capability….” This situation urges
the need for development of scientific approaches to select
cutting tools and cutting conditions for optimum economic
and technological machining performance.

The selection of cutting tools and cutting conditions
represents an essential element in process planning for
machining. This task is traditionally carried out on the
basis of the experience of process planners with the help
of data from machining handbooks and tool catalogs.
Process planners continue to experience great difficulties
because of the lack of data on the numerous new
commercial cutting tools produced from different
materials, with a range of coatings, geometry, and chip-
groove configurations. Also, specific data on relevant
machining performance measures such as tool-life,
surface roughness, chip-form, etc. are hard to find
because of the lack of predictive models for these
measures. Consequently, process planners are forced to
choose and recommend suboptimal cutting conditions
for machining operations. It is, however, well recognized
that in designing for machining operations, it is important
to identify and utilize optimum cutting conditions and

cutting tools for enhanced productivity and for savings
on production costs.

This chapter presents a summary of the present
knowledge on designing for machining, focusing on
machinability and machining performance evaluation
methods that largely affect the process of designing for
machining. Section 2 of this chapter presents an overview
of the current machinability evaluation methods and their
limitations. Section 3 provides a systematic analysis of
machining performance evaluation including analytical,
numerical, and experimental/empirical methods currently
prevalent for the various machining performance
measures. Section 4 presents the most common machining
optimization methods for use in design for machining,
and Section 5 covers the influence of jigs and fixtures in
designing for machining. Practical operations requiring
specialized methods/devices for design for machining are
then illustrated in Section 6.

II. MACHINABILITY EVALUATION IN
DESIGNING FOR MACHINING

A. Machinability: Definition, Criteria,
and Testing Methods

The traditionally known term machinability has been used
to indicate the ease or difficulty with which a material can
be machined to the required specifications. Historically,
this term has been defined and understood as a property
of work materials. Several dedicated and generic
machinability database systems have been developed and
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are being used worldwide. These systems primarily depend
on exhaustive experimental data and very limited analytical
methods. In these systems, machinability ratings are
generally expressed in terms of a reference index. Table 1
shows the typical machinability ratings of several plain
carbon steel work materials [2]. It has also been shown
that a considerable scatter exists in the machinability data
obtained for various materials (Fig. 1). The effects of small
variations in chemical composition or in the microstructure
of the work material on machinability are quite often found
to be greater than those from variations in hardness [3].
Also, the metallurgical effects of the work material,
particularly those involving the secondary shear zone
deformation, have been shown to be a prime cause for
serrated chip formation and the associated tool-wear
process, both contributing to machinability [4]. It has been
shown that the basic machinability of a material is a
function of its chemistry, structure, and compatibility with
a tool material [5].

In general, several machining variables affect the
machinability. This includes:

(a) Cutting conditions (cutting speed, feed, and depth
of cut)

(b) Tool geometry (rake angle, inclination angle,
cutting edge angle, corner radii, etc.)

(c) Tool material including coating
(d) Chip-groove geometry
(e) Cutting fluid application
(f) Rigidity of the machine tool-cutting tool system

(including workholding devices)
(g) Nature of engagement (continuous, intermittent,

etc.)

The most common work material properties affecting
machinability are:

(a) Hardness
(b) Tensile strength
(c) Chemical composition
(d) Microstructure
(e) Degree of cold work and strain hardenability
(f) Work material’s heat treatment level
(g) Shape and dimensions of the workpiece
(h) Workpiece rigidity

1. Machinability Criteria

The general criteria for machinability evaluation involves
the testing of cutting tools for one or more of the following
major machining performance measures:

(a) Tool-life
(b) Cutting force/Power
(c) Surface quality (e.g., surface roughness)
(d) Part accuracy
(e) Chip-form/Chip breakability

However, in some circumstances, specific machinability
criteria would seem necessary. This includes:

(a) Drilling torque/Thrust
(b) Cutting temperature (at the tool tip or in the chip)
(c) Cutting ratio of the chip

2. Methods of Machinability Testing

Over the last few decades, several different tests have been
developed and implemented for machinability evaluation.
These tests include [2]:

(a) Tool-wear/Tool-life tests
(b) Surface finish test
(c) Cutting force test
(d) Cutting temperature test
(e) Power consumption test
(f) Cuttability test (e.g., rate of penetration of a drill

under constant feed pressure)
(g) Simulated production tests (for optimum cutting

conditions)

3. Test Standards

Significant efforts have been made in the past few decades
to develop a standard test procedure for machinability
evaluation. The most acceptable among these are the ISO
Tests. ISO 3685:1993 (E) [6], ISO 8688:1989 (Part 1 and
Part 2) [7, 8] offer standard methods for tool-life testing in
turning, face, and end milling, defining the standard tool
geometry, including obstruction-type chip breaker
geometry, and recommending standard cutting conditions
and their limits with comprehensive tool-life criteria.

4. Specification of Tool-Life

The most significant aspect of tool-life assessment is the
measure of tool-life. Various methods exist to specify
tool-life. The most common among these methods are:

(a) Machine time—elapsed time of operation of
machine tool

(b) Actual cutting time (most common definition of
tool-life)

Copyright © 2004 by Marcel Dekker, Inc.
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Table 1 Relative Machinability Ratings of Various Materialsa
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Table 1 Continued
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Table 1 Continued

a The machinability ratings, MR, in this chart were established for materials with Brinell
hardness numbers BHN as listed. When a material listed is to be machined and is found to
have a BHN different from that shown in the table, the ratio of the BHN in the table to the
actual BHN of the workpiece is multiplied by the listed machinability rating, MR, to provide
the MR of the actual workpiece. For example, a 3140 at a BHN of 197 is shown on the table
to have an MR of 0.55. The 3140 to be machined has an actual BHN of 220. Therefore:

The MR of the part to be machined is 0.49. On the other hand, if the 3140 to be machined
has an actual hardness of 170:

Source: Ref. 2.
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(c) Volume of metal removed
(d) Number of pieces machined
(e) Equivalent cutting speed (Taylor speed)
(f) Relative cutting speed

5. Tool Failure Types and Failure Criteria

The tool failure is determined in terms of one or more of
the following types of tool-wear:

(a) Flank wear
(b) Crater wear
(c) Chipping
(d) Built-up edge, thermal cracking, or deformation
(e) Various combinations of the above

The most common criteria for tool failure include:

(a) Complete failure
(b) Preliminary failure (e.g., appearance on the surface

finish)
(c) Flank failure
(d) Finish failure
(e) Size (dimension) failure
(f) Cutting force (power), or thrust force, or feed

force failure

6. Major Tool-Wear Mechanisms

Tool failure is determined in terms of one or more of the
following tool-wear mechanisms:

1. Abrasion
2. Adhesion
3. Diffusion
4. Chemical reaction
5. Oxidation

Figure 1 Machinability variations in B1112 and B1113 steels. (From Ref. 3.)

7. Assessment of Machinability

In general, two broad categories of machinability tests are
most commonly known: category one does not require an
actual machining test and category two would require a
machining test. There also exists a parallel subdivision of
tests: a relative machinability test known as ranking test to
compare the machinability of two or more work-tool
material combinations, and an absolute test to indicate the
merit of a given combination of work-tool pair. Table 2
shows a list of short-term machinability tests covering
these four major types of tests for a few machining
operations indicating the major test parameters [9]. Having
noted the significant effect of work material
microstructure, Zlatin and Field [10] showed the relative
tool-life at constant cutting speed and relative cutting speed
at constant tool-life for a range of microstructure types
(Table 3). Field [11] and Murphy and Aylward [12]
showed that tool-life is primarily dependent on the relative
proportion of pearlite and ferrite and that an optimum
ratio of the two exists. Subsequent works show that the
minor elements (e.g., Mn, S) have a considerable effect on
machinability [13–15].

Henkin and Datsko [16] developed a general
machinability equation

(1)

where B is the thermal conductivity of the material, L is a
characteristic length, HB is the Brinell hardness of the
material, Ar=% reduction in area (from tensile test).

In 1958, Volvo (Sweden) developed an innovative
machinability test that primarily compares the machin-
ability of a given bar material to that of a standard free-
cutting steel in a 22-min tool-life. Results of the test provide
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a “B index,” which defines the machinability of a given
material. It was shown that this method offers a major
advantage over other machinability tests in terms of its
reduced requirements of work material quantity for testing
[17]. In more recent times, mathematical models for the
assessment of machinability have emerged [18, 19].

B. Machinability Database Systems

For over several decades, machinability data have been
compiled and made generally available in the form of
handbooks, data sheets, charts, nomograms, etc. These
are usually prepared by national organizations, leading

Table 2 Well-Known Short-Term Machinability Tests

Source: Ref. 9.

Table 3 Effect of Work Material Microstructure on Machinability of Steels

Source: Ref. 9; Based on Ref. 10.

Copyright © 2004 by Marcel Dekker, Inc.



Jawahir926

metal cutting research institutions, cutting tool
manufacturers, and universities. With the growing need
for developing computer-aided process planning (CAPP)
systems, during the last four decades, significant effort
has been made in developing computerized machinability
database systems. The use of such database systems for
machining process planning is a basic requirement for
the success of a CAPP system. What began as mainframe
computer-based machinability databases have, over the
years, transformed into highly powerful and fast personal
computer-based database systems with notable systems
such as those established by the General Electric
Company and by the Technical University of Aachen [20–
22]. Comprehensive analysis of such systems appeared
in the 1970s and 1980s [23–25].

The basic objective of a machinability data system is
to select cutting conditions (usually the cutting speed and
feed) for a given set of characteristics such as

(a) Type of machining operation
(b) Machine tool
(c) Cutting tool
(d) Workpiece
(e) Operating parameters (other than cutting speed

and feed)

Cutting tool manufacturers have developed and very
effectively promoted the use of customized machining
databases for the selection of cutting tools, primarily
focusing on their own cutting tools. Computerized
machinability data systems can be classified into two
general types:

(a) Database systems; and
(b) Mathematical model systems.

The first system requires collection and storage of large
quantities of data from laboratory experiments and from
the shop floor experience. To collect these data,
machining experiments need to be performed over a
range of feasible conditions. For each set of conditions,
computations are made to determine the cost of
operation. These computations are generally based on
the traditional machining economics concepts. The
mathematical model systems attempt to predict optimum
cutting conditions for an operation. These systems
generally utilize the traditional Taylor-type or extended
Taylor-type tool-life equations, which are overly
conservative.

Notable efforts to develop a computerized databank
containing several empirical relationships include the
work by Venkatesh in 1986 [26] and its extension with

the development of a knowledge-based expert system for
machinability data selection [27].

C. Limitations of Current Machinability
Database Systems

The best-known machinability data handbook produced
by Metcut includes extensive data for machinability [28].
A further development is the computer package
CUTDATA, which is a computerized machinability
database known to contain over 90,000 machinability
recommendations for over 3750 work materials and over
40 machining operations. This database has been
integrated into the MetCAPP process planning system
[29]. Contemporary works in Germany and Japan have
produced similar systems.

Despite significant efforts being made in developing
more and more machinability database systems, there
are several major aspects that are not fully considered in
almost all these systems. These include:

• Property and performance data for new cutting
tools (material and geometry) are not available in
any database system. This is particularly true for

(a) newly developed advanced tool materials;
(b) different types of wear-resistant tool coatings;
(c) variations of tool geometry/tool holder

applications; and
(d) chip-grooves and chip-forming toolface

configurations.

• The traditionally known machinability assessment
methods are all based on one (or two, in some
cases) machining performance parameters such as
tool-life, cutting forces (or power consumption),
surface roughness, and machining accuracy. The
“Total Effect” of all major parameters affecting the
machining process quality and productivity,
however, remains unknown.

• The machine tool static and dynamic characteristics
are generally not considered in current practice.
There is a pressing need to consider machinability
as a systems property to include the combined
effects of the three functional elements (work
material, cutting tool, and machine tool) into a
comprehensive and total system.

D. Machinability Interrelationships

Modeling of machining processes for the integrated effects
of interacting multiple machinability parameters is a
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complex task. A greater knowledge and understanding
of the interrelated machinability parameters (cutting
forces, surface finish, chip-forms/chip breakability, tool-
wear, and machining accuracy) is essential for this. Some
preliminary work conducted over a decade ago
established the interrelationships between the surface
roughness and chip-form/chip breakability (Fig. 2) [30],
and between the progressive tool-wear rates and chip
breakability (Fig. 3) [31]. Building on this knowledge
and developing suitable analytical, numerical, or
empirical models for incorporating within a computer-
aided process planning system is very useful for predictive
assessment. However, using predicted machinability
parameters to optimize the overall machining
performance is a more productive option from the
eventual machining economy point of view.

E. The Cutting Tool Factor in Machinability
Assessments

The research and application focus on the cutting tool,
primarily from the material science viewpoint, centers
around a short list of hard materials. The hard phases
are incorporated in the bulk and in the coating. Table 4
shows a summary of cutting tool materials and coating
processes. The ultimate cutting tool material combines

the highest fracture strength (feed rate capability) and
wear resistance (speed capability) at the cutting edge.
Recent technological advances offer creative
consolidations of hard phases in the bulk material and
surface coatings to approach this goal. There are
tradeoffs between wear resistance and fracture strength
between tool materials, as illustrated in Fig. 4. The
strength and ductility of workpiece materials determine
the applied stress and the temperature field generated at
the cutting edge.

1. Tool Material Requirements

The ideal requirements of a satisfactory cutting tool can
easily be defined, but it is more difficult to specify a tool
material that meet all these requirements over a wide range
of cutting conditions. The physical and metallurgical
requirements of a good cutting tool material include the
following:

(a) High yield strength at cutting temperatures;
(b) High fracture toughness;
(c) High wear resistance;
(d) High fatigue resistance;
(e) High thermal capacity and thermal conductivity;
(f) Low solubility in the workplace material;
(g) High thermal shock resistance; and
(h) Good oxidation resistance.

2. Cutting Tool Classification

According to ISO [32], cutting tool materials are
classified into four major groups, based roughly on their
chemical compositions. These are hard metals, ceramics,
boron nitride, and diamond, and they are designated by
letter symbols, H, C, B, and D, respectively. These main
groups and the subgroups for the most popular first two
groups (i.e., H and C groups) are given in Table 5.

Table 6 shows the three most common application
groups from the ISO-based classification of
recommended applications where the work materials are
classed into six main groups with the appropriate letter
symbols—P, M, K, H, S, and N [32]. In this table, for each
group, the wear resistance and cutting speed increase
from bottom to top, while the feed and toughness
increase from top to bottom.

The application selection table (Table 7) provides the
recommended combinations of tool materials and work
materials for three levels of applications: usual application,
limited application, and special purpose application [33].
There exists various toughness levels within each of the

Figure 2 Surface roughness-chip breakability inter-
relationships. (From Ref. 30.)
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work material identification groups and these are
recognized with numerical values: 01, 10, 20, 30, 40, etc.,
in an increasing order of toughness required by the
machining operation—see Fig. 5. The required toughness
generally increases when the feed rate increases as shown
in Fig. 5.

3. Cutting Tool Geometry and Chip-Groove
Selection

Having selected the cutting tool material for a given set of
cutting conditions and work materials, it becomes vital
to choose the type (or shape) of the cutting tool. In general,
the insert shape should be selected relative to the cutting

Figure 3 Tool-wear-chip breakability interrelationships. (From Ref. 31.)
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edge (or lead) angle and the accessibility or versatility
required for the application. For strength and economy,
the largest point (included) angle is selected. Figure 6
shows the range of standard tool shapes in varying point
angles. Scale 1 shows “S” for strength (for cutting edge)
and “A” for accessibility at each end, while Scale 2 shows
“V” for vibration tendency and “P” for power
requirement as two extreme factors for the selection of
an insert shape [34]. Figure 7 shows the basic factors
affecting the choice of insert shape [34].

Also, among the most significant factors considered
in the selection of the tool type are the cutting tool
geometry and the type of clamping of the tool insert. The
geometry of the tool plays a critical role in achieving the
desired surface finish producible on the machined surface
and in controlling the chips (i.e., breaking the chips into
small and acceptable shapes and forms). The tool nose
radius affects the surface finish achievable according to
the well-established (and idealized) model of surface finish
generations by feed marks and the corresponding
relationship. Higher feed rates and lower tool nose radius
values produce rougher surfaces. However, in the finish
machining range (i.e., at low feeds and depths of cut), the
practically achievable surface roughness values are always
larger than the theoretically estimated values [5, 30]. The
complex work-tool material interactions that take place
at the cutting edge in finish machining has been shown to
attribute to this.

Turning to the problem of chip control, it should be
noted that the lack of chip control often leads to long and
snarled chips, which are hazardous and do interrupt the
machining operation. It is essential to produce chips
broken into small and disposable sizes and shapes. The
first step in breaking the chip is to effectively form the
chip while it is flowing on the tool face. There are
hundreds of different commercially available chip-
forming tool configurations. Figure 8 shows a sample of

such chip-forming tool inserts. The selection of chip
formers (commonly known as chip breakers) is made
based on the machining application involving a given
work material and cutting conditions for an operation.
Cutting tool catalogues and computer-aided databases
provide some information on such selection although
specifics are generally to be obtained from applications
engineers and process planners. In automotive and
aerospace machining, lack of chip control is still a chronic
problem causing significant losses in productivity and
costs. An assessment of chip former performance has
been carried out in an extensive study on several different
tool inserts having varying chip-groove geometries, under
a wide range of cutting conditions and work materials
for finish turning operations [35]. Specialized
applications such as contour turning and boring
operations generally require scientific studies on chip flow
and effective tool geometric features for a range of cutting
conditions. The significance of chip control in machining
is internationally well recognized, and in 1993, the CIRP’s
working group on chip control produced an extensive
study on chip control [36].

III. EVALUATION OF MACHINING
PERFORMANCE MEASURES IN
DESIGNING FOR MACHINING

Recent advances in developing and implementing CAPP
systems for modern industrial environments have called
for a need of predicting machining performance. The most
common technological machining performance measures
are: cutting forces/power/torque, tool-wear/tool-life, chip-
form/chip breakability, surface roughness/surface integrity,

Table 4 Most Common Cutting Tool Materials and
Coating Processes

Figure 4 Tool material property trade-offs. (Courtesy of
Kennametal, Inc.)
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and part accuracy [37]. Figure 9 shows the inherent strong
interactions among these performance measures and
emphasizes the need for considering their integrated effect
on the machining performance of a system. Table 8 (based

on Ref. 37) shows the desired levels for these machining
performance measures.

Table 5 ISO-based Cutting Tool Material Groups and Subgroups

Source: Ref. 32.

Table 6 Most Common Cutting Tool Materials and Applications (ISO-Based)
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Table 6 Continued

Source: Ref. 32.
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The term “machining performance” is discussed here
from a systems framework, comprising three primary
elements that constitute the machining system: the
machine tool, cutting tool, and work material. As shown
above, traditional approaches have only found limited
applications with work material-related “machinability
“as these approaches have excluded rapid technological

advances in the cutting tool and machine tool industry.
An example is the continuous development of advanced
chip-grooves and tool coatings to improve chip control
and tool-life in machining. Also, other subconstituents
such as jigs and fixtures, coolants, etc. need to be
considered in the assessment of the overall machining
performance. Kahles [25], in his international survey on
machinability data requirements for advanced machining
systems, emphasized the need for reliable data in areas
concerning tool-life, chip control, dimensional accuracy,
surface finish, and surface integrity. Shen and van
Luttervelt [38] showed the concept of a robust CAPP
integrated intelligent machining system (RIMAS) with a
hybrid intelligent methodology for the assessment and
optimization of machining operations. The need for

=usual application; O=limited application; =special purpose
Source: Ref. 32.

Figure 5 Tool material toughness application range.
(From Ref. 33.) Figure 6 Tool insert shape selection guide. (From Ref. 34.)

Table 7 ISO-Based Work Material-Cutting Tool Application Selection
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Figure 7 Factors affecting the choice of insert shape. (From Ref. 34.)

Figure 8 Sample of commercially available chip-forming tool inserts.

Copyright © 2004 by Marcel Dekker, Inc.



Jawahir934

predictive modeling of machining performance measures
have been highly emphasized in recent times [39–41].

A. Predictive Modeling of Machining
Performance

Modeling activities that are traditionally carried out for
the prediction of machining performance measures are
based on analytical (mechanics-based) techniques,
computational/numerical methods [e.g., finite element
model (FEM)] and artificial intelligence (AI)-based
modeling using fuzzy logic techniques, neural networks,
etc. Prediction of machining performance typically
involves two broad phases: stage 1 involves modeling of
machining variables such as stresses, strains, strain rates,
temperatures, etc. and Stage 2 involves the modeling of
performance measures such as those discussed in the
previous section. A schematic representation of the
modeling methodology is shown in Fig. 10 [42].

It can be seen that for the modeling of machining
variables, typically analytical or numerical methods ar
reasonably effective depending on the suitability of the
input and validation from experimental work. However,
from the practical modeling perspective for industrial
applications, the modeling of machining performance, in
the form of such measures as tool-wear/ tool-life, chip-
form/chip breakability, etc. throws up a serious challenge
because of transitional problems in converting machining
variables to performance measures. Hence the main
theme running throughout this section of the chapter is
the need for integrating different modeling methodologies
to effectively predict machining performance. Usui shows
the urgent need for developing predictive theories for
practical machining and advocates the use of AI
techniques to fill in the gaps because of the complex
nature of the machining process [43].

1. Analytical and Numerical Modeling of
Cutting Forces, Chip Thickness, Chip Flow
and Chip Curl

Significant effort has been made to develop analytical
predictive models for machining [44–57]. The recently
established universal slip-line model (SLM) for machining
producing curled chip formation with restricted contact
and grooved tools predicts the cutting forces, chip
thickness, chip curl radius, and chip back-flow angle for
a given set of cutting conditions, tool geometry, and the
state of stresses [58–60]. Extensive experimental work
has been conducted to validate and test this model for
cutting forces, chip thickness, chip backflow angle, and
chip up-curl radius [61]. A most recent modeling effort
using the universal slip-line model, in conjunction with
Oxley’s predictive model incorporating the effects of
strains, strain rates, and temperature, offers prediction
of cutting forces for 2-D machining with grooved tools
[62]. Also, significant work has been conducted on finite
element modeling of the machining process using grooved
tools. A custom-made finite element model (FEM) has
been developed for predicting stresses, strains, strain
rates, and temperatures in machining with grooved tools
[63, 64]. In what follows, a short description of the
present knowledge on SLM and FEM will be discussed,
but first it is necessary to understand the strengths and
weaknesses of these two methods.

Based on the rigid-plastic plane-strain material
assumptions, the slip-line method does not consider the
temperature effect in material deformation. It is also not
easy to include the strain-hardening effect in the slip-line
analysis as shown in Ref. 62. However, the slip-line
analysis can give approximate solutions to chip geometry
(such as chip thickness and chip curl radius) and the
position of the primary shear plane (the primary
shearplane position is often indicated by the shear-plane

Figure 9 Machining performance interrelationships.

Table 8 Major Machining Performance Measures and
Their Desired Levels

Source: Based on Ref. 37.
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angle) for a given state of stresses. The finite element
method considers both temperature and stain-hardening
effects; however, the chip thickness, chip curl radius, and
shear-plane angle need to be assumed before constructing
a suitable finite element mesh. Indeed, it is generally known
that the most important aspect of FEM is establishing the
boundary conditions to adequately describe the
mechanical and thermal boundaries of the cutting region
in machining. It is imperative that such boundary
conditions can be easily established from the basic output
parameters of the SLM. Therefore, it is deemed promising
to develop a hybrid model that can effectively integrate

the slip-line model and the finite element model (FEM) to
combine the advantages of both techniques and to
overcome their shortcomings.

Slip-Line Modeling (SLM) of Chip Formation

A universal slip-line model for machining with restricted
contact and grooved tools involving curled chip
formation was recently developed at the University of
Kentucky [58–62]. This model involves a convex upward
shear plane AC and four slip-line angles ( θ, ψ, η1, η2), as
shown in Fig. 11. The tool cutting edge is still assumed to

Figure 10 Two stages of predictive modeling of machining operations. (From Ref. 42.)
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be perfectly sharp with this model. The model is universal
in the sense that it incorporates six slip-line models
previously develop for machining in the past five decades
as special cases [58].

A FORTRAN computer program has been
developed using Dewhurst and Collins’ [65] matrix
technique and Powell’s [66] optimization algorithm. The
slip-line GE (see Fig. 11) is taken as the base slip-line
and its radius of curvature denoted by a column vector
GE is determined by:

(2)

where ρ is the magnitude of the velocity jump across the
slip-line ACDB, ω is the angular velocity of the curled
chip rotation, A and B are two matrices determined by:

(2a)

(2b)

where P, P*, Q, Q*, G, and R are members of a set of
basic matrix operators defined by Dewhurst and Collins
[65]. I is the unit matrix.

Using the universal slip-line model, some important
machining parameters, such as chip thickness t2 and chip
curl radius Ru, can be determined.

(3)

where Vg’ is the magnitude of the velocity of the chip at the
moment of departing from the tool restricted contact land.

(4)

This slip-line model has been validated using extensive
experimental data covering a large range of cutting
conditions [59–61]. The predicted results for cutting
forces, chip thickness, chip up-curl radius, and chip back-
flow angle have shown a reasonable agreement with
experiments. The most recent analysis shows how the
model can be extended to the modeling of machining
with grooved tools, the more practical machining
operation [62]. This is carried out by incorporating an
additional backwall force acting on the generated chip
into the model (Fig. 12). Coulomb friction conditions are
assumed at the tool-chip contact point G1 on the groove
backwall. Figure 12 also shows the two components of
the backwall force, i.e., frictional force Fb and the normal
force Nb [62]. Good correlation is obtained between
predicted and experimental resultant force—see Fig. 13.

Finite Element Modeling (FEM) of Chip
Formation

Finite element techniques have been widely used in
machining research [67–75]. Considering the very large
plastic deformation in machining, the elastic deformation
has been largely neglected and a thermo-viscoplastic finite
element model is used in recent works [63, 64]. The
material in the machining process is approximated as the
flow of a non-Newtonian viscous fluid. Three important
problems involved in the finite element analysis, i.e.,

Figure 11 The universal slip-line field and hodograph for machining with restricted contact cut-away tools. (From Ref. 58.)
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constitutive material model, tool-chip friction pattern,
and heat transfer, are answered as follows.

CONSTITUTIVE MATERIAL MODEL. Various
types of constitutive material models have been developed
and used in the numerical modeling of machining
processes. For example, the material shear flow stress s0

is determined as [76]:

(5)

where A, N, M, k1, and m are material constants
determined experimentally, ε and and T are the strain rate
and temperature, respectively. Because of the very large
strains, strain rates, and high temperatures involved in
machining, Johnson and Cook’s material law [76] is
commonly used in numerical analysis. A von Mises yield
criterion and an isotropic strain hardening rule are
assumed. The material shear flow stress σ0 is given by

(6)

where A, B, C, m, and n are the material parameters, and
, , and T* are the effective strain, the nondimensional

effective strain rate, and the nondimensioned
temperature, respectively.
TOOLFACE FRICTION PATTERN. The analysis of
tool-chip friction is a very complex task in machining
[44, 77]. In early research, Coulomb friction has been
widely used to represent the tool-chip friction pattern in
machining. However, extensive metal cutting experiments
have shown that the Coulomb friction law does not hold
in machining. Some other tool-chip friction relationships
have also been developed such as [78]:

(7)

where τ and σ are the frictional and normal stresses on
the tool rake face, k is the shear flow stress of the strained
chip on the tool rake face, and µ is the characteristic
constant of friction. In recent works [63, 64], the
following tool-chip friction pattern was used.

Figure 12 The universal slip-line field and hodograph for
machining with restricted contact grooved tools. (From
Ref. 62.)

Figure 13 Comparison of predicted and experimental
resultant force in machining with grooved tools. (From
Ref. 62.)
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(8)

where f is the frictional parameter. Equation (7) follows
the tool-chip friction assumption used in the universal
slip-line model [58].

TEMPERATURE DISTRIBUTION. The following
heat conduction-convection equation [79] for
determining the temperature distribution in the plastic
deformation region has been employed in recent works
[63, 64]:

(9)

where kth is the thermal conductivity, ρ is the density, Cp is
the specific heat, q is the volumetric heat generation rate,
and T is the temperature. Because the tool and the chip
are in intimate contact along the tool-chip interface, the
temperature is assumed to be continuous across the
interface. Figure 14 shows a typical output from the
present FEM for 2-D machining with a grooved tool.

Limitations of Numerical Modeling for
Practical Machining Operations

Numerical models (typically FE-based models) are
capable of predicting machining variables such as
stresses, strains, temperatures, etc. for the 2-D machining
process. Such type of modeling is capable of providing
fundamental insight and simulation capabilities for
different combinations of cutting conditions and work-
tool material pairs. However, numerical modeling, on its

own, runs into severe problems because of the following
reasons:

1. Difficult transition to machining performance
measures: The majority of numerical models are
restricted to simplified 2-D machining processes
and are very unwieldy to translate into practical
machining operations such as turning, milling,
etc.

2. Need for accurate constitutive data: The accuracy
of results from the numerical model heavily
depends on the constitutive data that defines the
material behavior. Obtaining accurate and robust
data has been a major cause for concern in the
numerical modeling community.

It can be seen that numerical modeling alone is unable to
provide a comprehensive solution for performance of a
machining system. Hence there is a need for hybridizing
the modeling approaches by combining several
traditional approaches to achieve realistic solutions for
machining system performance.

2. Empirical Modeling of Tool-Life

Tool-wear/tool-life investigations in machining have been
among the most significant research topics during the
last several decades. A large domain of specific knowledge
has been acquired and many tool-wear/ tool-life models
have been developed through analytical modeling and
experimental observations [80–82]. Early work by
Colding set the pace for renewed interest in machining
optimization for productivity and cost [83]. In his latter

Figure 14 Typical FEM results for (a) hydrostatic stress, (b) strain, and (c) temperature distributions. (From Ref. 63.)
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work [84], he expressed his initial tool-life relationship,
which was established as a function of equivalent chip
thickness (ECT) and cutting speed, in terms of
measurable cutting temperature, by developing a new
temperature-tool-life relationship. A computerbased
mathematical model developed by Lindstrom [85] for
tool-life estimation in an adaptive control system includes
the capability for extrapolation of the cutting data field.
This work was later extended to include a statistical
evaluation aimed at economic optimization [86].

All presently known tool-life testing methods
specified by major standards are based on the use of
flatfaced cutting tool inserts and there are no effective
equations for predicting tool-life in machining with
grooved tools [6, 87], Significant progress has been
made in developing new chip-groove geometries, tool
materials, coating techniques, and in the associated
development and implementation of tool-life testing
methods. However, the dual role of a tool insert for
providing longer tool-life and effective chip breaking
has not yet been fully investigated despite obvious
experimental evidence observed in machining with
grooved tools, which fail too frequently because of
inappropriate design and/or use of chip-grooves. The
tool-life data provided by the tool manufacturers are all
basically for the various tool grades with none
representing the combined effects of tool grades and
chip-groove configurations. Moreover, it is also a well-
known practice to use a given tool-wear criterion such
as flank wear and/or crater wear limits, for tool-life
estimates. However, it is generally observed that the tool
failure is largely a result of a number of different
concurrently occurring progressive tool-wear types,
such as crater wear, nose wear, flank wear, notch wear,
and edge chipping [88–92].

A Summary of Currently Available Theories
for Tool-Life

Among the several experimental and theoretical
relationships reviewed, eight types of tool-life equations
have been identified as relevant and most common in
“academic” investigations, and these are summarized in
Table 9. Unfortunately, these methods do not agree well
with industrial production results over wide ranges of
machining process parameters and work materials. Poor
predictability of tool-life in current practice is largely as a
result of the following reasons:

(a) The most commonly used tool-life criteria (e.g.,
flank wear and crater wear) often mask the

influence of other types of concurrent wear types
such as the notch wear, groove backwall wear,
nose wear, and edge chipping, which largely
contribute to tool failure.

(b) All empirical constants for predicting tool-life are
predetermined over a wide range (e.g., n=0.2–0.3
for carbide tools and n=0.4–0.7 for ceramic tools,
etc.). Accuracy and consistency of these values
are generally poor. Also, the effect of currently
available different tool coatings is not yet fully
considered in predictive assessments.

(c) Almost all currently existing tool-life testing
methods are based on flat-faced cutting tools.
The effects of varying chip breaker configurations
and the related chip flow variations have not been
considered as yet.

Although various tool-wear mechanisms do exist, it is
generally known that the gradual (progressive) tool-wear
is produced by temperature-dependent mechanisms. The
extended Taylor equation is usually considered a good
approximation to predict tool-life T, which is expressed
in terms of cutting speed V, feed f, and depth of cut d with
empirical constants C, n, m, m, and l as: 

(10)

In machining with grooved tools, it has been observed
that the traditional parameters for wear measurement
(VB—flank wear, and KT—crater wear) are inadequate
for characterizing the multiple, concurrent, and complex
wear mechanisms undergone because of the interactions
of the cutting conditions and the chip-groove geometry.

New Tool-Life Relationships

Jawahir et al. [90–92] have presented a new methodology
for measuring the multiple tool-wear parameters in a
grooved tool. Figure 15 shows these measurable grooved
tool-wear parameters for a generic grooved tool. Figure
16 shows the significant variations in the tool-wear
patterns and the corresponding tool failure modes in
machining with various grooved tools under the same
conditions [90]. It is apparent that the accurate
estimation of tool-life in grooved tools is heavily
dependent on the precise prediction of the tool-wear rates
at different locations of a grooved tool.

Also, the recent work on tool-life includes the effects
of tool coatings and chip-groove geometry, and the
corresponding tool-life equation is expressed as [90],
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Table 9 Historical Development of Commonly Known Tool-Life Equations

Source: Based on Ref. 89.
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Figure 15 Measurable tool-wear parameters in a grooved tool. (From Ref. 90.)

Figure 16 Variations in tool-wear parameters in machining with different grooved tools. Cutting Time=2 min, V=274
m/ min, f=0.43 mm/rev, d=2.54 mm, Work Material=1037 M Steel, Tool Coating—KC 850. (From Ref. 90.)

(11)

where T is the tool-life, V is the cutting speed, n is Taylor’s
tool-life exponent, Wc is the tool coating effect factor, Wg

is the chip-groove effect factor, TR is the reference tool-
life, and VR is the reference cutting speed. The coating
effect factor Wc and the chip-groove effect factor Wg are
determined as

(12)

(13)

where nc is the actual tool-life slope modified by the
coating effect, which can be determined from the actual
tool-life; and m is machining operation effect factor (with
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m=1 considered for turning); f is the feed; d is the depth
of cut; and b, n1, and n2 are empirical constants. l is the
engaged cutting length that can be calculated as shown
above from feed f, depth of cut d, side cutting edge angle
Kr, and tool nose radius re.

3. AI-Based Modeling of Chip-Form/Chip
Breakability

The most common chip-form/chip breakability
evaluation process is based on the “chip chart” method
shown in Fig. 17. A new method for quantifying chip
breakability was derived based on the fundamentals of
fuzzy reasoning [93–95]. Figure 18 schematically shows
the basic outline of the model. It is assumed that the
following three factors determine the levels of chip
breakability with the corresponding weighting factors:

• Size of chip produced (60%): defined by the
dimensional features such as length and other

geometric parameters, e.g., diameter, or curl radius
of the chip, or chip coil;

• Shape of chip produced (25%); defined by the
geometric configurations of the chip such as heli-
cal form, spiral form, arc shape, etc.; and

• Difficulty/ease of chip producibility (15%); defined
by the characteristics of the produced chip, for
example, smoothness of the chip surface, chip color,
any resulting burr formation, etc. These
characteristics are expected to reflect the other
performance measures such as cutting power,
surface finish, tool-wear rate, etc.

It is quite obvious that all three factors are fuzzy in nature
owing to the “uncertainty” in their definition levels, i.e.,
there are no well-defined boundaries. Chip breakability
is classified into five fuzzy sets: Very Poor (VP), Poor (P),
Fair (F), Good (G), and Excellent (E). In further analysis,
a numerical rating system covering a range from 1 to 5
was used to represent these five levels of chip breakability.

Figure 17 A typical chip chart.
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the final prediction. Figure 19 shows predicted chip
breakability for a given cutting tool insert, based on a 2-
D cross-sectional chip-groove profile obtained from a 3-
D image of the cutting tool insert [94].

4. Hybrid Modeling

The discussion on modeling of machining performance
in the previous section has highlighted the need for
somehow integrating suitable models that use different
modeling approaches to obtain practical and realistic
solutions for present-day needs. An example of such an
attempt at hybrid modeling is provided in the following
case study, which deals with the complex problem of
predicting dominant tool-wear modes in machining with
grooved tools.

Case Study: Hybrid Modeling of Tool- Wear
(Sensor-Based and Analytical Models)

EQUIVALENT TOOLFACE (ET) MODEL FOR
PREDICTING DOMINANT MODE OF TOOL
FAILURE. A new methodology for predicting the primary
mode of tool failure in turning with complex grooved
tools has recently been developed [96]. This method is
based on the fact that the changes in cutting conditions
and chip-groove geometry are reflected in the cutting
forces. According to the measured, cutting forces at
various stages of the tool-wear process, the geometry of

Figure 18 Modular approach used in the rule-based predictive system for chip breakability. (From Ref. 94.)

For example, chip-forms between Poor (P) and Fair (F)
may be assigned a value, based on their relative sizes and
shapes, e.g., 2, 2.3, 2.5, 2.7, and 3. This avoids the
inaccuracy caused by having to classify a chip-form that
is in between F and P to a discrete value of either F or P.

The rule-based predictive system for chip breakability
is developed based on the analysis of effective chip-groove
profiles and is extended to include predictions for varying
cutting conditions such as side-cutting edge angle, nose
radius, and cutting speed with limited experiments.
Suppose, a total of n chip-groove parameters are used as
input to the rule-base system, and each parameter is
fuzzified into m fuzzy sets. The goal is to find, based on
the machining database, a rule-base that generates rules
involving all possible combinations of these interacting
chip-groove parameters with associated fuzzy ratings.

The rule-base is of the following form:

(14)

The results of this rule-based operation are then
postprocessed using a fuzzy inference engine to obtain
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the complex groove tool is approximated to a flat-faced
tool and the geometric orientation of the grooved tool is
represented by the equivalent effective rake angle and the
equivalent effective inclination angle [97]. The variation
of these two angles, when related to one of the four most
common combinations shown in Fig. 20a, would give
the most predominant regions of wear in the cutting tool.
And this, in turn, can be related to the type of tool-wear
according to the trends observed within the first few
minutes of machining with a grooved tool. Figure 20b
shows one such trend observed in machining of steel
1045 with a CNMG 432K grooved tool and the actual

tool-wear measured during the machining operation. In
this case, within the first 2 min of machining, it is predicted
that the tool will fail by nose wear, which was shown to
be true after machining for 38 min (Fig. 20c).

INTEGRATED HYBRID MODELING. It can be seen
that certain modeling approaches have distinct advantages
over others: e.g., numerical predictions of temperatures,
empirical predictions of tool-life and AI-based predictions
of chip breakability. The challenge lies in avoiding
exhausting efforts to try and find a universal solution for
all performance measures by using just one modeling
approach. The inherent disadvantages of every modeling

Figure 19 Predicted chip breakability for a specified grooved tool insert based on 2-D chip-groove profile obtained
from a 3-D image of the tool insert. (From Ref. 94.)
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Figure 20 Prediction of tool failure modes. Dominant mode of tool failure: Nose wear, f=0.25 mm/rev, d=0.6 mm,
V= 274 m/min, Cutting tool: CNMG 432K, Work material: Steel 1045. (From Ref. 96.)
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approach, be it analytical or numerical, pose severe hurdles
in adopting an individualistic methodology. The best
solution would be to use the best available approach to
predict different subproblems associated w’ith machining
performance and then integrate these solutions to obtain a
comprehensive solution for machining performance.

IV. MACHINING OPTIMIZATION IN DESIGNING
FOR MACHINING

The role of optimization for machining in CAPP systems is
extremely important because of the complex interactions
that take place during the machining process. Traditional
approaches in machining optimization have been limited
to objective functions related to cost or productivity [98–
101]. Although such an objective is desirable, the more
critical role of optimization lies in the optimization of
various machining performance measures for improved
machining performance. The conflicting machining
performance requirements, depending on specific
applications, result in the need for the optimization of the
machining process by the selection of the most suitable
cutting conditions and tools, as well as information
regarding changes that should be made to the various
elements of the machining system to achieve optimized
machining performance. Almost all relationships between
the performance variables and process parameters
employed by previous research are approximated by
power functions with fixed empirical coefficients. This may
be attributed to the nonavailability of quantitatively reliable
machining performance models relating the machining
performance measures to the process variables. The lack
of technological performance data and equations as well
as detailed machine tool specifications and capabilities have
inhibited the widespread use of the available optimization
strategies [37]. Traditional approaches in this area of
performance-based optimization have not considered the
functional requirement of chip breaking and the associated
use of commercial complex grooved tools.

A. Hybrid Models Used in the Optimization of
Machining Performance Measures

Significant progress has been made in developing
predictive models for machining performance measures
for turning operations at the University of Kentucky
during the last 10 years. More recently, several of these
analytical and empirical models, along with the selective
database systems, have been integrated into hybrid

predictive models for turning operations. These models
are effectively used for predicting major machining
performance measures, which directly depend on the
cutting parameters including surface roughness, cutting
force, chip breakability, tool-life, and material removal
rate, in terms of cutting conditions: cutting speed, feed,
and depth of cut. Because currently available metal cutting
theories are unable to explicitly present all relationships
between cutting conditions and machining performance,
especially for complex grooved tools, an experimental
database and bicubic spline data interpolation are used
to supplement prediction of machining performance.

1. Surface Roughness

Turning operations give much higher measured surface
roughness Ra values than predicted theoretical values in
the finish turning range [102]. Therefore, a database is
established by measuring Ra experimentally for a set of
different cutting conditions. Ra was represented as a
function of feed and depth of cut, because the effect of
cutting speed was very minimal in the finish turning region.

2. Cutting Force

The cutting speed affects the cutting forces, much less
significantly than the feed and depth of cut, and is hence
ignored in the modeling of cutting force. The following
relationship has been established for the cutting force Fc

[103]:

(15)

where Cz and Ez are force constants, αz is the feed
exponent, βz and γz are depth of cut exponents. The last
term in the equation represents the experimentally verified
cutting edge force prevalent in machining with tools
having a rounded cutting edge.

3. Chip-Form/Chip Breakability

Chip-form/chip breakability is considered as a basic
requirement in automated machining. In the present work,
the previously established definition of chip-form/chip
breakability has been used, which assumes that the size,
shape, and difficulty/ease of chip producibility determine
the levels of chip breakability. According to the definition,
the values of chip breakability range between 0 and 1, with
“0” for absolutely unbroken chips and “1” for well-
broken chips [104]. Again, the effect of cutting speed on
the chip breakability is ignored in the finish turning range.
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The predictive model for chip breakability developed from
chip charts is similar to the one shown in Fig. 17, and
utilizes an interactive fuzzy logic-based technique to predict
chip breakability for a given set of cutting conditions, tool
geometry, and work material for effective chip-groove
profiles generated using analytically predicted chip flow
direction as shown in Fig. 2 [93–95].

4. Tool-Life

The most commonly known extended Taylor equation
shown previously (Eq. (10) is usually considered a good
approximation to predict tool-life T. However, the more
recent work on tool-life including the effects of tool coating
and chip-groove geometry and the corresponding tool-life
equation shown in Eq. (11) would give more accurate
predictions for machining with coated grooved tools. In
machining with grooved tools, it has been observed that
the traditional parameters for wear measurement (VB—
flank wear, and KT—crater wear) are inadequate in
characterizing the multiple, concurrent, and complex wear
mechanisms undergone because of the interactions of the
cutting conditions and the chip-groove geometry.

B. Optimization of Turning Operations

Da et al. [103–105] developed a hybrid process model
that defines the relationships between the dependent
performance variables (surface roughness, cutting force,
chip breakability, material removal rate, and tool-life) and
the independent parameters (cutting speed, feed, and
depth of cut) based on the classical theories of metal
cutting and a representative database of experimental
results. Nonlinear optimization techniques, based on the
hybrid process model, were applied to obtain the
optimum cutting conditions. More recently, Da et al.
[106–108] used a multiple criteria optimization method
and presented a methodology for predicting the optimum
cutting conditions and selection of tool inserts by
considering the effects of progressive tool-wear on the
machining performance.

The goal of multiple criterion optimization of
machining processes is to establish trade-offs among the
various conflicting machining performance measures to
achieve optimum economic performance of the operation.
In addition to tool-life and material removal rate, all other
machining performance measures, such as surface
roughness, cutting force, and chip breakability, will
significantly affect the economic performance of
machining, such as profit rate, production cost and so
on, directly or indirectly. The comprehensive optimization

criterion proposed by Da et al. [106–108] includes the
effects of all major technological machining performance
measures and the effect of progressive tool-wear.

Optimization of multipass turning operations plays an
important role in process planning for machining, because
multipass machining operations are more widely used than
single-pass machining operations in the manufacturing
industry. In order to achieve overall optimal results in
multipass turning operations, trade-offs are usually
established not only among the various conflicting
machining performance measures, but also among all
passes in a given turning operation. Early work on
optimization of multipass machining operations shows
the economic benefits of machining [109]. Multiple
constrained milling operations have been optimized by
using computer-based methodologies subsequently [110,
111]. More recent research highlights the use of advanced
computer-aided and fuzzy logic applications for multipass
machining optimization [112– 114].

The optimization objective of multipass turning
operations differs from that of single-pass operations. In
rough turning operations, the highest possible material
removal rate is desired, within the constraints of other
appropriate machining performance measures. However,
the surface roughness is the most important measure in
comparison with all other measures in finish turning
operations. To implement the importance of one or more
of the machining performance measures in optimization,
various weighting factors are applied to these measures
in the objective function. Subsequent work includes the
rated effect of progressive tool-wear [105] and a
performance-based criterion for the selection of optimum
cutting conditions and cutting tool selection [108] in
single-pass turning. Recently, this work has been
extended to cover multipass turning using genetic
algorithms [115]. For multipass problems, the objective
function in optimization processes is the sum of objectives
of all passes. The total objective function is:

(16)
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where N is the number of passes in a turning operation,
Vi is the cutting speed, fi is the feed, and di is the depth of
cut for each pass.

Constraints are represented as:

(17)

Hence the optimization problem becomes

(18)

where d is the total depth of cut. Because the goals of
optimization for different passes in multipass turning
operations are different, different constraints and weighting
factors of the objective function are applied to each pass.

Genetic algorithms (GA) are used in the optimization
process for multipass turning operations. GA are
algorithms based on the mechanics of natural selection
and natural genetics, which are more robust and more
likely to locate a global optimum [116]. It is because of
this feature that the GAs move through the solution space
starting form a group of points and not from a single
point.

To apply GA in the optimization for machining, the
cutting conditions are encoded as genes by binary
encoding. A set of genes is combined together to form a
chromosome, which is used to perform those basic
mechanisms in GA such as crossover and mutation.
Crossover is the operation to exchange some part of two
chromosomes to generate new offspring, which is
important to explore the whole search space rapidly.
Mutation is applied after crossover to provide a small
randomness to the new chromosome. To evaluate each
individual or chromosome, the encoded cutting
conditions are decoded from the chromosome and are
used to predict machining performance measures. The
fitness or objective function is a function needed in the
optimization process and the selection of the next
generation in GA. After a number of iterations of GA,
optimal results of cutting conditions are obtained by
comparison of values of objective functions among all

individuals. Besides weighting factors and constraints,
suitable parameters of GA are required for this
methodology to operate efficiently.

1. Effect of Progressive Tool-Wear

The general prediction of machining performance is based
on the assumption that cutting tools are fresh in every
pass. However, in the actual machining process, cutting
tools are subjected to progressive tool-wear on different
tool faces. The machining performance will vary
significantly with the progression of the overall tool-wear,
which leads to different optimum cutting conditions for
a given cutting tool at different wear states. In multipass
turning operations, if the same tool insert is used for all
passes, the effect of tool-wear must be considered in all
subsequent passes.

The reciprocal of tool-life will be defined as the wear
rate R.

(19)

where n3 and C are

(20)

If a tool insert has been used in N known previous
operations, the tool-wear index can be defined as

(21)

where Vi, fi, di, and ti are cutting speed, feed, depth of cut,
and the time interval of the i-th operation, respectively. If
the cutting parameters vary continuously with time in the
operation, the tool-wear index can be rewritten as,

(22)

According to the definition, the tool-wear index for a
new tool insert is 0. And, the tool is considered failed if
the tool-wear index reaches 1. The machining
performance for the tool after some known usage w can
be predicted by

(23)
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where Wp is a function of tool-wear index w independent
of cutting conditions V, f, and d, which represents the
tool-wear effect on the machining performance p. pu(V, f,
d) is the machining performance predicted by assuming
unworn tools.

The new methodology developed and used for
machining optimization is shown in a schematic diagram
in Fig. 21.

Case Study 1: Optimum Cutting Conditions for
Multipass Turning Using Genetic Algorithms

The optimization results for multipass turning are shown
in Table 10 [115]. Different weighting factors are defined
for each turning pass. In medium turning, material
removal rate is given emphasis with a weighting factor of
0.6, whereas in finish turning, surface roughness is given

prime importance with a weighting factor of 0.6. The
other weighting factors are all assigned to be 0.1.
However, all machining performance measures are
considered to have the same importance in semifinish
turning. Thus all weighting factors are given as 0.2 for
each performance measure in semifinish turning.
Different constraints for medium, semifinish, and finish
turning were applied. Feasible regions of those three
passes are illustrated in Fig. 22a–c. Because there is a
constraint on the total depth of cut, the optimum results
of the multipass turning operation are an optimum
combination of cutting conditions in those feasible
regions.

Case Study 2: Optimal Selection of Cutting
Tool Inserts Using Nonlinear Programming

This case study illustrates the optimum selection of cutting
tool inserts for specified requirements and the
determination of corresponding machining conditions for
optimal chip control [104]. The cutting tool will be selected
from a group of three tool inserts (TNMG332-CG1,
TNMG332-CG2, and TNMG331-CG1), which have very
different chip-groove configurations and nose radius. The
optimization results for these three tool inserts are shown
in Fig. 23. We can see that there are feasible solutions for all
three tools, but the objective value (chip breakability) at
the optimum for TNMG331-CG1 is 5.83% larger than
that for TNMG332-CG2 and 14.32% for TNMG332-
CG1. Therefore the advantage for chip control is obvious
by selecting TNMG331-CG1 over the other two inserts.
However, the higher chip breakability is achieved with
lower material removal rate and rougher surface finish.
The trade-off among the various machining performance
measures can be made through setting the constraints
imposed on these parameters.

Table 10 Optimization Results for Three-Pass Turning

Source: Ref. 115.

Figure 21 The new methodology developed and used for
optimized machining performance and cutting tool selection.
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V. JIGS AND FIXTURES IN DESIGNING FOR
MACHINING

Both jigs and fixtures provide for the efficient and
productive manufacture, inspection, or assembly of
quality interchangeable parts by providing the means to:

• Correctly locate the workpiece with respect to the
tool or gauge.

• Securely clamp and rigidly support the workpiece
while the operation is being performed.

• Guide the tool (in the case of jigs).
• Position and fasten the device on a machine (in the

case of most fixtures).

These features, in addition to ensuring interchangeability
and accuracy of parts, also provide the following
advantages in manufacturing:

• They minimize the possibility of human error.
• They permit the use of unskilled labor.
• They reduce manufacturing and inspection time.
• They eliminate the need to retool for repeat orders.

Figure 22 Feasible regions for optimization in multipass turning. (From Ref. 115.)

Figure 23 Optimal selection of cutting tool inserts. (From Ref. 104.)
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Figure 24 Designing for machining operation—tool access. (From Ref. 118.)

Figure 25 Designing for machining operation (drilling)—
tool loading and access. (From Ref. 118.)

Figure 26 Designing for minimum machining. (From
Ref. 118.)
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Advances in NC and CNC machines have inevitably
forced designers and manufacturers to improve the
effectiveness and performance of parts production. The
versatility and possibilities available using NC machines
open the door to inventions in the design and
development of jigs and fixtures.

The four main objectives in designing a workholding
fixture for NC are accuracy, rigidity, accessibility, and
speed and ease of clamping and changing the workpiece
[117]. To be effective, these systems have to be able to:

• Mount onto the machining center pallet precisely
and quickly with no loss in location accuracy when
moved from one pallet to another.

• Guarantee quick and accurate part location, and
ensure accurate repeatability with multiple part
changes.

• Make clamping of parts easy.
• Facilitate one completed part per machining cycle.
• Virtually eliminate the need for single-purpose

fixtures.

Jigs and fixtures are generally costly items and hence an
economic justification in terms of the batch size,
production frequency, and the continuity of usage must
be made before the purchase of standard equipment or
prior to designing and developing one to suit the specific
requirement. Care must be taken in choos-ing a low-cost

Figure 27 Designing for blind hole drilling. (From Ref. 119.)
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but functional design. The use of flexible fixturing and
multipurpose jigs and fixtures must be considered in
designing for machining processes involving several
operations. Recent advances in modular tooling systems
provide an excellent promise in applications.

VI. SOME PRACTICAL MACHINING
CONSIDERATIONS

Designing for manufacturing by machining methods
must take the following practical aspects into
consideration [118, 119]:

• Designing for economy (cost issue)
• Designing for clampability (jigs and fixtures issue)
• Designing for tool/equipment access and release

(tool path planning issue)
• Designing for machining operation (tool access,

favorable tool loading, etc.—see Figs. 24 and 25)
• Designing for Minimum Machining (Fig. 26)
• Designing for Blind Hole Drilling (Fig. 27)

VII. CONCLUDING REMARKS

The work presented in this chapter is an extended
summary of the broad topic on designing for machining.
The contents of this chapter are therefore aimed at
providing a broad overview of the factors to be
considered in designing for machining, particularly from
the machinability and machining performance viewpoint.
The need for developing and implementing predictive
models for optimized machining performance and cutting
tool selection continues to be a major, and often difficult
to handle problem area requiring significant efforts by
the research and application communities. However, the
recognition of such need is more likely to encourage much
work in this regard although the cost-effectiveness of
such efforts is unlikely to materialize immediately. The
academic and practical challenges in providing suitable
solutions to some of the major design for machining
problems in the industry are far more greater to ignore.
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